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Preface

The book is devoted both to researchers wishing to acquire basic or advanced
knowledge on the optimisation of complex mechanical systems (with special
reference to multi-objective programming) and to engineers specialist in the
field of vehicle design. In the book, reference will be made exclusively to those
(complex) mechanical systems which can be described by means of mathemat-
ical models. The optimal design of these complex systems implies the proper
tuning of many design variables (up to 50 or more) in order to find a preferred
compromise among conflicting system’s performances. The number of these
performances is also usually very high (up to 20 or more).

In the first part of the book, an informative tutorial (Chap. 1) is produced
to introduce to the reader the main issues on the optimisation of complex
mechanical systems. The subject is explained plainly with the aim to present
the key definitions and the basic considerations on the topic. Additionally, the
main techniques to solve optimisation problems are briefly presented (without
resorting to involved mathematics) to make the reader aware of the actual
problem-solving capabilities in the field. All the topics which are mentioned
in the informative tutorial (Chap. 1) are dealt with in mathematical form in
Chaps. 2–4.

In the second part of the book, all the mathematical theories introduced
in the first part are applied to solve a number of optimisation problems, many
of which refer to ground vehicles.

Authors do think that the design or (which is the same) the optimisation of
complex mechanical systems is only at its very beginning. Actually, the power
of computers is just now becoming nearly sufficient to attempt the solution of
such optimisation problems. Possibly, in the future new knowledge will be ac-
quired on the dynamical behaviour of complex systems and consequently new
algorithms for optimising them will be developed. Authors envisage that the
optimisation of complex mechanical systems will be continuously updated in
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the near future. The book will remain anyway at least informative on the ba-
sic issues on the topic, both with reference to the theory, and with reference
to a number of presented optimisation examples.

Milan G. Mastinu
December 2005 M. Gobbi

C. Miano
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σẍ2 standard deviation of vertical body acceleration (m/s2)
σz2−z1 standard deviation of the stroke of the secondary

suspension (m)
σz1−ξ standard deviation of the stroke of the primary

suspension (m)
ΩC break wave number (2S-PSD) (rad/m)

Subscript

r reference value
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A track irregularity coefficient
Aseat room for one seat (IC train) (m)
CLCC , CC life cycle cost and purchase costs
CM , CE maintenance and operating costs
εNi track settlement (damage)
f1, f2 lateral displacements of the vehicle body into a bend (m)
Hi generic transfer function
K stiffness matrix
k0, k1, k2 ballast, primary and secondary suspension stiffness (N/m)
l car length (m)
M mass matrix
mb,mc bogie and body masses (3 d.o.f. system model) (kg)
mw,mtr wheelset and track masses (3 d.o.f. system model) (kg)
mr ratio of the tare mass and the total mass of the vehicle (kg)
N number of load cycles acting on a track section
npass number of passengers in a car
nspr number of seats per row
nw number of wheelsets per car
Ω circular frequency (rad/s)
p payload (kg)
R damping matrix
r0, r1, r2 ballast, primary and secondary suspension damping (N s/m)
Si generic power spectral density
σi generic standard deviation
Stpass number of standing passengers per car
v vehicle speed (m/s)
Vr residual value of the vehicle
Ws gauge cross-width (m)
ws seat cross-width (m)
wv vehicle cross-width (m)
z, h, u, y, x vertical displacements (3 d.o.f. system model)

Chapter 12

a a = ri/ro
a projected dimension of the warp and fill tow (m)
a0 non-undulated length of a (m)
au undulated length of a (m)
c c = R/ro
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Cf coefficient that account curvature effects in the
computation of maximum torsional stress

di inner diameter of wire circular section of tubular spring (m)
do outer diameter of wire circular section of spring (m)
D diameter of spring coil measured from spring axis to

centre of section (m)
E material modulus of elasticity (Young’s modulus) (MPa)
f spring deflection (m)
fs maximum spring deflection (m)
fs0 reference maximum deflection (m)
G material modulus of tangential elasticity (MPa)
h h = ro − ri (m)
hh thickness of each ply (m)
ht thickness of warp and fill tows (m)
ic spring number of coils
Jb bending moment of inertia of the tubular section

of the spring (m4)
Jn bending moment of inertia of the tubular section

of the spring (m4)
Jp polar moment of inertia of the tubular section of the spring (m4)
k axial spring stiffness (N/m)
ka ka = k (N/m)
kr bending spring stiffness (N/◦)
kc coupling spring stiffness (N/◦)
L length of the bar (m)
l spring lenght (m)
lr 2πr (m)
Mbyi bending moment for the generic lamina i (Nm)
Mti torsion moment for the generic lamina i (Nm)
m spring mass (kg)
mt tubular spring mass (kg)
Nxi axial load in x-direction for the generic lamina i (N)
n∗

i vector of principal load on a single lamina i
n∗ vector of total principal load
nl number of laminae
nr number of resonance torsional mode
P spring external load (N)
Pc spring critical load (N)
Ps maximum spring load (N)
pd packing density of fibres (m3)
Qmi ‘Mariotte’ load per unit length of the tubular bar on

the generic lamina i (N/m)
R D/2 (m)
S shear limit stress (MPa)
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r, θ polar local coordinate system
ri inner radius of circular section of tubular spring (m)
rii inner radius of the single lamina i (m)
rm mean radius of circular section of spring (m)
ro outer radius of circular section of spring (m)
roi outer radius of the single lamina i (m)
u∗ vector of generalised local displacements
vf fibres volume fraction (1/m3)
V1 velocity of propagation of torsional mode (m/s)
V2 velocity of propagation of flexural mode (m/s)
u, v, w displacements along x− y − z axes
Xt, Yt tension limit stresses (MPa)
Xc, Yc compression limit stresses (MPa)
x, y, z local coordinate system (see Fig. 12.1)
α spring helix angle (◦)
β orientation of composite laminae (◦)
δa axial deflection of the spring (m)
δc spring deflection at critical load (m)
η integer which accounts for the way the spring ends are

constrained for the computation of spring resonances
ϕ rotation of the hollow circular section (◦)
ε strain vector
εx longitudinal strain – x-axis
εy longitudinal strain – y-axis
γ shear strain
ν Poissons’s ratio
σ stress vector
σx longitudinal stress – x-axis (MPa)
σy longitudinal stress – y-axis (MPa)
θ inclination angle of the fill (◦)
τ shear stress (MPa)
τl spring maximum shear stress produced (MPa)
τmax maximum torsional stress (MPa)
ρ spring material density (kg/m3)
ω1nr

nrth torsional mode (rad/s)
ω2nr

nrth flexural mode (rad/s)
ωmax max allowable lower resonance frequency (rad/s)

Subscripts

cr critical
i inner
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O quantity related to orthotropy planes
o outer
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E material modulus of elasticity (Young’s modulus) (MPa)
Fr infinitesimal volume radial force (N)
Fθ infinitesimal volume circumferential force (N)
Fm infinitesimal volume centrifugal force (N)
h flywheel thickness (mm)
K flywheel kinetic energy stored (J)
M flywheel total mass (kg)
r, θ, z flywheel principal coordinates
u radial displacement
εr, εz, εθ flywheel principal strains (MPa)
Γ stress function
ν Poisson’s ratio
ρ flywheel material density (kg/m3)
σr, σz, σθ flywheel principal stresses (MPa)
σV MM Von Mises reference stress (MPa)
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Theory



1

Introduction to the Optimal Design
of Complex Mechanical Systems

When a designer is able to simulate the physical behaviour of a system by
means of a validated mathematical model, the subsequent task is that of defin-
ing the system model parameters (also called design variables, see Chap. 2) in
order to obtain the desired system performances (also called objective func-
tions, see Chap. 2).

Often such performances are conflicting, i.e. improving one implies the
worsening of another, so a compromise has to be reached.

When the system model parameters are more than four or five and the
system’s objective functions are more than five or six, both the definition of
parameters and the balancing of conflicting performances may become cum-
bersome or even impossible unless a special approach is adopted.

This Chapter will deal with the above-stated problem, i.e. the definition of
system model parameters of complex systems, when conflicting performances
have to be balanced. The design of complex systems will be accomplished
by exploiting multi-objective programming (MOP), an optimisation theory
pertaining to operational research (OR).

1.1 On the Optimal Design of Complex Systems

In order to introduce to the reader what is meant exactly by optimisation
of a complex system, let us resort to an example. Let us imagine that a
cantilever has to be optimally designed1. The example actually deals with a
simple system, however, in this apparently simple problem, the main features
pertaining to the optimisation of complex systems are present.

The cantilever, shown in Fig. 1.1, has a rectangular cross-section and a
force acts at the free end. Let us assume that the optimisation problem to be
solved is
1An effective design process should always produce an optimal solution, so optimi-

sation and design are reputed to be the same process by the authors
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Fig. 1.1. Cantilever whose rectangular cross-section is to be defined in order to
minimise both the cantilever mass and the cantilever deflection at the free end

• finding the values of the design variables (length b and length h) defining
the cantilever cross-section2

in order to

• minimise the cantilever mass
• minimise the cantilever deflection at its free end,

subject to the following conditions

• the maximum stress at the fixed end must be little than (or equal to) the
admissible stress

• elastic stability must be guaranteed (i.e. buckling must be avoided).

A designer should chose the values defining the cross-section of the can-
tilever in order to get it as light and stiff as possible, avoiding both a failure
(due to too high stress) and elastic instability.

2b and h may vary, respectively, within two well-defined ranges
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In mathematical form, the above optimisation problem may be stated as
follows:

� Given
l the cantilever length (m)
b the beam cross-section width (m)
h the beam cross-section height (m)
J = 1

12bh
3, the flexural moment of inertia of the section

(n–n axis) (m4)
F the force applied at the cantilever free end (see Fig. 1.1) (N)
σE the material yield stress (MPa)
η safety coefficient (≥1)
σadm = σE/η the admissible stress at the cantilever fixed end (MPa)
E the material modulus of elasticity (Young’s modulus) (MPa)
G the material modulus of tangential elasticity (MPa)
ρ the material density (kg/m3)

� and defining
m = ρbhl the cantilever mass (kg)

y =
1
3
Fl3

EJ
= 4

Fl3

Ebh3
the deflection at the free end due to

load F (m)

σmax = 6
Fl

bh2
the maximum stress located at the top

of the cross-section
at the fixed end of the cantilever (MPa)

Fcr =
k1b

3h

l2

√(
1 − k2

b

h

)
EG the critical load (see [270]) (N)

� find b and h such that

bmin ≤ b ≤ bmax

hmin ≤ h ≤ hmax

� and such that

min
(
m(b, h)
y(b, h)

)
=
(
ρbhl

4 Fl3

Ebh3

)
(1.1)

� subject to

σmax = 6
Fl

bh2
≤ σadm = σE/η (1.2)

F < Fcr =
k1b

3h

l2

√(
1 − k2

b

h

)
EG (1.3)
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Fig. 1.2. (a) The cantilever cross-section width b and height h that are considered
for the optimisation. (b) Cantilever mass m(b, h) and cantilever deflection at the
free end y(b, h). The manifold in b accounts for the constraints on the maximum
stress (1.2) and on the critical load (1.3). Data (symbols referring to (1.2) , (1.3),
and Fig. 1.1): bmin = 0.001 m, bmax = 0.020 m, hmin = 0.001 m, hmax = 0.200 m,
ρ = 2, 700 kg/m3 E = 70, 000 MPa, G = 27, 000 MPa, σE = 160MPa, η = 1,
F = 1, 000 N, l = 1 m, k1 = 0.669, k2 = 0.63

The optimisation problem aims to minimise3 the objective functions
(m(b, h), y(b, h)) by selecting properly the design variables4 (b, h) and by
satisfying the constraints on Fcr and σadm.

In order to solve the problem, one may compute m(b, h) and y(b, h) as
function of all possible combinations of b and h.

This is a naive but reasonable approach. In other words, if a couple of val-
ues b, h are selected, then, correspondingly, a couple of values m(b, h), y(b, h)
can be computed. The values of b and h have to be varied, respectively, within
the prescribed ranges bmin ≤ b ≤ bmax and hmin ≤ h ≤ hmax. The inequali-
ties (1.2) and (1.3) have to be evaluated for all possible combinations of b and
h: if the inequalities are satisfied, the couple of values m(b, h), y(b, h) is kept,
otherwise it is discarded.

In Fig. 1.2 the results of such a computation are shown. At one point
in the rectangle on the plane b–h corresponds a point in the manifold on the
plane y–m. The rectangular manifold on the plane b–h is transformed into the
3If, for a generic optimisation problem, the objective functions were to be max-

imised, changing their signs would transform the maximisation problem into a
minimisation one, so the presented example dealing with minimisation is quite
general

4b and h are precisely parameters, with the property that they have to be varied,
thus they are variable parameters, which is a nonsense as parameters do have fixed
values. To avoid misunderstanding these variable parameters are named design
variables to distinguish them from actual parameters having fixed values
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Fig. 1.3. Definition of the Pareto-optimal set in the objective functions domain.
Data in Fig. 1.2

manifold on the plane y–m. In other words, a transformation is established
between the domain of design variables and the domain of objective functions.

As all the possible combinations of design variables b, h have been used
to generate m(b, h) y(b, h) (having verified that m(b, h), y(b, h) do satisfy the
constraints (1.2) and (1.3)), the question is now how to find the values of b, h
which minimise concurrently the mass m and the deflection y at the free end
of the cantilever.

The definition of the solution of the addressed optimisation problem is not
straightforward and requires a special reasoning.

Let us consider the couple of values mA(bA, hA), yA(bA, hA) referring to
point A in Fig. 1.3. The couple of values bA, hA defines a cantilever cross-
section which should not be considered by a designer, that is, the cantilever
A is a wrong solution for the addressed optimisation problem.

The reason for this is readily explained. Let us consider point B(mB(bB ,
hB), yB(bB , hB)). It is mA(bA, hA) = mB(bB , hB) but yB(bB , hB) < yA(bA,
hA): the two cantilevers have the same mass m but the deflection of the can-
tilever B is smaller than that of the cantilever A. Thus, the cantilever B is bet-
ter than cantilever A. Similarly, for cantilever C, mC(bC , hC) < mA(bA, hA)
and yA(bA, hA) = yC(bC , hC). Also the cantilever C is better than cantilever
A because they have the same deflection but the mass of the cantilever C is
smaller than that of the cantilever A. Point A is said to be dominated by B
and C, i.e. B and C dominate A. By inspection of Fig. 1.3, A is also domi-
nated by all the design solutions between B and C on the bold line, i.e. the
solutions on the bold line between B and C are better at least in one objective
function than A.

Given a (wrong) solution A, there exist (right) solutions which are better
than A at least in one objective function. All the solutions corresponding to
points in Fig. 1.3 which do not lie on the bold line (defined by the two end
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points ymin and mmin) are wrong solutions to be discarded by a designer.
Conversely, the good or optimal solutions are those and only those which are
represented by points lying on the said bold line, the set of these solutions is
called Pareto-optimal set5.

The task of the designer is that of choosing a solution only from the Pareto-
optimal set.

It is evident that the designer can choose among an unlimited number of
solutions, i.e. the solution is not unique.

This is due to the fact that the addressed optimisation problem required
to minimise concurrently m(b, h) and y(b, h), i.e. the minimisation of a vector
function minimisation of a vector function had to be performed.

The minimisation of a vector function is an issue typical in the optimisation
of complex systems. Presently, it does not seem to be very well known by
designers, even if the theory was developed more than one century ago. On
the contrary, the minimisation of a scalar function6 of one or more variables
is generally reputed as a relatively simple task.

In order to explain what does it mean ‘minimising a vector function’, let us
start to minimise a scalar function, i.e. let us separately minimise m(b, h) and
y(b, h). These two scalar functions are obviously to be minimised by taking
into account that constraints (1.2) and (1.3), i.e. a constrained minimisation
has to be performed.

If only one objective function was considered, e.g. m(b, h), the problem
could be formulated mathematically as follows:

• Find b and h
• such that

bmin ≤ b ≤ bmax

hmin ≤ h ≤ hmax

• and such that

minm(b, h) = min ρbhl

� subject to

σmax = 6
Fl

bh2
≤ σadm = σE/η

F < Fcr =
k1b

3h

l2

√(
1 − k2

b

h

)
EG

5Vilfredo Pareto (1848–1923) was an Italian engineer, who later became a famous
sociologist and economist at the University of Lousanne

6for example, minimising only m(b, h) or only y(b, h))
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The solution to this optimisation problem in which only one objective
function is to be minimised can be denoted by

mmmin
(bmmin

, hmmin
), ymmin

(bmmin
, hmmin

)

Similarly, by minimising y(b, h) the solution can be written as

mymin
(bymin

, hymin
), yymin

(bymin
, hymin

)

It has to be noticed that if a scalar function has to be minimised, the
solution is unique

minm(b, h) → mmmin
(bmmin

, hmmin
), ymmin

(bmmin
, hmmin

) → 1 solution

min y(b, h) → mymin
(bymin

, hymin
), yymin

(bymin
, hymin

) → 1 solution

but, if a vector function has to be minimised, the solution is not unique

min
(
m(b, h)
y(b, h)

)
→ Pareto-optimal set → ∞1optimal solutions

The minimisation of a vector function involves the definition of solutions.
So the concurrent optimisation of more than two objective functions involves
finding infinite solutions.

This occurrence is very important and may be reputed as the key issue of
multi-objective programming.

The Pareto-optimal set is the set which contains all the infinite solutions
coming from the minimisation of a vector function.

The designer has to select one solution from the Pareto-optimal set, and
this selection is inherently somewhat subjective. The Pareto-optimal set does
contain (by definition) all the best compromise solutions between conflicting
objective functions. All of the Pareto-optimal solutions do have the status of
the best compromise solutions. The degree or level of the compromise varies
in a fuzzy way among solutions. Selecting the desired level of the compromise
is the primary or ultimate task of the designer.

The designer has to act as a decision maker, actually, by selecting a solution
from the Pareto-optimal set, he decides his desired best compromise between
conflicting objective functions.

In our example, the designer has to chose (from the Pareto-optimal set,
and from this set only) the preferred couple of values m(b, h), y(b, h). It is
clear that the designer will disregard all of the so-called dominated solutions
(the solutions corresponding to points lying inside the manifold in Fig. 1.2
(b)), and will chose one solution from the dominating ones (belonging to the
Pareto-set).
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Fig. 1.4. Definition of the utopia or ideal point U (coordinates are mmin, ymin). The
objective functions (m, y) referring to point D cannot be attained by the considered
system. Data in Fig. 1.2

In the literature [59, 238], many attempts have been made to help the
designer to make a choice. The results are often questionable, mainly because
it is assumed that the designer knows perfectly the desired compromise to be
reached among conflicting objective functions. This is not always the case, or
better, in the design of complex systems, it is never the case.

For example, even in our case, it is not easy to answer the questions how
small the deflection should be and how light the cantilever should be? It is a
matter which might involve additional considerations which were not taken
into account at the stage of problem formulation.

What actually happens during the optimisation of a complex system is
that the designer, before making his choice, acquires an in–depth knowledge
of the system performances under investigation. Particularly, he understands
what are the limit performances of the system.

For example, in our case, he will realise that an objective function defined
by pointD in Fig. 1.4 will never be attained, unless the system is changed. Also
ymin and mmin are important boundaries to the performances (i.e. objective
functions). These boundaries, depending on the problem under investigation,
could be changed by varying the design variable ranges (i.e. the ranges into
which the design variables are varied during the optimisation process).

An important reference point is the utopia or ideal point. In our example,
it is the point whose coordinates are (mmin, ymin). Obviously, a cantilever
having such performances (i.e. objective functions) does not exist, however
if it existed, it would be the best solution. The utopia point can be used to
choose Pareto-optimal solutions. Empirical reasoning suggests to choose those
Pareto-optimal solutions which are closer to the utopia point.

If the system is complex (tenth of objective functions and tenth of design
variables) the knowledge and understanding process (necessary for an effective
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(a) (b)

Fig. 1.5. The two Pareto-optimal sets defined, respectively, in the design variable
domain (a) and in the objective function domain (b). Data in Fig. 1.2

optimisation) may be heavy and time-consuming. Sometimes the time for op-
timising a complex system may require as much time as that which was spent
to develop the validated mathematical model of the system under investiga-
tion. When a designer has at his disposal a validated mathematical model of
a system, he might be only half way (or less!) from the complete (optimal)
design of the system.

As the designer has chosen the preferred compromise among conflicting
objective functions by selecting a solution from the Pareto-optimal set, then
the problem is to define or identify the values of the design variables related
to those objective functions. In other words, the designer has to define the
design variables that allow the system to perform according to his wishes.
So we have to consider that, having a set of Pareto-optimal solutions, what we
really want are the values of design variables corresponding to those Pareto-
optimal solutions. It can be useful to represent the Pareto-optimal solutions
both in the objective functions domain or conversely, in the design variables
domain (see Fig. 1.5).

With reference to our optimisation problem, in Fig. 1.5, the Pareto-optimal
set defined in the design variable domain is shown. As it could be expected,
the stiffer cantilever has the highest cross-section height h.
There is a direct relationship between the points of the two Pareto-optimal
sets represented in Fig. 1.5. It is obvious that the designer will always select
the design variables from the Pareto-optimal set represented in Fig. 1.5(a).

The shapes of the cross-sections of three Pareto-optimal cantilevers are
shown in Fig. 1.6. Two of them refer respectively to points mmin and ymin.
The intermediate cantilever in Fig. 1.6 has both the minimum mass m and
the minimum deflection y, according to the definition of the best compromise
addressed before.
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Fig. 1.6. Cross-sections of cantilevers belonging to the Pareto-optimal set. Dimen-
sions in mm. Left : Minimum deflection cantilever (point ymin in Fig. 1.5). Centre:
A generic Pareto-optimal cantilever. Right : Minimum mass cantilever (point mmin

in Fig. 1.5). Data are shown in Fig. 1.2

1.2 Finding the Pareto-optimal Sets

From the above considerations, it is clear that a designer should always try
to find the Pareto-optimal sets (both in the design variable space and in the
objective function space) to obtain the best solutions. The existence of the
Pareto-optimal set is stated by a theorem which guarantees non-empty Pareto-
optimal sets under broad conditions7, holding for the majority of engineering
problems.

In the engineering practice, very rarely problems are solved by resorting to
the computation of the Pareto-optimal sets (Fig. 1.7). In fact, the computa-
tions to find the Pareto-optimal sets are rather involved and time-consuming8.
However, in the last years, the ever-increasing power of computers has allowed
to attempt the optimal design of complex systems on the basis of Pareto
theory.

1.2.1 Exhaustive Method

There are many methods to find Pareto-optimal sets (see Sect. 3.4.1). The
one, called exhaustive method, which has been used in the presented example
referring to the cantilever, is the simplest, but unmanageable due to the huge
7The assumptions are that the design variable space is closed and the objective

functions are continuous functions of the design variables [166]
8This seems the main reason why, presently, very few designers are instructed to

apply the optimisation theory based on Pareto-optimality
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Fig. 1.7. Pareto-optimal cross-section width b and Pareto-optimal cross-section
height h as function of Pareto-optimal deflection y. By these two graphs, the direct
relationship between the points of the two Pareto-optimal sets in Fig. 1.5 can be
obtained

amount of computations required. To explain why the exhaustive method is
unmanageable, let us resort to an example.

Let us imagine that a complex system is defined by 10 design variables
ndv and that 30 objective functions nof have to be taken into account. Each
design variable may assume nv = 10 different values within its definition
range. Let us assume that, given a combination of design variables, the time ts
for performing a simulation to obtain the value of one single objective function
is 1 s. By the exhaustive method, the number of all possible combinations of
design variables values is

ncdv = nndv
v (1.4)

and the total time tt for computing all of the objective functions as function
of all possible combinations of design variables is

tt = tsnofn
ndv
v (1.5)

Substituting the numerical values

tt = tsnofn
ndv
v = 1 × 30 × 1010 s = 3 × 1011 s = 9, 645 years (1.6)

the total time tt for computing all the objective functions is clearly a time
too long to solve an engineering problem (10,000 years seems to be the age of
homo sapiens sapiens). Additionally if, for some practical reason, the number
of design variables should be increased by two (from 10 to 12), the total time
requested for simulations would be 100 times longer

tt = tsnofn
ndv
v = 1× 30× 1010+2 s = 100× 9,645 years = 96,4500 years (1.7)
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These figures are startling and state evidently that an exhaustive construc-
tion9 of the Pareto-optimal set is, in general, not possible, unless the system
under consideration is very simple.

The critical factors in (1.5) are the number of design variables ndv, the
number of values the design variables may assume within their respective de-
finition ranges nv, and the simulation time for computing one single objective
function ts. Often, the number of objective functions nof is not critical.

1.2.2 Uniformly Distributed Sequences and Random Search

There have been conceived many methods (see Sect. 3.4.2) to reduce the
above-addressed total number of simulations nv

ndv , in fact, it is not absolutely
necessary to explore all the possible design configurations to construct the
Pareto-optimal sets.

Sometimes it is sufficient to reduce (to a considerable extent) the number
of simulations to estimate properly the Pareto-optimal set both in the space
of objective functions and in the space of design variables.

For example, in Fig. 1.8(a) a regular grid representing an ordered combi-
nation of design variables values is compared with two different combinations
(centre and right) which are still ordered (in the sense that points are not ran-
domly distributed) but the number of points is greatly reduced with respect
to the previous combination. Points related to the combination in Fig. 1.8
(centre) are somehow ‘equally’ distributed along vertical planes. Every square
of the three vertical planes contains one point. Points along these planes are
somehow ‘well distributed’. For each vertical plane, one out of the three co-
ordinates of a point is fixed. So – in order to reconstruct the relationships
between the design variables and the objective functions – the informative
contribution given by the design variable, which is kept fixed, might be nearly
the same for all points lying on the same plane. This causes a computational
inefficiency as many simulations will be performed at a given (fixed) value of
a design variable.

The distribution in Fig. 1.8(c) overcomes this problem, the information on
the relationships between the objective functions and the design variables is
complete and less redundant. From a mathematical point of view, the above
explanation is very rough, anyway it gives some hint on how and why simu-
lations can be reduced to estimate the Pareto-optimal sets.

Orthogonal arrays and low discrepancy sequences10 are particularly suited
to be used to reduce as much as possible the number of combinations of
design variables used as input data for simulations. These sequences are called
9When all the simulations have been made on the basis of all possible combinations

of design variables, the construction of all Pareto-optimal sets is performed by
selecting the so-called dominating solutions from the dominated ones. This is
mathematically performed by applying a proper definition that will be presented
in Chap. 2

10Proper information on this will be given in Sect. 3.4.2
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(a) (b) (c)

Fig. 1.8. Three different combinations of design variables values. Number of design
variables: ndv = 3. (a) Regular grid, number of values the design variables may
assume within their respective definition ranges: nv = 3, total number of design
variable combinations: 27. (b) Low-discrepancy grid, total number of design vari-
able combinations: 12. (c) Low discrepancy grid, total number of design variable
combinations: 8

uniformly distributed sequences and are said to have low discrepancy as the
points are uniformly distributed in the space. In multi-dimensional spaces (>3
up to 30 or more dimensions), the low discrepancy placement of points is a
peculiar mathematical matter which requires a special theoretical background.

1.2.3 Genetic Algorithms

Another well-known method to optimise complex systems is based on Genetic
algorithms (GAs)(see Sect. 3.4.4). This approach mimics what has happened
during the evolution of living creatures. Living creatures evolve by adapting
as much as possible to the environment. It is assumed that

• individuals have a chance to reproduce themselves according to their fitness
(reproduction step),

• an individual cross its genes with the ones of its partner to generate a new
individual (crossover step),

• some mutation of the genes always acts during the previous crossover
process (mutation step)

The generated individuals start a new three-step generation process (re-
production, crossover, mutation). A number of generations are necessary to
select fit individuals belonging to Pareto-optimal sets.

A design project evolves by adapting as much as possible both to the
designer aims and to the design constraints.

An individual corresponds to a design solution, the genes correspond to a
design variable combination which identifies a single design solution. A direct
mathematical relationship is established between genes and design variables:
the design variables values are expressed in binary form and these binary
strings correspond to the genes. Each design variable can be converted into
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its binary equivalent, and thereby mapped into a fixed length of zeros and
ones.

An individual/design solution is selected for crossover according to its fit-
ness. The fitness is related to the values of the objective functions. If the
fitness is high, the individual/design solution will have more chances to repro-
duce, i.e. crossing its genes with those of a partner. The crossover process just
mixes the binary strings pertaining to genes/design variables of two parents
to generate one new individual. The genes/design variables of the new indi-
vidual/design solution may slightly vary due to mutation. GAs do have many
variants which are often developed to solve particular optimisation problems.

GAs are very useful especially when the design variables values take dis-
crete values. Unfortunately, they are not very simple to be used (with respect
to other methods such as global approximation, see next subsection) especially
when dealing with the optimisation of (very) complex systems. In fact they
often require the exact definition of some algorithm parameters that influence
the efficiency of the search.

1.2.4 Comparison of Broadly Applicable Methods
to Solve Optimisation Problems

In Table 1.1 four general and broadly applicable methods to solve optimisa-
tion problems are presented together with their optimisation properties and
performances. All the four methods have been introduced in the preceding sub-
sections. They allow a vectorial formulation, i.e. they permit the optimisation
of all the objective functions concurrently (direct derivation of Pareto-optimal
sets).

The computational efficiency refers to how fast an optimisation can be.
For simple problems (number of design variables less than 5 or 6) all the four
presented methods work well. Complex problems are handled well by GAs;
on the contrary, the exhaustive method is absolutely unsuited for this kind of
problems.

The accuracy in the definition of the Pareto-sets is best for the exhaustive
method in which design variables may vary in non-continuous ranges (discrete
values). All the four methods in Table 1.1 do have the following important
properties:

• they can deal with design variables which vary within non-continuous
ranges (discrete values)

• objective functions can be non-continuous functions of the design variables.

1.2.5 Global Approximation

The multi-objective optimisation of very complex systems may require still
a prohibitive simulation effort, even reducing the number of combinations
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Table 1.1. General and broadly applicable methods for solving optimisation problems

Computational Discrete Objective
efficiency (time) design functions need

Simple Complex Accuracy variables to be continuous
problem problem values allowed functions

++ −
Exhaustive − −− (discrete design (continuous design yes no

variables) variables values)

Uniformly distributed
Sequences + − − yes no

Genetic algorithms + + + yes no

Other methods, very efficient for specific cases, are reported in Table 1.3 (− −: very bad; −: bad; +: good; + +: very
good).
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of design variables by means of the mentioned techniques. To optimise the
performances of complex systems, the relationship between design variables
and objective functions can be approximated by means of a pure mathematical
model (see Chap. 4). The parameters of the purely mathematical model (which
can be either an artificial neural network (ANN) or a piecewise quadratic
function, or others) are defined on the basis of a limited number of simulations
performed by means of the originally validated mathematical model of the
system under consideration.

In other words, there are two models, the first which is the original vali-
dated mathematical model that the designer uses to simulate the actual phys-
ical behaviour of the system to be optimised, and the second mathematical
model which is a purely mathematical model, able to approximate the outputs
of the first model (Fig. 1.9).

Fig. 1.9. Global approximation approach to solve optimisation problems. The orig-
inal model based on physical laws is substituted by another purely mathematical
model based on interpolation/approximation algorithms

Obviously it is supposed, as it always happens in actual applications, that
the first model requires time-consuming simulations and the second model
provides quick simulation outputs. Typically the simulation time of the second
model is a small fraction (1/10 – 1/10,000) of the simulation time requested
by the first model.

The accuracy in the approximation of the outputs depends on the approx-
imation model employed. In Table 1.2, known methods for global approxi-
mation are presented. Linear and quadratic interpolation are well suited to
approximate locally, i.e. in the neighbourhood of a single point, the objective
functions. They are suited for very simple optimisation problems, and the
tuning (i.e. the process for defining the parameters of the pure mathematical
model) is relatively easy. The evaluation accuracy, i.e. the ability to reproduce
the original values of objective functions given the values of design variables,
is not very high. Response surface methodologies use linear and quadratic
approximation models.

Radial basis functions neural networks seem to be accurate, easy to be
tuned with appropriate algorithms (as will be exposed in Chap. 4) and effi-
cient in the evaluation of objective functions. Multi-layer perceptron neural
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Table 1.2. Approximation methods for solving optimization problems ( –: bad; +:
good; + +: very good)

Evaluation
Approximation accuracy Tuning

domain Simple Complex effort
model model

Linear interpolation local + − ++

Quadratic interpolation local + − ++

Radial basis functions
Neural networks local/global ++ + +

Multi–layer perceptron neural networks global ++ ++ −
Statistical approximation global ++ + −

networks perform better than previous radial basis functions neural networks
but require more effort in tuning. These approximation methods are particu-
lary suited for complex design optimisation problems.

1.2.6 Multi-objective Programming via Non-linear Programming

Historically, multi-objective optimisation problems were numerically solved
resorting to non-linear programming (NLP), i.e. by transforming the original
vector problem into a scalar one (see Sect. 3.4.5). Obviously this transforma-
tion is still effective but it is not recommended any longer for solving general
complex optimisation problems, i.e. finding Pareto-optimal sets.

A well-known method for transforming a vector optimisation problem into
a scalar one is the constraints method (see Sect. 3.4.10). Given the multi-
objective optimisation problem as a vector function to be minimised

min f(x) = min



f1(x)
f2(x)
. . .

fnof
(x)


 x =



x1

x2

. . .
xndv


 (1.8)

subject to nc constraints

g(x) =



g1(x)
g2(x)
. . .
gnc

(x)


 ≤ 0 (1.9)

the original vector problem is transformed into the new scalar one

min f1(x) x =



x1

x2

. . .
xndv


 (1.10)
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subject to the nc + (nof − 1) constraints

g(x) =




f2(x) − ε2
. . .

fnof
(x) − εnof

g1(x)
g2(x)
. . .
gnc

(x)




≤ 0 (1.11)

By varying the values of the elements of the vector

ε =



ε2
. . .
εnof


 ≤ 0 (1.12)

the Pareto-optimal set can be found.
This scalarisation can be applied to any kind of optimisation problem. It

is not straightforward how to vary ε, so this method is only used to refine a
Pareto-optimal solution. In other words, if a Pareto-optimal solution is known
approximately, by applying the constraints method in the neighbourhood of
the approximately known solution, the approximation can be significantly
improved to the desired extent.

Another widespread method for scalarisation is the weight method (see
Sect. 3.4.9). Given the multi-objective optimisation problem as a vector func-
tion to be minimised

min f(x) = min



f1(x)
f2(x)
. . .

fnof
(x)


 x =



x1

x2

. . .
xndv


 (1.13)

subject to nc constraints

g(x) =



g1(x)
g2(x)
. . .
gnc

(x)


 ≤ 0 (1.14)

the original vector problem is transformed into the new scalar one

min(w1f1(x) + w2f2(x) + . . .+ wnof
fnof

(x)) x =



x1

x2

. . .
xndv


 (1.15)

subject to the nc + (nof − 1) constraints
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g(x) =



g1(x)
g2(x)
. . .
gnc

(x)


 ≤ 0 (1.16)

by varying the elements of the vector

w =



w1

w2

. . .
wnof


 (1.17)

the Pareto-optimal set can be found both in the space of objective func-
tions and in the space of design variables, provided that the Hessian of
w1f1(x) + w2f2(x) + . . . + wnof

fnof
(x) is a semi-definite positive matrix

in the design variable space (a sufficient condition [166] for this is that
w1f1(x)+w2f2(x)+ . . .+wnof

fnof
(x) is globally convex in the design variable

space).
This scalarisation can be applied to any kind of convex optimisation prob-

lem, for other problems it might fail in finding all Pareto-optimal solutions.

1.2.7 Algorithms to Solve Optimisation Problems in Scalar Form

In Table 1.3, the more used algorithms for solving multi-objective optimisa-
tion problems via scalar formulation are presented and compared. Solving the
optimisation problem in scalar form deals with the minimisation of one func-
tion of many design variables subject to constraints (on design variables) (see
Chap. 3).

Obviously, the algorithms that could solve the optimisation problem in
vector form are still available for solving the scalar problem.

The simplex algorithm performs well and does not require the computation
of the derivatives of the function.

Sequential unconstrained minimisation technique (SUMT) is a kind of gra-
dient method and requires the function to be continuous together with its first
derivative. Discrete values are not permitted because the search is based on
gradient evaluation.

Sequential quadratic programming (SQP) performs better than SUMT, and
requires the same conditions on the functions to be minimised.

The main disadvantage of these methods are that they are all local meth-
ods. So the finding of global minima are all influenced by the starting point
that must be close to the global solution.

1.3 Understanding Pareto-optimal Solutions

After Pareto-optimal sets have been computed, the designer can make a choice
and select from these sets the preferred solution featuring the desired com-
promise among objective functions.
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Table 1.3. Methods for solving multi-objective optimisation problems via non-linear programming (scalar formulation) (– –: very bad;
–: bad; +: good; + +: very good)

Computational Discrete Objective
efficiency Accuracy design functions

Simple Complex variables continuous
problem problem values allowed functions

++ −
Exhaustive − −− (discrete design (continuous design yes no

variables values) variables values)

Uniformly distributed
sequences + − − yes no

Genetic
algorithms + + + yes no

Simplex + − + yes no

Sequential unconstrained
minimisation technique + − + no yes

Sequential quadratic
programming + + + no yes
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This process can be preceded and even accelerated by special analyses
allowing the designer to have an insight into the physical phenomena he is
trying to analyse (see Sect. 3.3.3). In other words there are some analyses by
which the designer may understand the reason why a Pareto-optimal solution
requires such a design variable combination. In particular, these analyses may
show which is

• the relationship between two Pareto-optimal objective functions,
• the relationship between two Pareto-optimal design variables,
• the relationship between a Pareto-optimal design variable and a Pareto-

optimal objective function.

In Fig. 1.10 these different relationships are shown. The Pareto-optimal set
is defined in an nof-dimensional domain, so the Pareto-optimal values pro-
jected onto a bidimensional domain (fi, fj) appear in a picture like the one
in Fig. 1.10. Thus, the addressed analyses can be performed on the basis of a
statistical approach possibly combined with the plotting of graphs like those
represented in Fig. 1.10. The Spearman rank–order correlation coefficient can
be used to assess the above-introduced relationships and thus is particularly
suited to discover significant relationships. This coefficient is able to identify
monotonic non-linear relationships and thus is particularly suited to discover
significant relationships that may suggest important engineering solutions. If

Fig. 1.10. Relationships between Pareto-optimal objective functions (fi–fj), be-
tween Pareto-optimal design variables (xi–xj), and between Pareto-optimal objec-
tive functions and Pareto-optimal design variable (fi–xi). The values can be either
directly correlated (a), uncorrelated (b), or indirectly correlated (c)
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Fig. 1.11. Partition of the fi domain to obtain two monotonic interpolation func-
tions fi. The Spearman rank–order correlation coefficient can be computed sepa-
rately for cases (b) and (c)

the relationships are not monotonic a partition of the domain could be per-
formed as shown in Fig. 1.11.

By compusting the Spearman rank–order correlation coefficient, very use-
ful information on the system under consideration can be gained. In fact, a
kind of sensitivity analysis focused on the Pareto-optimal solutions can be
performed. In conventional sensitivity analysis, the relationships between ob-
jective functions and design variables are computed in the neighbourhood of
one simple reference design solution. The analysis does not distinguish dom-
inated from non-dominated solutions, i.e. the analysis is not restricted to
Pareto-optimal solutions. So very poor information can be gained with con-
ventional parameter sensitivity analysis. An analysis restricted to the very
special Pareto-optimal values only may give significant hints to the designer.
Actually, the relationships between Pareto-optimal objective functions and
Pareto-optimal design variables can be highlighted.
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Engineering Design and Optimal Design
of Complex Mechanical Systems: Definitions

2.1 Engineering Design

In this section, only a very brief introduction on what could be meant by
engineering design is given. The aim is just to introduce to the reader, in the
subsequent part of the chapter, some definitions pertaining to the optimal
design of complex mechanical systems.

The objective of engineering design, a major part of research and de-
velopment (R&D) activity, is to produce drawings, specifications and other
relevant information needed to manufacture products that meet customer re-
quirements.

The main task of engineers is to apply their scientific and engineering
knowledge to find one (or more) solutions to technical problems, and possibly
to optimise those solutions within the requirements and constraints set by
material, technological, economical, legal, environmental and human-related
considerations. Design problems1 become concrete tasks after the clarification
and definition of the criteria which engineers have to adopt and to apply in
order to create new technical products. The mental creation of a new product
is the task of design or development engineers, whereas its physical realisation
is the responsibility of manufacturing engineers.

2.1.1 Stages of the Design Process

According to [197] there are roughly four stages of the design process (see
Fig. 2.1):

1. Conceptual design determines the principle of a solution. Conceptual design
is that part of the design process in which, by the identification of the
essential problems, by the establishment of function and by the search for

1 A design problem (in engineering) may be defined as a set of requirements to solve
a technical problem
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Fig. 2.1. Example of an engineering design process which develops in four stages.
First stage (a) Three different concept design solutions to carry a body. Second stage
(b) Feasibility study. Third stage (c) Embodiment of the design solution. Fourth
stage (d) Details of the design solution
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appropriate working principles and their combination, the basic solution is
obtained through the elaboration of a solution principle.

2. Preliminary design. This stage (feasibility design) can be considered as a
part of conceptual design. The preliminary layout is obtained by refining
the conceptual designs and ranking them according to the design specifi-
cations, and choosing the best as the preliminary design.

3. Embodiment design is that part of the design process in which, starting
from the working structure or concept of a technical product, the design is
developed, in accordance with technical and economic criteria and in the
light of further information, to the point where subsequent detail design
can lead directly to production [197].

4. Detail design is that part of the design process which completes the em-
bodiment of technical products with final instructions about the layout,
forms, dimensions and surface properties of all individual components, the
definitive selection of materials, operating procedures and costs [197].

The above classification of engineering design in four phases is not the
unique one2, anyway it is rather general, at least for what concerns complex
mechanical systems.

On the more general level, design consists of a loop: product design ↔
manufacturing ↔ marketing improvement ↔ product design [7].

2.1.2 Creativity

Creativity is a very important component of some design phases. According
to the level of creativity involved, engineering design can be classified into the
following four categories [37] (see also Sect. 2.6):

Creative Design: A priori plan for the solution of the problem does not
exist. Design is an abstract decomposition of the problem into a set
of levels that represents choices for the components of the problem.
The key element in this design type is the transformation from the
subconscious to conscious.
Innovative Design: The decomposition of the problem is known, but
the alternatives for each of its subparts do not exist and must be syn-
thesised. Design might be an original or unique combination of existing
components. It can be argued that a certain amount of creativity comes
into play in the innovative design process.
Redesign: An existing design is modified to meet required changes in
the original functional requirements;
Routine Design: A priori plan of the solution exists. The subparts and
alternatives are known in advance, perhaps as a result of either a cre-
ative or innovative design process. Routine design involves finding the
appropriate alternatives for each subpart that satisfy the given con-
straints.

2 Actually it depends on the product developed
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At the creative stage the design is very fuzzy. As it moves to routine design,
it gets precise and predetermined.

2.2 Optimal Design of Complex Mechanical Systems

2.2.1 Fundamental Hypothesis

Referring to the classifications introduced in Sects. 2.1.1 and 2.1.2, let us
assume that, given a design problem, a conceptual design solution has been
found by a creative design activity.

At this stage of the design process the optimal design of complex (mechan-
ical) systems can take place.

2.2.2 Single– and Multi-criteria Optimisation

When one thinks of optimisation in general, or about well–known optimisa-
tion problems, one usually thinks of problems of minimising or maximising a
single quantity or objective. Indeed, with many optimisation problems, one
begins with the implicit assumption that all candidate solutions can be ranked
unambiguously according to their cost or utility.

The goal of the optimisation process is then well defined: one must find
the highest ranked solution(s) possible.

But in real–world applications, problems with a single, well–defined ob-
jective to be optimised tend to be the exception rather than the rule. In
engineering, (but also in finance, operational research, medicine, design, plan-
ning, scheduling, timetabling and many other domains), it is common to have
problems with multiple requirements on system performances. Often, prob-
lems with a single objective may express what is most important or funda-
mental about a task in these domains, and they are mathematically simple to
be treated, but they are not a faithful model of the real world. Unfortunately,
in a problem with multiple objectives, it is generally impossible to obtain a
total ordering (a ranking) of all of the alternative solutions, without invoking
further rules or assumptions. This means that ‘pure’ optimisation, in which
an unambiguously best solution is sought, may not be possible. This problem
of ranking solutions arises whenever we must compare two solutions that offer
a different compromise of the different performances. In this situation, the
decision of the better solution may become somewhat subjective, or must rely
on additional information, such as the ‘importance’ of each performance.

2.2.3 Multi-criteria Optimisation (MCO)

Multi-criteria optimisation (MCO) is the discipline that deals with the opti-
misation of (engineering design) problems in which many conflicting citeria
have to be accounted for. Criteria can be expressed either mathematically or
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not. In any case, the solutions cannot be ranked alone from their evaluation.
Thus, in a broad sense, MCO really entails two different tasks, namely, search
of a set of solutions and decision making.

• Search is needed to find solutions,
• Decision making is needed for ranking them.

This last task or activity of MCO is often called multi-criteria decision
making (MCDM). MCDM refers to the methods for making choices between
solutions that offer a different compromise of criteria. It is a scientific and
mathematical discipline in itself, separate from search. MCDM essentially
entails methods for scalarising the vector of objective functions (for the defin-
ition of ‘objective function’ see Sect. 2.5), so that a total ordering of solutions
can be obtained, from which the ‘best’ can be chosen. Scalarising methods
in turn involve techniques for equalising the ranges of different criteria, and
for mathematically modeling the ‘preferences’ that (human) expert decision
makers (DMs) have, considering compromise choices between solutions. For a
concise but extensive overview of methods for performing MCDM, see [166].

Some more problems of conceptual design are described in [22] where
MCDM is considered in a framework called multiple criteria decision aid
(MCDA). Managers (i.e. designers acting as DMs) are often not satisfied with
the optimal solution found in a bare MCDM process, and they require some-
thing more, an effective aid. Actually

• preferences are formed in a learning process;
• often there is a set of designers with different opinions and preferences;
• an optimal solution is created, not found;
• imprecision, interaction, flexibility, . . . are needed;
• support for ambiguity handling and uncertainty;
• there is a need to move from a rational to pro-active approach.

2.2.4 multi-objective Optimisation (MOO)

Multi-objective optimisation (MOO) is the discipline that deals with the opti-
misation of (engineering design) problems in which many criteria are expressed
mathematically.

2.2.5 Multi-objective Programming (MOP)

Multi-objective programming (MOP) is a theory belonging to multi-objective
optimisation (Fig. 2.2). By means of MOP, an engineering design problem
(in which the many criteria are expressed mathematically) can be formulated
and solved. MOP will be introduced in Sect. 2.10, after the following defini-
tions relating to complex systems, system models, objective functions, design
variables, are given.
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Fig. 2.2. Multi-objective programming (MOP) is a part of multi-objective optimi-
sation (MOO) which is a part of multi-criteria optimisation, which can be exploited
in the engineering design process

2.3 Complex Systems

Scientists and engineers have not yet accepted a common definition of what
is meant by complexity. According to the definition given in [31], a complex
system is taken to be the one whose properties are not fully explained by an
understanding of its component parts. In a complex system multiple interac-
tions between many different components exist.

The complexity of a system has also been related with the complexity of
the process to define it. For instance, how much effort would be taken to solve
a problem. According to designers’ point of view, complexity should be defined
relative to what they are trying to achieve [7]. Simply, when a designer has to
define the values of four (or more) design variables and a preferred compromise
has to be found among four (or more) conflicting system performances, then
we can say that the designer has to deal with a complex system.

Complexity can be also defined as a measure of uncertainty. Uncertainty
arises because of many factors: lack of knowledge about a system, the inter-
action among its multiple components.

Complex systems are often mathematical structures and processes that in-
volve non-linearity. Complex systems are frequently composed by both many
interacting objects and non-linear dynamical subsystems. The studies on com-
plex systems include a wide variety of topics, such as

• cellular automata,
• chaos,
• evolutionary computation,
• fractals,
• genetic algorithms,
• artificial neural networks,
• parallel computing.
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Fig. 2.3. Different models of an actual physical system. (a) Actual system. (b)
Mechanical system model. (c) Mathematical system model (symbols and equations
are reported in Chap. 1)

2.4 System Models

Given a physical system (an actual or virtual set of physical objects), we will
assume that we will be always able to derive a mathematical system model
(or, briefly, a mathematical model) capable to describe the behaviour of the
original physical system3.

If the mathematical system model is derived by applying physical laws, it
will be called, in short, physical model. The mathematical system model can
be composed of a set of algebraic or differential equations or a combination
of them.

Often, given an actual mechanical system, it is convenient, in order to
derive efficiently the corresponding physical model, to construct a mechanical
system model. In this case we would have (see Fig. 2.3) the actual mechanical
system, the mechanical system model, the mathematical system model (i.e. a
physical model of the original actual system).

In a global approximation approach (see Chap. 4) the physical model is
substituted by another mathematical model capable to compute the system
physical behaviour very quickly.
3 We will consider mostly physical systems, however all of the theoretical topics

dealt with in the book may refer also to other systems (economic, social, etc.)
that can be described by a mathematical model
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The mathematical system model can be stochastic if some parameters
and/or variables in it are defined by one or more stochastic processes.

2.5 System Performances, Criteria, Objective Functions

By definition, the physical behaviour of an actual physical system is described
by a number of system performances.

System performances can be judged by a set of standards or principles
strictly related to the design problem formulation. This set is called the set of
criteria. Given a design problem, all the pertinent aspects must be represented
by a complete set of criteria. The set of criteria must be minimal, there is no
smaller set of criteria capable of representing all the aspects of the problem.

If the system performances can be quantified and expressed in mathemat-
ical form, then the mathematical expressions are called objective functions.
Objective functions are expressed as computable functions of a set of pa-
rameters called design variables (see Sect. 2.6). Objective functions are the
quantities that the designer wishes to optimise.

Objective functions will be identified as

f = {f1(x), . . . , fi(x), . . . , fnof
(x)}T

x = {x1, . . . , xj , . . . , xndv
}T

where x is a vector of design variables (design variables are defined in Sect.
2.6). Objective functions measure the goodness of the system being designed.
In almost all applications it is advisable to re–scale the values of the objective
functions, that is, normalise the objective functions

fi norm =
fi − fi min

fi max − fi min
i = 1, . . . , nof (2.1)

With this transformation the range of each new objective function is [0, 1].
The normalised objective functions used in calculations need to be restored
to original scale for analysing and displaying.

The need to take into account of subjective as well as objective aspects of
the design is a complicated issue. For example the handling of a road vehicle
is easily described in terms of linguistic descriptors rather than numerical
values.

A common method to deal with subjective data is to convert it to objective
values using a numerical scale.

Hierarchical decomposition can help (see Sect. 2.11) [163,164]. Subjective
evaluations can be handled by decomposing a complex quantitative attribute
into lower level sub-attributes to make assessments more meaningful and man-
ageable for the designer.
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2.6 System Parameters, Design Variables

In general, a mathematical system model embodies a set of parameters. Usu-
ally designers are interested in finding one (or more) set of parameters that
define one (or more) preferred configurations of the mathematical system.
During the optimisation procedure the said set of parameters is changed to
find their preferred values. So, during the optimisation process the mathemat-
ical system model parameters do vary. As parameters, by definition, do not
vary, it is advisable to define these ‘variable parameters’ as design variables.
Design variables are the variables that pertain to the mathematical system
model during the optimisation process. Design variables can be grouped into
a vector and will be identified as

x = {x1, . . . , xi, . . . , xndv}T (2.2)

Sometimes, the designer can choose to hold some design variable fixed
in order to simplify the optimisation problem. These fixed quantities will be
re–classified (obviously) as parameters.

The selection of the design variables is not unique, but it is very important
to select these variables to be independent of each other.

Depending on how design variables are involved in the design process, the
design can be reputed to be more or less creative. Referring to Sect. 2.1.2 the
following classification of creativity in design is given [80]:

• if the number of the design variables and the ranges of values they can take
remain fixed during design processing, then the process is routine design;

• if the number of the design variables remains fixed but their ranges change,
then it is innovative design;

• if the number of design variables changes too, then it is creative design.

2.7 Constraints

Constraints are conditions which must occur for the design, in order to func-
tion as intended. When constraints can be expressed in mathematical form,
they take the form of inequalities and/or equalities. Constraints will be iden-
tified as

g = {g1(x), . . . , gi(x), . . . , gnc
(x)}T

gi(x) ≤ 0 (i = 1, . . . , nc)

where x is the vector of design variables4. Constraints on design variables
are generally direct limitations on the variables themselves (side constraints,
called lower bounds and upper bounds)
4 This is a general definition of constraints. If a constraint should be expressed

by gi(x) ≥ 0 setting g′
i(x) = −gi(x) ≤ 0 would restore the inequality. Also, an

equality constraint gi = 0 can be expressed by using two additional inequality
constraints g′

i(x) = g(x) ≤ 0 and g′′
i (x) = −g(x) ≤ 0
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xilow
≤ xi ≤ xiup

(i = 1, . . . , ndv) (2.3)

Constraints on system model behaviour are limits on the system output
(objective function values). Sometimes these limits are given by the physical
laws governing the system.

2.8 Space of Design Variables, Space
of Objective Functions

We have already defined the design variables vector x and the objective func-
tions vector f(x), we have to consider two spaces: the ndv-dimensional space
of the design variables (X) and the nof -dimensional space of the objective
functions (C).

2.9 Feasible Design Variables Domain, Design Solution

The whole set of constraints define the boundaries of the feasible design vari-
ables domain. Obviously, the feasible design variables domain is contained in
the space of design variables

F ⊂ X (2.4)

Often it is not easy to find F. A design solution is represented by a point
in the feasible design variable domain.

2.9.1 Conflict

Given a design problem, a number of criteria are formulated. As a rule in multi-
criteria optimisation (MCO) conflicting criteria are managed. A ‘criterium’
is a standard or a principle that is used to judge something. Criteria are
considered conflicting when the satisfaction of one criterium does not imply
the satisfaction of the others.

2.10 Multi-objective Programming (MOP)

2.10.1 Non-linear Programming (NLP)
and Constrained Minimisation

Before treating multi-objective programming problems some relevant defini-
tions for scalar optimisation will be introduced.

The aim of a scalar optimisation is to select the values of a vector of design
variables x subject to the effect of some constraints g(x)5 in such a way that
5 Considering an equality constraint gi(x) = 0 is equivalent to consider two in-

equality constraints gi(x) ≤ 0 and −gi(x) ≤ 0, so considering problems having
only inequality constraints, equality constraints are implicitly considered
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Fig. 2.4. Local and global minimum of the function: z = 10(x2 sin(x)(−(y − 10)2 +
100)), 0 < [x; y] < 20

one single objective function f(x) is minimised. In mathematical form a scalar
optimisation can be written as

min
x∈�ndv

f(x)

subject to :
gi(x) ≤ 0, i = 1, . . . , nc

xlow ≤ x ≤ xup (x ∈ X[xlow,xup]) (2.5)

The subset X ⊂ �ndv is the design variable space of definition.
Let us notice that if an objective function f(x) should be maximised (in-

stead of minimised) the dual function f ′(x) = −f(x) ≤ 0 could be introduced
and used.

Some important basic definitions, useful for the following explanation, are
as follows.

Definition 2.1 (Global minimum). A point x∗ (Fig. 2.4) is a global min-
imum if f(x∗) ≤ f(x) ∀x ∈ X.

Definition 2.2 (Local minimum). A point x̄ (Fig. 2.4) is called local min-
imum if a δ > 0 exists such that f(x̄) ≤ f(x) ∀x ∈ B(δ, x̄) ∩ X, where
B(δ, x̄) = {x ∈ X | ‖̄x − x‖ < δ}.

Definition 2.3 (Convexity).

i) A subset X ∈ �ndv is convex if

αx1 + (1 − α)x2 ∈ X 0 ≤ α ≤ 1 ∀x1,x2 ∈ X
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ii) A real valued function f(x) is convex on the convex subset X if

f(αx1 + (1 − α)x2) ≤ αf(x1) + (1 − α)f(x2) 0 ≤ α ≤ 1 ∀x1,x2 ∈ X

The optimality conditions are the conditions that can help in finding the
minimum of a function f(x). The optimality conditions are important be-
cause they can be used to develop numerical methods (see [166]) and to check
optimality of a given point (i.e. to check if that point is a minimum for the
given function f(x)). Referring to the constrained problem (2.5) the optimal-
ity conditions can be given by the Karush–Kuhn–Tucker (KKT) conditions.
(The optimality conditions can be expressed in several equivalent ways [166].)

A basic assumption for deriving the KKT conditions is that the minimum
point is a regular point of the feasible set (see Sect. 2.9).

Definition 2.4 (Regular point). A point x is called a regular point if the
gradients of all the active6 constraints at x are linearly independent.

It is useful, before introducing the KKT conditions, to define the La-
grangian function, which for the problem (2.5) is defined as

L(x,η) = f(x) + (ηT g(x)) (2.6)

The KKT necessary conditions (first-order necessary conditions) are

Theorem 2.5 (KKT first-order necessary condition). Let the objective
function f(x) and the constraint g(x) functions of problem (2.5) be continu-
ously differentiable at a vector x∗ ∈ X. A necessary condition for x∗ to be a
local or a global minimum of f(x) is

∇f(x∗) +
nc∑
i=1

η∗i ∇gi(x∗) = 0

η∗i gi(x
∗) = 0 i = 1, . . . , nc

η∗i ≥ 0 i = 1, . . . , nc (2.7)

where ηi (i = 1, . . . , nc) are the Lagrange multipliers (2.6).

The proof of the theorem can be found in [166]. The foregoing conditions
are optimality necessary conditions for a constrained problem having regular
functions.

If the objective function f(x) and the constraint g(x) functions are convex,
then a local minimum is also a global minimum, and the KKT first-order
conditions are necessary as well as sufficient [166].

The second-order necessary conditions follow.
6 An inequality constraint gi(x) ≤ 0 is active in x if gi(x) = 0
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Theorem 2.6 (Second-order necessary condition). Let x∗ satisfy the
first-order KKT conditions (2.7) for the problem (2.5). Let H(x∗) be the
Hessian of the Lagrangian (2.6). Let d be a small non-zero feasible7 change
from x∗. For j = 1, 2, . . . , nc and for all j with gj = 0 we have

[∇gj(x∗)T d] = 0 (2.8)

Defining Q = [dTH(x∗)d], if x∗ is a local minimum point, it must be true
that

Q ≥ 0 (2.9)

for all d satisfying Eq. (2.8).

The proof of the theorem can be found in [166]. The inequality (2.9) is a
necessary condition, a point that violates it cannot be a minimum point.

If in Eq. (2.9) only the inequality is valid then x∗ is an isolated local
minimum.

It must be stressed the all the gradient based optimisation methods [166]
give only local minima unless some additional requirements are fulfilled such
as convexity.

If the objective function f(x) and the constraint g(x) functions are convex,
then the second-order conditions are necessary as well as sufficient [166].

2.10.2 Multi-objective Programming: Definition

The concepts introduced in Sect. 2.10.1 for scalar constrained optimisation
will be extended here to vector (constrained) optimisation problems. A vector
constrained optimisation problem can be formulated as a multi-objective pro-
gramming (MOP) problem as follows. Find a vector of design variables (2.6)
which satisfy a vector of constraints (2.7) and minimise a vector of objective
functions (2.5). In mathematical form, given a design variable vector x ∈ X

which satisfies all the constraints g(x) and minimises the nof components of
the objective function vector f(x), the MOP problem can be written as8

min
x∈�ndv

f(x) subject to

gi(x) ≤ 0, i = 1, . . . , nc

x ∈ X (2.10)

where f(x) = (f1(x), . . . , fi(x), . . . , fk(x)) is the objective function vector, x
the design variable vector, X the domain of definition of the variables (gen-
erally given as lower bound xlow and upper bound xup, xlow ≤ x ≤ xup),
7 A small change d from x∗ is called feasible if for any small d, all the active

constraints remain active
8 Again, we will assume the vector function f(x) to be minimized. If f(x) were to

be maximised, then one could retain the formulation presented in the following
and consider −f(x)



38 2 Engineering Design and Optimal Design of Complex Mechanical Systems

g(x) a vector of constraints. ‘Minimise’ means that we want to minimise all
the objective functions concurrently. Obviously, we do not consider the trivial
case when there is no conflict between objective functions (see Sect. 2.9.1).
This means that the selected objective functions must be at least partially
conflicting. In general, in MOP, it is not possible to find a single solution that
is optimal for all the objective functions simultaneously.

The main target of MOP is to provide a rational approach to find optimal
design solutions in presence of conflicting objective functions.

2.10.3 Pareto-optimal Solutions and Pareto-optimal Set

In a MOP problem (2.10) the concept of optimal solution (obvious for the
scalar formulation) in not straightforward, it requires the special definition of
Pareto-optimal solution9.

Definition 2.7 (Pareto-optimal solution). Given the multi-objective pro-
gramming problem (2.10) with ndv design variables and nof objective func-
tions, the Pareto-optimal (i.e. non-dominated, efficient or non-inferior) (vec-
tor) solution xi satisfies the following conditions:
� ∃xj : {

fk(xj) ≤ fk(xi) k = 1, 2, 3, . . . , nof

∃l : fl(xj) < fl(xi)
(2.11)

If the above conditions hold, Pareto-optimal solutions will be denoted by
xi = xi

∗. Notice that the number of Pareto-optimal solutions approaches
infinity. The whole set of Pareto-optimal solutions constitutes the Pareto-
optimal set. Given a solution x∗

i , if one tries to change it to improve one
objective function, at least another objective function is worsened. For all
non-Pareto-optimal solutions the value of at least one objective function fl
can be reduced without increasing the values of the other components. A
typical characteristic of a MOP is the absence of a unique point that would
optimise all the objective functions simultaneously.

Let us assume that a MOP problem with two objective functions and ndv

design variables has been formulated and solved, i.e. the Pareto-optimal set
has been computed. Figure 2.5 refers to the two objective function space. The
dashed area is the mapping of the design variable space X into the objective
function space (see Sect. 2.8), the Pareto-optimal solutions lie on the curve
b–c. The solution a is not obviously Pareto-optimal, all the solutions inside
the area abc can reduce both the objective functions f1 and f2.
9 The correct name Edgeworth–Pareto-optimal is not practically used in liter-

ature [238]. Francis Ysidro Edgeworth and Vilfredo Federico Damaso Pareto
(see footnote 5) were the two economists who developed the theory of multi-
criteria optimisation. In 1881, Edgeworth [56] gave the definition of ‘optimal so-
lution’ for a problem with two objective functions. Some years later, in 1906
Vilfredo Pareto [201] developed the definitions of Pareto-optimal solution for the
n-dimensional case
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Fig. 2.5. Pareto-optimal set into the criterion space f1, f2

Any point in the Pareto-optimal set can be selected as an optimum so-
lution. There is no generally accepted standard to judge (i.e. to rank) the
solutions.

The designer has to choose a preferred solution among those (and only
those) belonging to the Pareto-optimal set. It is advantageous to find a num-
ber of Pareto-optimal solutions. The designer acts as a decision maker (DM)
and expresses preferences between two (or more) different Pareto-optimal so-
lutions. The optimisation procedure generates information (Pareto-optimal
solutions) for the designer who has to select a final solution. The designer will
be interested in Pareto-optimal solutions only and the remaining solutions will
be excluded. However, this cannot be the case if the problem has not been
well formulated.

According to Definition 2.7 selecting Pareto-optimal solutions requires a
compromise or a trade–off. In principle it is not always necessary to resort
to a trade–off to improve the design process. Using Axiomatic Design [7] to
formulate and solve a conceptual design problem (2.1.1) may produce better
results than simply optimising an early tentative design solution.

Definition 2.7 introduces global Pareto-optimality. The concept of local
Pareto-optimality is shown in Fig. 2.6. A solution xi is locally Pareto-optimal
if there exists δ > 0 such that xi is Pareto-optimal in the circle centred in xi

with radius δ. Any global Pareto-optimal solution is locally Pareto-optimal.
The converse is valid for convex multi-objective problems.

The Pareto-optimal set always belongs to the boundary of the mapping
of the design space into the space of objective functions (C ∈ �nof ). There is
an infinity of Pareto-optimal solutions. It is easy to guarantee their existence
[166], since all that is required is that the mapping of the design variable space
into the objective function space (C ∈ �nof ) is lower bounded and closed. The
Pareto-optimal set may be connected or have gaps (see Fig. 2.6 referring to a
two-dimensional criterion space). We can guarantee that the Pareto-optimal
set is connected when C is lower convex and closed [17,58,257].
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Fig. 2.6. Local and (global) Pareto-optimal sets in a two design variable space f1,
f2

The necessary conditions for determining Pareto-optimal solutions are
summarised in the following theorem (necessary conditions).

Theorem 2.8 (Pareto-optimal necessary conditions). Let us consider
the problem (2.10) if x∗ ∈ X is a regular local Pareto-optimal solution for
the vector function f(x) then there exist multipliers λ = (λ1λ2 · · ·λnof

)T and
η = (η1η2 · · · ηnc

)T for which (λ, η) �= (0, 0) such that

nof∑
k=1

λk∇fk(x∗) +
nc∑
i=1

ηi∇gi(x∗) = 0

ηigi(x∗) = 0 i = 1, . . . , nc

η ≥ 0

λ ≥ 0 (2.12)

The proof of the theorem can be found in [166]. The Lagrangian function
in this case is

L(x,λ,η) = λT f(x) + ηT g(x) (2.13)

If we consider λT f(x) where λ ≥ 0 instead of the single objective func-
tion f(x) the Pareto-optimal necessary conditions are the same as the KKT
necessary conditions for the general non-linear programming problems (2.12).
This scalarisation process, as will be shown in the subsequent chapters, is
generally suggested as a way to solve MOP problem.

The idea of minimising one objective function subject to constraints on
the other objective functions has been formulated to produce a necessary and
sufficient condition for Pareto-optimal solutions by Schmitendorf and Mori-
arty [223] .

Theorem 2.9 (Pareto-optimal Theorem). A point y∗ ∈ C is Pareto-
optimal if and only if for each j ∈ {1, . . . , nof}
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Fig. 2.7. Schmitendorf’s theorem: two objective function space f1, f2

y∗j ≤ yj ∀y ∈ Cj (2.14)

where Cj = {y ∈ C : yi ≤ y∗i i = 1, . . . , nof ; i �= j}.
The proof of the theorem can be found in [166]. The theorem is illustrated

in Fig. 2.7. The point with components y∗1 and y∗2 satisfies y∗1 ≤ y1 ∈ C1 and
y∗2 ≤ y2 ∈ C2.

Also in the case of scalar optimisation (Sect. 2.10.1) second-order Pareto-
optimality conditions can be expressed.

Theorem 2.10 (Second-order necessary condition). Let the objective
functions of the problem (2.10) be twice continuously differentiable at a design
variable vector x∗ ∈ X. In x∗, let the active constraints be linearly indepen-
dent. A necessary condition for x∗ to be Pareto-optimal is that vectors exist
such that 0 ≤ λ ∈ �nof (λ �= 0) and η ≤∈ �nc such that the first-order
Pareto-optimal necessary condition in x∗ is valid and, considering H(x∗) the
Hessian of the Lagrange function (2.13), the following inequality is also valid

dTH(x∗)d ≥ 0

for all d ∈ {0 �= d ∈ �ndv : ∇fi(x∗)T ≤ 0 for all i = 1, . . . , nof , ∇gi(x∗)T d =
0 for all i where gi is an active constraint }.

The proof of the theorem can be found in [166].

2.10.4 Ideal and Nadir Design Solutions

The ideal design variable vector can be obtained by minimising each of the
objective functions fi individually, subject to the constraints. The ideal design
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variable vector is represented by a point (also called ‘utopia point’ [166]) in
the objective function space (see Fig. 1.4). The ideal design variable vector
corresponds generally to a not-feasible design solution. It is only a reference
design variable vector that constitutes the lower bounds of the Pareto-optimal
set for each objective function.

An important reference square matrix is the one whose rows are respec-
tively composed of objective function vectors which are obtained by minimis-
ing one single objective function at a time. The first row contains the objective
function vector in which f1(x) is minimised. The second row contains the ob-
jective function vector in which f2(x) is minimised, and so on for the nof .


f1 min(xf1 min) f2(xf1 min) · · · fnof

(xf1 min)
f1(xf2 min) f2 min(xf2 min) · · · fnof

(xf2 min)
...

...
. . .

...
f1(xfnof min) f2(xfnof mim

) · · · fnof min(xfnof min
)


 (2.15)

Obviously the ideal objective vector is the main diagonal of the matrix
(2.15). The maximum value of each column i of the matrix is a rough esti-
mate of the upper bound of the objective function fi over the Pareto-optimal
set. The upper bounds of the Pareto-optimal set constitute the nadir design
variable vector.

The row vectors in the matrix (2.15) are Pareto-optimal if they are unique.

2.10.5 Related Concepts

Weak Pareto-optimality

Weak Pareto-optimality: a vector is weakly Pareto-optimal if there does not
exist any other vector for which all the components are better (Fig. 2.8).

The Pareto-optimal set is a subset of the weak Pareto-optimal set.

f1

f2

Pareto set

Weak Pareto set

C

Fig. 2.8. Weak Pareto-optimal set in a two-objective-function space f1, f2
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Proper Pareto-optimality

Let f(x1) and f(x2) be two objective function vectors evaluated, respectively,
at two given design variable vectors x1 and x2. We denote as trade-off the
ratio

Λij(x1,x2) =
fi(x1) − fi(x2)
fj(x1) − fj(x2)

(2.16)

If both x1 and x2 belong to the Pareto-optimal set, the trade-off is the
ratio between the increment of one objective function f i(x) and the decrease
of other objective functions f j(x), j = 1, .., nof i �= j.

Proper Pareto-optimal solutions are defined with reference to trade-off. A
Pareto-optimal solution with very high or very low trade-offs is not properly
Pareto-optimal.

2.10.6 Basic Problems and Capabilities
of Multi-objective Optimisation

Some of the basic problems of MOO (and thus of MOP) are briefly explained
below.

• There are objective functions and there are constraints. The difference be-
tween them can be fuzzy and some of them will move from objective func-
tions to constraints or vice versa. Some constraints are hard, some not;
some will change or disappear while others may be introduced as the prob-
lem knowledge base expands.

• In many cases the design variable ranges are also fuzzy and flexible and
there is a requirement for exploration outside of the default regions. The
reason is that the real bounds and limits are not always known from the
beginning.

• The solution of the design should contain both optimal solutions and sug-
gestions of extending ranges and/or inclusion/removals of constraints.

• A set of results is required which the engineer can analyse. (That means that
the engineer should be able to input those results to some other programs or
to consult some database or persons for different aspects of given solutions).

• The designer should not be confused by the number of parameters and by
the possibilities optimisation offers, cognitive overload must be avoided.

The problems of conceptual design relate to the fuzzy nature of initial
design concepts. Computers should be able to help in exploration of those
variants while suggesting some others as well.

An important capability that MOO offers is that of comparing different
concept design solutions. Often engineers are in trouble if a well-defined com-
parison between two systems is requested. Actually they sometimes fall into
the fatal mistake to consider – and compare – one non-optimal system with
another which is optimal. The result of the comparison is thus influenced by
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Fig. 2.10. Non-hierarchical strategy

the non-optimal choice of one system. The conclusion can be favourable to
the optimal system, just because the first non-optimal system was considered.
MOO allows to take into account only optimal systems, thus the comparison
is correctly ‘restricted’ to optimal systems only. This allows to actually choose
the best solution after a comprehensive optimal design process10.

2.11 Decomposition of Design Problems

When the design problem is extremely complex the required computational
power can be unacceptable. If this is the case the problem can be subdivided
into smaller subproblems.

The optimal-model–based decomposition method [163, 164, 200] can be ap-
plied. The design variables have to be subdivided into local (relative to the
subproblem only) and global (relative to the whole problem). The local vari-
ables are assigned in order to define a limited number of subproblems, related
in a hierarchical or non-hierarchical manner (see Figs. 2.9, 2.10).

A hierarchical decomposition [200] (Fig. 2.9) usually leads to separate op-
timisations for each subproblem. The master problem is solved for the linking
10 For example, if two concept designs of, respectively, two cars (one with front wheel

drive transmission and the other with rear wheel drive transmission) should be
compared, we should take into account only the Pareto-optimal design solutions
representative of the two different concept designs
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variables that are considered as parameters for the subproblems. Subproblems
may be recursively partitioned to generate a multilevel hierarchy.

If a non-hierarchical decomposition (Fig. 2.10) subspace optimisation takes
place in each subproblem, then bidirectional intervention between subprob-
lems takes place, global sensitivity and model approximations provide to quan-
tify influences of one subproblem to another.

These decompositions may benefit from an optimal decomposition that
identifies weakly connected structures in the system model [163,164].
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Multi-objective Optimisation

In this chapter the main issues of multi-objective optimisation (MOO) will be
introduced with particular reference to multi-objective programming (MOP).
Particular attention will be devoted to those optimisation problems that can
be fully defined mathematically as shown in Sect. 2.10. Many of the issues
presented in the chapter can be extended to MOO.

3.1 Methods to Solve Multi-objective Programming
(MOP) Problems

The solution of multi-objective programming (MOP) problems can be
classified according to how the designer (i.e. the decision maker, DM) manages
preference information, that is how the designer (searches for and) chooses the
optimal solutions [226].

There are three general approaches to solve multi-objective programming
(MOP) problems (Fig. 3.1). They are

• Pareto-optimal set generation methods
• Preference-based methods
• Interactive methods

In Pareto-optimal set generation methods, the decision maker chooses one
of the alternative optimal solutions within the Pareto-optimal set after the
Pareto-optimal set has been generated. In the preference-based methods the
preferences of the decision maker are taken into consideration before the
optimisation process. In the interactive methods the preferences are considered
as the optimisation process goes on.

Of course, several variants to these three approaches exist. For sake of
space in this chapter we will not describe every approach to the same extent.
We will present in a detailed way the approach (Pareto-optimal set generation
method) that has been employed for the engineering applications described
in the Part II of the book.
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Fig. 3.1. Classification of approaches for solving MOP problems

3.2 Pareto-optimal Set Generation Methods

In many applications (e.g. all of the applications presented in Part II of
this book) multi-objective programming (MOP) process consists of a num-
ber of steps. A generic MOP procedure is illustrated in the flowchart shown
in Fig. 3.2.

Fig. 3.2. Generic MOO/MOP procedure
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In the first step, let us assume that the problem has been formulated
according to the definitions of MOP given in Chap. 2. In particular, let us
assume that the design variable domain has been defined after a proper
analysis which depends on the particular problem under consideration1.

The second step might require the computation of the feasible design
variables domain (see Sect. 2.8). The feasible design variables domain
comprises all the design variables vectors which give solutions meeting all
the design constraints. In general, the designer has to take into account
constraints both on design variables and on objective functions. Obviously,
the feasible solutions set includes the subset constituted by the Pareto-optimal
solutions. Low discrepancy sequences (see Sect. 3.4.2) can be employed for de-
termining the feasible solutions set.

The third step will be treated in-depth in this chapter. Global sensitivity
analysis (GSA, see Sect. 3.3) can be used to get an insight into the relation-
ship between objective functions and design variables. Each design variable
may vary within its feasible set, i.e. within ranges that are defined by upper
and lower bound values meeting all the design constraints. These ranges are
usually wide. Within one generic range the relationship between the design
variable and a generic objective function is in general non-linear and can be
either monotonic or non-monotonic. In any case there are proper techniques
(described in this chapter) that are capable to return information on how
much a design variable influences an objective function.

GSA can also be used to assess if there is a direct or an indirect relationship
between objective functions. This is very useful in order to reduce, whenever
possible, the number of objective functions that have to be taken into account
in the subsequent MOP steps: If strongly correlated objective functions are
found, the existence of a redundancy is discovered and the number of objective
functions to be considered can be reduced with respect to the original number
of objective functions introduced in the first step.

In the fourth step the Pareto-optimal set is computed by resorting to
many different methods for solving a multi-objective programming problem
(see Sect. 3.4).

A correlation analysis can be performed between the solutions belonging
to the Pareto-optimal set. This can be done by resorting again to the GSA
techniques already mentioned (see Sect. 3.3). The output of this correlation
analysis gives the designer an insight to the optimisation problem under con-
sideration.

In the fifth step, given the set of Pareto-optimal solutions, the decision
maker (designer) has to select the final design solution (see Sect. 3.5).

1Let us emphasise that in practical cases it may be impossible to give a correct
formulation of the problem before it is solved. In other words, an iterative
procedure between modeling and optimisation is needed
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3.3 Global Sensitivity Analysis

Global sensitivity analysis (GSA) allows to evaluate how much the variation
of a generic design variable affects the variation of each objective function.

GSA differs from the well-known standard sensitivity analysis. Actually,
standard sensitivity analysis refers to the variation of a generic objective
function due to small variations of the parameters of the system (partial
derivatives of the objective functions with respect to the system parameters).
This gives the designer only a local and a very limited insight on the optimi-
sation problem.

GSA describes the behaviour of the system when parameters are varied
within broad ranges (e.g. within the whole feasible design variables domain).
GSA provides measures on how much each design variable contributes to
each objective function. This analysis can help to identify the key design
variables in a particular optimisation problem. Of course also the less influ-
ential design variables are identified, that is, those design variables for which
a large variation does not influence remarkably a generic objective function.

There are many kinds of GSAs.
A linear regression analysis is introduced in Sect. 3.3.1 and can be used to

identify linear correlations between design variables and objective functions.
This approach gives only a limited insight to the designer.

Variance-based methods (introduced in Sect. 3.3.2) are the most
effective ones in giving, quantitatively, the information about how much a
generic design variable influences an objective function and thus how much it
is important to the designer. Unfortunately, variance-based methods cannot
be exploited if the system model requires a lot of time for returning the results
of the simulations.

If the monotonicity of a generic objective function is properly checked and
confidently assessed, a standardised rank correlation analysis (introduced in
Sect. 3.3.3) can be employed successfully.

By means of an artificial neural network (ANN, see Sect. 3.3.4) it is possible
to perform a GSA. The interconnection weights of the trained Neural Network
can be considered in order to get an insight into the influence of each design
variable on the objective functions.

3.3.1 Global Sensitivity Analysis Based on Linear Regression
Methods

GSA based on linear regression can be used to identify linear correlations
between a generic design variable and a generic objective function (shortly we
will write in the following ‘between design variables and objective functions’).

The method assumes that design variables xi, i = 1, . . . , ndv and
objective functions fj , j = 1, . . . , nof are linearly correlated. By considering
each objective function we have
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fj = β0j +
ndv∑
i=1

βijxi (3.1)

βij are the coefficients of the linear regression. The accuracy of this model can
be measured by the coefficient of determination (R2) [210].

After a proper normalisation of the design variables2, the βi can be used
to rank the relative importance of each design variable xi.

Pearson Correlation Coefficient

The linear relationship between two variables can be measured by using the
Pearson correlation coefficient (PCC) [171].

The correlation coefficient is always between −1 and 1. If the sampled
design variables and objective functions can be plotted on a straight line with
positive slope the correlation coefficient PCC assumes the value 1. If the slope
is negative PCC = −1. A lack of linear correlation corresponds to PCC = 0.

Given a bivariate data set of size N ,

{(x11;x21); (x12;x22); · · · ; (x1N ;x2N )}

the sample covariance Cov(x1;x2) is defined as

Cov(x1;x2) =
1

N − 1

N∑
i=1

(x1i − x̄1)(x2i − x̄2)

where x̄ is the mean value of x in the data set.
The correlation coefficient PCC is defined by

PCC =
Cov(x1;x2)
Σx1Σx2

where Σx1 is the sample standard deviation of x11, . . . , x1N , i.e.

Σx1 =

√∑N
i=1(x1i − x̄1)2

N − 1

2The normalisation of a design variable can be made as follows. Let xi, i =
1, . . . , ndv, ximin ≤ xi ≤ ximax be the set of design variables the scaling (or
normalisation) of xi is

xinorm =
xi − ximin

ximax − ximin
i = 1, . . . , nof

With this transformation the range of each new design variable xi norm is [0, 1]



52 3 Multi-objective Optimisation

3.3.2 Sobol Method

A fully quantitative variance-based method is the Sobol method [233]. It
has conceptual similarities with another GSA method, the Fourier amplitude
sensitivity test which is not treated in this book (for details on this topic
see [132,156]).

Let us assume that the relationship between design variables x={x1, x2,
. . . , xndv

}T and objective functions can be modeled by a set of functions

f(x) (3.2)

Generally, the function f is not known explicitly, but it can be computed
numerically.

The ndv design variables are defined to vary in a ndv-dimensional unit
hypercube (this is always possible after a proper normalisation, see footnote
2)

Ondv = {x : 0 ≤ xi ≤ 1; i = 1, 2, . . . , ndv} (3.3)

Considering the GSA of a single objective function f(x), the Sobol method
is based on the partitioning of each objective function into summands of func-
tions of the design variables xi, of increasing dimensionality

f(x) = f0+
ndv∑
i=1

fi(xi)+
∑

1≤i<j≤ndv

fij(xi, xj)+. . . .+f1,2,...,ndv
(x1, x2, . . . , xndv

)

(3.4)
where f0 is a constant and fi(xi), fij(xi, xj), f1,2,...,ndv

(x1, x2, . . . , xndv
) are

existing functions not known a priori.
The variance D = Var (f(x)) [219, 220] can be partitioned as well as the

function f(x) into partial variances (all the summands are orthogonal)

D =
ndv∑
i=1

Di +
∑

1≤i<j≤ndv

Dij + . . .+D1,2,...,ndv
(3.5)

where Di1,i2,...,it
=
∫ 1

0
. . .
∫ 1

0
f2

i1...it
dxi1 . . . dxit

. fi1...it
denotes a generic term

of the series expansion Eq. (3.4). The sensitivity index for a group of indices
{i1, i2, . . . , it} with 1 ≤ i1 < . . . < it ≤ ndv and t = 1, 2, . . . , ndv is

Si1,...,it
= Di1,...,it

/D (3.6)

The total sensitivity index (TS) measures the total effect (including all the
interaction effects) of design variable xi and it is defined as the sum of all the
sensitivity indices involving xi:

TS(i) =
∑
Si1,...,it

(3.7)

TS(i) can be also written as
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TS(i) = 1 − Sci (3.8)

where Sci is the sum of all the Si1,...,it
terms not involving the index i. Conse-

quently, TS(i) equals the total effect of variable xi, which includes the fraction
accounted for any combination of xi with the remaining variables.

The f0 in Eq. (3.4) can be estimated by

f̂0 = 1/N
N∑

m=1

f(xm) (3.9)

where N denotes the sample size. The total output variance D can be esti-
mated by

D̂ = 1/N
N∑

m=1

f2(xm) − f̂2
0 (3.10)

The term D̂i is estimated by

D̂i = 1/N
N∑

m=1

f(xm)f(x̂m) − f̂2
0 (3.11)

where xm indicates that all the xj (j = 1, . . . , ndv) are sampled a first time,
while x̂m is estimated by re–sampling all the xj except xi.

One separate sample (of size N) is needed to estimate each of the Si1,...,it
.

Being the number of terms in the expansion Eq. (3.5) 2ndv − 1, N × 2ndv

model evaluations have to be computed. Problems with a large number of
design variables require a huge number of model evaluations. For this reason
the total sensitivity indices TS(i) are used instead of the sensitivity indices S.
The computation of TS(i) can be completed with a reduced number of model
evaluations. More precisely, the number of model evaluations is N × (ndv +1),
i.e. one sample for the estimate of f0 plus one sample for each design variable.

The estimates are computed with large sample sizes (N) by using low
discrepancy sequences (see Sect. 3.4.2).

Both Si1,...,it
and TS(i) can be computed on ranks (see Sect. 3.3.3), gaining

in robustness [219,220].

3.3.3 Spearman Rank Correlation Coefficient

An efficient quantitative global sensitivity analysis (GSA) method is based on
a rank regression analysis.

If the monotonicity of objective functions f(x) with respect to design
variables x is properly checked and confidently assessed, the ‘standard-
ised rank regression analysis’ based on the computation of the Spearman
rank–order correlation coefficient rs [210] can be employed successfully [144,
182]. To compute rs the values of fi(x) and x are merely replaced with
their corresponding ranks. The rank transformation can cope with non-linear
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relationship between fi(x) and xj and allows a robust estimation of the global
sensitivity, but it underestimates higher order non-linearities (i.e. the effects
of strong non-linearities are reported just as soft non-linearities, actually rs
reports only if there is a correlation). Another advantage of using rs for GSA
is that the coefficient of determination R2 can be used to check the confi-
dence of rs, i.e. the validity of the estimated influence of the design variables
on a generic objective function. A low value of R2 indicates that rs does
not give a reliable estimation of the non-linear correlation (a non-monotonic
relationship is occurring). In case a non-monotonic relationship does exist,
the GSA can be performed anyway after a proper partition of the design
variables space (see Sect. 1.2.2). An empirical method [95] is the partition
of the design variables space into np sub–domains and the evaluation of the
global sensitivity in each sub–domain.

The GSA can be performed not only between a generic objective function
and a generic design variable, but also among a generic objective function
and another generic objective function, in order to discover the relationships
between objective functions.

An objective function is redundant if it does not affect the Pareto-optimal
set. Redundancy check would be important to eliminate as many objective
functions as possible for simplifying the MOO problem.

Let us now explain how rs can be computed. Given two variables y1 and
y2, the observed values of y1 are ranked and substituted by their ranks. The
same is done for y2. For example, for a sample of five values per variable we
have

y1 y2

20.4 9.2
19.7 8.9
21.8 11.4
20.1 9.4
20.7 10.3

So, substituting the variable values with the respective ranks

rank(y1) rank(y2)

3 2
1 1
5 5
2 3
4 4

Let rank(y1i) be the rank of y1i and let rank(y2i) be the rank of y2i.
Defining rank(·) = 1

N

∑N
i=1 rank(·) and using these values, we compute the
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Spearman correlation coefficient (rs) by

rs =

N∑
i=1

[rank(y1i) − rank(y1)][rank(y2i) − rank(y2)]√√√√ N∑
i=1

[rank(y1i) − rank(y1)]2
N∑

i=1

[rank(y2i) − rank(y2)]2

(3.12)

The values of rs can vary between –1 and 1. Values close to 1 (Fig. 3.3(a))
indicate strong direct correlations between y1 and y2, values close to –1 (Fig.
3.3(b)) indicate strong inverse correlations between y1 and y2, values close
to 0 indicate the absence of correlations (Fig. 3.3(c)) or the presence of a
non-monotonic correlation (Fig. 3.3(d)).

b) c) d)a)

Fig. 3.3. Correlation or non-correlation between two objective functions

If we perform N simulations by means of a mathematical system model by
using a uniformly distributed sample of design variable vectors x1, . . . ,xN (see
Sect. 3.4.2), a matrix N × nof of objective function vectors can be assembled
which reads

p = 1
p = 2
. . .
p = N



f1(x1) f2(x1) . . . fnof

(x1)
f1(x2) f2(x2) . . . fnof

(x2)
...

...
. . .

...
f1(xN ) f2(xN ) . . . fnof

(xN )


 (3.13)

In order to analyse the existence of a correlation between two generic
objective functions, we need to consider two different columns i j of the matrix
(3.13) obtaining a bivariate set of objective functions corresponding to the
same pth design variable vector xp.

This matrix can be analysed to find all of the existing correlations be-
tween the objective functions taken 2× 2. Spearman’s rank–order correlation
coefficient can be employed. The following matrix of correlation coefficients
can be constructed, in which the generic element rs ij refers to the correlation
between the ith and the jth objective function. Obviously, rs ij = rs ji, i.e.
the matrix is symmetrical


rs 11 rs 12 · · · rs 1nof

rs 21 rs 22 · · · rs 2nof

...
...

. . .
...

rs nof 1 rs nof2 · · · rs nof nof






56 3 Multi-objective Optimisation

Three conditions can occurs

• direct correlation: (0 < rs ≤ 1);
• inverse correlation: (−1 ≤ rs < 0);
• no correlation or non-monotonic correlation: (rs = 0).

In presence of a strong direct correlation (rs close to 1), it is possible to
keep only one of the redundant objective functions reducing the computational
expense in the subsequent optimisation process.

Redundancy check is important because it may significantly simplify the
problem, if many redundant objectives can be eliminated.

3.3.4 Global Sensitivity Via Artificial Neural Network

By means of a procedure based on the use of an artificial neural network
(ANN, see Chap. 4) it is possible to perform GSA [100, 202]. By analysing
the interconnection weights of the trained ANN (wij) we can get an insight
into the influence of each design variable on objective functions. A sensitivity
analysis can be performed on the entire design variable space by computing the
transition matrix T (size ndv × nof ) which gives the normalised contribution
of the ndv design variables on the values of the nof performance indices.

t̂ij =
tij

maxi |tij |
i = 1, . . . , ndv, j = 1, . . . , nof (3.14)

where Tndv×nof
=
∏nl−1

l=1 Wnl−1×nl
and Wnl−1×nl

is the matrix of the inter-
connection weights between the layer l and the layer l − 1 (see Chap. 4) and
nl is the total number of layers in the network.

3.4 Pareto-optimal Set Computation

The computation of the whole or part of the Pareto-optimal set is the key step
of MOO/MOP. As introduced in Chap. 1 to compute the Pareto-optimal (PO)
set there are two class of methods, namely (1) ‘broadly applicable methods’
and (2) ‘scalarisation methods’ (solution of MOP problems via NLP3). The
following methods and/or tools refer to the first class

• Exhaustive method,
• Low discrepancy sequences,
• Uniformly distributed sequences,
• Genetic algorithms.
3The scalarisation methods for generating Pareto-optimal sets convert the

multi-objective programming problem into a single–criterium problem (scalari-
sation)
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Some of the algorithms to solve the scalarisation methods are

• Unconstrained minimisation,
• Simplex method,
• Sequential unconstrained minimisation techniques,
• Method of feasible directions, sequential quadratic programming,
• Weighted sum,
• Constraints method.

All of these methods are often called search methods as they allow to search
for the optimal solutions (Pareto-optimal set).

3.4.1 Exhaustive Method

By using the exhaustive method, the number of all possible combinations of
design variables values is

ncdv = nndv
v (3.15)

and the total time tt for computing all of the objective functions as function
of all possible combinations of design variables is

tt = tsnofn
ndv
v (3.16)

The total time tt for computing all of the objective functions is clearly a time
too long to solve an engineering problem (see Chap. 1).

The critical factors in Eq. (3.16) are the number of design variables ndv,
the number of values the design variables may assume within their respective
definition ranges nv, and the simulation time for computing one single objec-
tive function ts. Often, the number of objective functions nof is less critical.

It is clear that complexity is strictly connected to the number of design
variable of a system, more than to the number of objective functions (see Eq.
(3.16)).

The exhaustive method is the simplest, but it is a more time-consuming
search method due to the huge amount of computations required. Even for
slightly complex optimisation problems the exhaustive method is generally
unmanageable. The computation of the Pareto-optimal set can be performed
according to the procedure described in Sect. 3.4.3.

3.4.2 Low Discrepancy Sequences

Low discrepancy sequences constitute a family of different series of points.
A low discrepancy sequence can be used to define a set of design variable
combinations to be exploited to sample objective functions.

The computation of the Pareto-optimal set by means of low discrepancy
sequences is based on the following consideration. Instead of evaluating the
objective functions and subsequently updating the design variables towards
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the optimal values of the objective functions (e.g. by means of a gradient
method, see [8]), several objective functions are evaluated a priori (and then
they are at the designer’s disposal to be analysed, the computation of the
Pareto-optimal set can be performed according to the procedure described in
Sect. 3.4.3). In principle, the design variable values can be chosen according
to a random sequence. Theoretically, it is not possible to ‘generate’ in an
ndv-dimensional space a random sequence of points using a computer that
is a completely deterministic machine. In fact a deterministic procedure can
generate only a pseudo–random sequence. Low discrepancy sequences differ
form pseudo-random sequences due to the fact that the points are more
evenly distributed in the space. Considering the points generated in an
ndv-dimensional spaces using a pseudo–random generator we notice regions
with no points at all and regions with concentrations (Fig. 3.4). That is clearly
undesirable.

0       1   
0   

 

 

 

 

1   

x
1

x 2

Fig. 3.4. Pseudo–random points in a bidimensional space

According to the definition of uniformity given by Weyl [154] if we consider
a sequence of points4 x1,x2, . . . ,xi, . . . ,xN belonging to a unit hypercube
Ondv , the sequence xi is called uniformly distributed in Ondv if

lim
N→∞

#N (G)
N

= V (G) (3.17)

where G is an arbitrary domain in Ondv , #N (G) is the number of points xi

belonging to G and V (G) is the volume of G.

4A point xi = {x1i, x2i, . . . , xndvi}T represents a design variable vector
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If a sequence is uniformly distributed, then

lim
N→∞

1/N
N∑

i=1

f(xi) =
∫

[0,1]ndv

f(x)dx (3.18)

for any real–valued continuous function f defined in Ondv = [0, 1]ndv .
Until recently, the only known design for uniformity on an ndv-dimensional

hypercube was a uniform grid. However, the uniform grid requires a huge
number of points (see Sect. 3.4.1).

Several sampling techniques have been employed in order to define low
discrepancy sequences having almost the same discrepancy of a uniform grid
but employing a very limited number of points.

Low discrepancy sequences (and low discrepancy nets [183,184]) have the
best uniformity characteristics presently known [183,246].

These sequences may be constructed with a number of points N acceptable
for practical applications (i.e. allowing a fast computation of a Pareto-optimal
set), even for spaces of large dimension (ndv > 30).

Figure (3.5) shows a comparison between points generated by using a
low discrepancy sequence and a sequence generated using a pseudo–random
generator [152] in a bidimensional domain. The low discrepancy sequence
shows evidently better uniformity characteristics. Moreover, the uniformity of
the low discrepancy sequence is independent of the number of points, that is
even if N is small, the points are distributed evenly in the space (this concept
will be dealt with later) [154].
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Fig. 3.5. Comparison of low discrepancy (Sobol) (a) and pseudo–random (Matlab
5.3 c©) generated points (b)
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Discrepancy is a quantitative measure for the deviation of a sequence from
a uniform distribution, that is the discrepancy measures how evenly a given
set of points is distributed in a given hypercube (unit cube Ondv in dimension
ndv). The two most common definitions of discrepancy follow.

Definition 3.1 (Discrepancy DN and D∗
N). Given a unit hypercube Ondv

of dimension ndv, for every sub-intervalA of Ondv of the form [u1, v1) × . . . ×
[undv

, vndv
) we divide the number of points xk in A by N and we take the

absolute difference of this quotient to the volume of A; the maximum difference
is the discrepancy DN .

In mathematical form

DN (x1, . . . ,xN ) := sup

0 ≤ ui < vi ≤ 1

i = 1, . . . , ndv

∣∣∣∣∣# {x1, . . . ,xN} ∩
∏ndv

i=1 [ui, vi)

N
−

ndv∏
i=1

(vi − ui)

∣∣∣∣∣
(3.19)

An alternative definition is given by

D∗
N (x1, . . . ,xN ) := sup

0 ≤ vi ≤ 1
i = 1, . . . , ndv

∣∣∣∣∣# {x1, . . . ,xN} ∩
∏ndv

i=1[0, vi)
N

−
ndv∏
i=1

(vi)

∣∣∣∣∣
(3.20)

where
∏ndv

i=1[ui, vi) and
∏ndv

i=1[0, vi) indicate hypercubes cartesian product whose
dimensions are defined by ui and vi.

Since for every point set Q = x1, . . . ,xN we have (as shown in [246])

D∗
N (Q) ≤ DN (Q) ≤ 2ndvD∗

N (Q) (3.21)

the two measures DN and D∗
N are equivalent in this sense.

We would like to have point sets Q = x1, . . . ,xN with discrepancy DN (Q)
as small as possible. For practical reasons we need a small discrepancy for
every N which is large enough.

If the dimension ndv equals 1

• for every N an optimal point set Q exists such that xi = 2i−1
2N : i = 1, . . . , N

with discrepancy DN (Q) = 1
N and D∗

N = 1
2N .

• for any sequence with N → ∞ in O1 we have DN ≥ c ln N
N [246] with

the absolute constant c > 0. In fact there exist several sequences with
DN = O( log N

N ) [246].

If the dimension ndv is ≥2

• there exist constructions (e.g. Hammersley point set [246]) which give for
any N a point set Q with DN (Q) = O((ndv − 1) ln N

N ).
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• several point sequences (e.g. Halton, Sobol, Faure sequences [246]) have
DN (Q) = O(ndv

ln N
N ).

• except for the case ndv = 2 we do not know if it exists a constant Bndv
>

0 (depending only on ndv) such that for every point set Q in Ondv the
inequality DN (Q) ≥ Bndv

(ndv − 1) ln N
N holds; if such Bndv

exits, then there
also exists a constant Bndv

> 0 such that for any point sequence in Ondv

we have DN (Q) ≥ Bndv
ndv

ln N
N for N → ∞ [246].

Definition 3.2 (Low–discrepancy sequence). For a given dimension ndv

a point sequence x1,x2, . . . ,xN in Ondv is called a low discrepancy sequence
when DN (x1, . . .xN ) = O(ndv

ln N
N ).

For every low discrepancy sequence x1,x2, . . . of dimension ndv there exists
a constant cndv

such that [246]

D∗
N (x1, . . . ,xN ) ≤ cndv

ndv
lnN
N

+O
(

(ndv − 1)
lnN
N

)
(3.22)

When considering a low discrepancy sequence one can see that the space Ondv

is evenly filled with points, and the process of filling is the same in every
region of the hypercube. By working with low discrepancy sequences one can
see that too few points may not fill the hypercube; it is obvious that a low
discrepancy sequence may not be useful if a minimum number of points is not
generated.

Low discrepancy sequences are useful to explore the design variables space.
However, being able to compute a function f at any given design variable
vector does not imply that one ‘understands’ the behaviour of the function
[45]. We may not know if the function is continuous, bounded or where its
minimum is.

Evaluating f at a well-chosen set of locations x1, . . . ,xi, . . . ,xN by com-
puting the responses y1, . . . ,yi, . . . ,yN , the function f can be visualised. By
plotting the responses versus the input variables, we may identify strong de-
pendencies between x and y.

The same procedure can be adopted to find correlations between two
generic objective functions and between design variables and objective func-
tions. We can use low discrepancy sequences to find points with desirable
values of y that can be used to identify the most promising sub–region of the
design variables space. If we have a system model whose performances can
be simulated quickly (see Chap. 4) we can perform millions of simulation and
find the Pareto-optimal set directly by selecting the design variable vectors
by means of low discrepancy sequences.

Generating Low-Discrepancy Sequences

In order to explore the responses of a function f(x) into the domain x ∈
[0, 1]ndv , it is natural to sample points on a regular grid. One chooses nv
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different values for each {x1, . . . , xj , . . . , xndv
} on [0, 1]ndv and then analyses

all the nndv
v combinations. This works well for small values of ndv (2 or 3), but

for large ndv it becomes (as already mentioned before) completely impractical.
Moreover, in situations where one of the responses yi depends strongly on
only one or two of the inputs xj the grid design leads to waste samples, i.e.
simulations that could have been time-consuming.

A more efficient approach may be given by Latin hypercubes [155]. The
central idea of Latin hypercube sampling is to subdivide the domain [0,1]
along each dimension of x into nv sub–intervals ensuring that one sample lies
in each sub–interval. This could be done by choosing some ndv-independent
uniform random permutations π1 . . . πndv

of the integer numbers from 1 to N ,
and letting the sampling locations (xij ; i = 1, . . . , N ; j = 1, . . . , ndv ) to be

xji =
πji − 0.5
N

(3.23)

where πji denotes the value of the permutation j in the ith position. In Fig. 3.6
a projection of N = 25 points from a centred Latin hypercube in ndv = 5
design variables onto two dimensions is reported. Every design variable is
sampled in each of 25 equally spaced one-dimensional sub–intervals of size
1/25. Latin hypercube samples look like random scatter in any bivariate plot.
Some effort has been made to find good Latin hypercube samples [192].

One approach is to find Latin hypercube samples that have small correla-
tions between design variables. This can be done by using the so-called orthog-
onal arrays (OAs). An OA [21] is an N ×ndv matrix of integers 1 ≤ oaji ≤ b,

x1

x 2

1 

1 
0 

0 

Fig. 3.6. Twenty-five points of a Latin hypercube sample
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with b integer. The array has strength t ≤ ndv, if in every N × t sub–matrix
of OA, each one of the bt possible columns appear the same number of times
ν. It must be N = νbt.

The following matrix gives an example of an orthogonal array whose pa-
rameters are (N,ndv, b, t, ν) = (25, 5, 5, 2, 1) :

OA =




1 1 1 1 1 2 2 2 2 2 3 3 3 3 3 4 4 4 4 4 5 5 5 5 5
1 2 3 4 5 1 2 3 4 5 1 2 3 4 5 1 2 3 4 5 1 2 3 4 5
1 2 3 4 5 2 3 4 5 1 3 4 5 1 2 4 5 1 2 3 5 1 2 3 4
1 5 4 3 2 2 1 5 4 3 3 2 1 5 4 4 3 2 1 5 5 4 3 2 1
2 1 5 4 3 4 3 2 1 5 1 5 4 3 2 3 2 1 5 4 5 4 3 2 1




T

The sampling location for an OA is,

xji =
πji(oaij) − 0.5

b
(3.24)

where πj(oaij) are some independent uniform permutations of the columns
of OA. The central idea is to divide the domain [0, 1]ndv and consider the
family of bndv sub–cubes obtained by splitting each axis into b intervals of
equal size. Each row of OA can be used to identify one single sub–cube, e.g.
the first sub–cube of the above OA is identified by the indices (1,1,1,1,2). To
see the advantage of this technique, let us consider the sample distribution
with respect to any of the t coordinate axes (i.e. project the samples into
the subspace spanned by these axes). This subspace can be divided into bt

sub–cubes by splitting each axis into b intervals.
The main property of orthogonal array sampling is that each of these

sub–cubes contains the same number of samples. Considering the above matrix
OA, in each N× t (25×2) sub–matrix, by the definition of orthogonal arrays,
each of the possible bt = 25 rows occurs ν = 1 times, so that there will be
ν = 1 sample in each sub–cube. The projection of 25 points of an orthogonal
array sample on two dimensions with b = 5 and t = 2 would be identical to
a 5 × 5 grid. In this case in every one-dimensional projection there will be
exactly νbt/b = νbt−1 = 5 samples in each interval of width 1/b = 1/5. This
is lower with respect to Latin hypercube sample that for the same number of
samples N = νbt = 25 has one point in each interval of width 1/(νbt) = 1/25.

There is a simple modification to orthogonal arrays that yields the same
one-dimensional stratification properties given by Latin hypercube sampling,
known as orthogonal-array–based Latin hypercube sampling [244]. The idea is
to remap the νbt symbols within each of the column into a single sequence
1, 2, . . . , νbt, by mapping the νbt−1 identical copies of each symbol m with 1 ≤
m ≤ b into a random permutation of the symbols νbt−1m+1, . . . , νbt−1(m+1).
This process is repeated for each column separately. Figure 3.7 shows a
projection of 25 points from an orthogonal-array-based Latin hypercube
sample over five variables onto two of the coordinate points. Each design
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x1

x 2

0 1 

0 

1 

Fig. 3.7. Twenty-five points of an orthogonal-array-based Latin hypercube sample

variable is explored in each of the 25 equal monodimensional sub–interval of
size 1/25 and each pair of variable is explored in each of the 25 bidimensional
squares of size 1/5 × 1/5 = 1/25.

Orthogonal-arrays-based Latin hypercubes samples were developed mainly
to deal with design variable which could assume discrete values [192, 244].
Recently, researchers have developed techniques of sampling design variables
in a continuous space [183,246].

Here we briefly describe particular low discrepancy sequences known as
(t,m, ndv)-nets and (t, ndv)-sequences. Let ndv ≥ 1 and b ≥ 2 be integers. An
elementary sub–cube in base b is defined by

Ξ =
ndv∏
j=1

[
cj
bkj
,
cj + 1
bkj

]
(3.25)

for kj ≥ 0 and 0 ≤ cj < bkj integers,
∏

stands for cartesian product. Let m ≥
0 be an integer. A set of points xi, i = 1, . . . , bm in [0, 1)ndv is a (0,m, ndv)–net
in base b if every elementary sub–cube Ξ in base b of volume 1/bm includes
one of the points. Let t ≤ m be a non-negative integer. A finite set of bm

points from [0, 1)ndv is a (t,m, ndv)–net if every elementary sub–cube in base
b of volume 1/bm−t contains exactly bt points of the sequence.

For t ≥ 0, an infinite sequence of points xi from [0, 1)ndv is a (t, ndv)–
sequence in base b if for all k ≥ 0 and m ≥ t the finite sequence of points xi

with i = kbm + 1, . . . , (k + 1)bm is a (t,m, ndv)–net in base b. If we find that
the first bm points of the sequence are not sufficient for the solution of the
problem under consideration (integration of a function, function minimisation
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x1

x 2
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1 0 

Fig. 3.8. Twenty-five points of a low discrepancy (0,2,5)–net in base 5. For each of
the two variables that are plotted, there is one point in the reference square. Each
variable is sampled once for all of the 25 one-dimensional sub-intervals

as will be showed in the following), we can find other bm points that form a
(t,m, ndv)–net that also fill in the places not occupied by the first set. If we
continue to add point having b (t,m, ndv)-nets, the complete set of points
form a (t,m+ 1, ndv)–net. The construction algorithm of (t,m, ndv)–net and
(t, ndv)-sequences is given in [183]. The construction algorithm given by [232]
gives (t, ndv)-sequences in base 2. For prime numbers of ndv the construction
given by [61] gives (0, ndv)-nets in base ndv extended by [183] to prime powers5

of ndv. Using these constructions we can choose b to be the smallest prime
power number greater or equal to ndv and use the first ndv variables of the
corresponding (0, b)–sequence in base b in order to obtain a (t, ndv)–sequence
with t minimum. Figure 3.8 shows the 25 points of a (0, 2, 5)–net in base 5
projected onto two of the five input coordinates. These are the 25 points of
a (0, 5)–sequence in base 5. This design has the equidistribution properties
similar to an orthogonal-array-based Latin hypercube sample as in Fig. 3.7.
Moreover, every consecutive 25 points in the sequence x25k+1, . . . ,x25(k+1)

have these equidistribution properties. The first 125 points, shown in Fig. 3.9,
have better equidistribution properties: in any pair of variables the points
appear as a 5×5 grid of 5-point Latin hypercube samples and each individual
input can be split into 125 cells having one point. The first 625 points are
shown in Fig. 3.10.

Now, we discuss how we can use the good distribution property of low
discrepancy sequences. (t, ndv)-sequences can be used [246] to estimate the
5For example, ndv = 3, 5, 7, 9, 11, 13, 17, 19, 23, 25, 27, . . .
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x1
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Fig. 3.9. One hundred and twenty-five points of a low discrepancy (0,3,5)–net in
base 5. For each of the two variables that are plotted, the result is a 5 × 5 grid of
5-point Latin hypercube samples. The points in a three-dimensional projection can
be split into 125 cubes having one point

x1

x2
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1 

0 1 

Fig. 3.10. Six hundred and twenty-five points of a low discrepancy (0,4,5)–net in
base 5. For each of the two variables that are plotted, the square can be divided into
625 square of side 1/25 or into 625 rectangles of side 1/5×1/125 and each square
or rectangle has one of the points. Each variable is sampled once for all of the 625
one-dimensional sub–intervals
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minimum of a function f(x),

µ(f) = inf
x∈[0,1]ndv

f(x) (3.26)

With (t, ndv)-sequences we can use [246]

µN (f) = min
1≤i≤N

f(xi) (3.27)

to achieve a good estimate. The idea is to distribute the samples as
uniformly as possible, by choosing their locations deterministically. Let Y(N) =
(x1, . . . ,xN ) be a set of points in [0, 1]ndv . Typically, the goal of this method
is to minimise the irregularity of distribution of the sample with respect to
some quantitative measure. One such measure is the discrepancy D∗

N of Y(N).
As will be shown, discrepancy is closely correlated to dispersion of points

defined by
dN (Y(N)) = max

v∈[0,1]ndv
min

1≤i≤N
‖v − xi‖ (3.28)

where ‖ · ‖ denotes a distance between two points on the design variables
space. The modulus of continuity is defined as

ω(f, τ) = max
v,z∈[0,1]ndv ;‖v−z‖≤τ

|f(v) − f(z)| (3.29)

for all τ ≥ 0. Note that for a given function f , the modulus of continuity
ω(f, τ) is non-decreasing as τ grows. We thus have the following relation [183]
between dispersion and the search error (see (3.26) and (3.27))

|µ(f) − µN (f ;Y(N))| ≤ ω(f, dN ) (3.30)

This result ensures that a point set with small dispersion dN gives better
optimal solutions. Hereafter, if we assume as distance ‖V ‖ the maximum
component of the vector v, there are lower and upper bounds for the dispersion
[246], given by

1
2[N1/ndv ]

≤ dN ≤ (D∗
N )1/ndv (3.31)

Thus, having low discrepancy D∗
N means having low dispersion dN , low

modulus of continuity ω(f, dN ) and better optimal solutions.

3.4.3 Selection of the Pareto-optimal Set

The search procedure introduced in Sect. 3.4 leads to an extremely robust
method for generating the Pareto-optimal set. We generate a finite number
of feasible solutions (as many as 106 as shown in Chap. 1) and then we select
the Pareto-optimal solutions according to the definition.

An algorithm which selects the Pareto-optimal solutions from a given set
of feasible solutions can be written on the basis of the Contact Theorem [223].
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Theorem 3.3. Given a negative cone in �nof

C− = {f ∈ �nof : f ≤ 0} (3.32)

(C− is shown in Fig. 3.11) a vector f∗ is a Pareto-optimal solution for the
multi-objective optimisation problem if and only if

(C− + f∗) ∩ C = {f∗} (3.33)

The proof of the theorem is given in [166]. A graphical illustration of the
theorem for a two-criterion problem is shown in Fig. 3.11. The method may
be the only feasible approach to find PO sets for many engineering problems
(non convex PO set).

Fig. 3.11. Contact theorem: two-criterion problem

The major shortcoming of this approach is that there is no guarantee that
the Pareto-optimal solutions for successive finite sets converge to those of the
continuous problem. This fact is relevant from the mathematical point of view,
but it is not important for the decision maker who is looking for any solution
better than the actual one.

3.4.4 Genetic Algorithms

Genetic algorithms (GAs) are suitable to find the minimum of a function (or
of a set of functions) by performing a semi–stochastic search [39, 40, 96, 97,
105,117,222].

An analogy may be drawn with the natural evolution process that took
place on the Earth in the last 500 million years. GAs, similarly to their natural
counterpart, use a design variable representation which refers to chromosomes.
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GAs are based on an elitist reproduction strategy, where strongest mem-
bers of the population (design solutions) are selected for reproduction and are
given the opportunity to strengthen the chromosomal (i.e. genes, design vari-
ables) makeup of the next generation. Unlike many other search techniques,
GAs consider multiple design solutions (a ‘population’) at each iteration.
The design solutions in a population are called ‘individuals’. The design vari-
able vector referring to a particular design solution is typically encoded into
binary or real strings (‘chromosomes’). During each iteration, the individuals
undergo three operations: selection, crossover and mutation.

The key issues of GAs are

• GAs work on function evaluation alone and do not require function
derivatives;

• GAs proceed from several points in the design variable domain
(population), consequently, the method has a better probability of locating
global minimum;

• GAs allow design variable spaces consisting of a mix of continuous and
discrete variables;

• GAs use probabilistic transition rules, not deterministic rules;
• GAs can be easily implemented on parallel computers.

In order to examine the multi-objective genetic algorithm, it is helpful to
examine the scalar version first.

Structure of Genetic Algorithms

A genetic algorithm consists of the following steps:

• initial population generation,
• selection,
• crossover and mutation.

The initial population can be generated by a random sampling over the
whole design variable domain. It is important that the initial population con-
sists of a set of design solutions that is reasonably representative of the whole
design solution domain. The methods presented in Sect. 3.4.2 can improve the
sampling uniformity.

Selection is the operator which determines which individuals will be
represented, and to what extent, in the next population. It is based on a ‘fit-
ness function’ defined such that good design solutions have high fitness values
compared to bad design solutions. If we consider a constrained problem, the
fitness function usually incorporates one or more penalty terms corresponding
to the constraints.

Central to this approach is the step by which a design variable vector
is coded into a stringlike structure, and the most common approach is to
represent each design variable by a binary number. The length of the string
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determines the precision with which each design variable is represented. We
code the design variable xi as a binary integer of known length.

a1 a2 . . . . anb

The precision of this mapped coding may be calculated

Π =
Umax − Umin

2nb − 1

where nb is the length of the coding string, i.e. number of bits used. The single
Ui parameter maps linearly between

0000 . . . 0 = Umin,i

1111 . . . 1 = Umax,i

If an optimisation problem is defined by many design variables, a
multi-parameter coding is needed. To construct a multi-parameter coding,
we can simply concatenate (i.e. adjoining) as many single–parameter coding
as we require.

a11 a21 . . . . anb1a12 a22 . . . . anb2 . . . a1ndv
a2ndv

. . . . anbndv

Binary design variables correspond to the smallest possible alphabet, which
has some theoretical advantages. For example, with a very large alphabet
it is more difficult to ensure that every possible gene is present in the
initial population. However, studies (e.g. [119,162]) comparing binary to other
representations tend to find superior performance by non-binary represen-
tation. The use of real variables in strings (with obvious modifications of
the crossover and mutation operators) has been described by many authors
(e.g. [119,162]). Several methods of selecting candidate solutions that survive
from one generation to the next have been reported in the literature.

A common selection strategy is the ‘roulette wheel’ selection, in which the
probability of selecting a specific individual (design solution/combination of
design variables) ci is proportional to its fitness value fi in a
population (population size is N)

ci =
fi

1/N
∑N

j=1 fj

The roulette wheel generates a random number to determine which individual
(design solution) will be selected; this is repeated as many times as there are
design variable combinations in each population. This generally results in the
most fitting individuals to be selected and the least fitting being discharged.

Crossover process allows exchange of genes (i.e. design characteristics)
between individuals of the population. Crossover takes place after selection
and occurs with a defined probability, the crossover rate (Pc). The simplest
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binary form of this operation is the ‘single-point crossover’, a pair of chro-
mosomes is selected, all the digits which occur after the cut point in one
chromosome are replaced by the digits in the other one. This process gener-
ates new design solutions, which possess some characteristic of previous high
fitness design solutions. The last operation to take place is mutation. It plays
a secondary role in the operation of GAs. This involves simply altering the
value of a few randomly selected bits in the population. This occurs with a
fixed probability called mutation rate (Pm). Mutation is intended to enable
GAs to explore new regions of the design feasible domain and escape from
local optima. The processes of selection, crossover, and mutation are repeated
until the termination criteria are met.

Characteristics of Genetic Algorithms

The implicit parallelism available in GAs is significant from a computational
standpoint, and has been considered by Holland [117] and Goldberg [96]. The
exploitative power of GAs exists in the fact that the presence of a 0 or 1 at
some key locations along the string may be significant in itself. Such patterns
of 0s and 1s occupying key locations are referred as ‘schema’.

10 ∗ ∗01 ∗ ∗ ∗ ∗ ∗ ∗ . . . ∗ 1

‘*’ indicates that a location along the string can be occupied either by a 1 or
a 0.

The order of the schema, denoted as O(H), is defined as the number of
explicitly stated zeros and ones in that schema. The length d(H) is taken
as the distance between the first and last specific digit on the string. The
number of useful schema processed by the genetic search in the initial stage is
of O(nb

3). Holland described this computational leveraging available in GAs
as an implicit parallelism [117].

Denoting the number of schemata of type H at a given generation t as
m(H, t), at generation t+ 1 this number [105] would be

m(H, t+ 1) = m(H, t)
f(H)
favg

(1 − Pc
d(H)
nb − 1

− Pm O(H))

where

– f(H) is fitness of the schemata H,
– favg is average fitness of the population,
– Pc is probability of crossover,
– nb is length of the coding string,
– Pm is probability of mutation,

It is clear from this expression that, low-order, shorter defining length
schemata, which are also fit, increase rapidly during the search process.
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The handling of constraint functions in a genetic-search-based approach is
somewhat contrived. Penalty functions methods have been the most popular
approach [43]. In the traditional GA implementation, the fitness is repre-
sented by a scalar measure that can be formulated as a proper mathematical
combination of objective and constraint functions. The scalar fitness function
can be formulated as (penalty function approach):

min f = min(f + Φ)

f is the modified fitness function that also contains the penalty term Φ. The
penalty Φ is obtained as

Φ =
{

Γ if Γ ≤ L
L+ α(Γ − L) if Γ > L

L is the limiter value of the penalty

0.0 < α < 1.0 Γ = r


 nc∑

j=1

< gj >




where r is a penalty parameter and

< gj >=
{
gj if gj > 0
0 otherwise

The penalty function approach involves a number of penalty parameters
which must be set to obtain feasible solutions. This dependency6 of the GA
performance on penalty parameters has led researchers to construct sophisti-
cated penalty function approaches.

An alternative to the penalty function approach is based on strategies
that adapt useful features of the feasible designs into the infeasible population
(expression–based strategies) [107]: the infeasible design could be replaced by
an expressed chromosome that incorporates features of the feasible design.
Consider two binary strings representing a feasible and infeasible design

(A) feasible 11100101

(B) infeasible 10000101

The combination is generally obtainable combining the best feasible design
in the population (A) with each infeasible design (B). This can be obtained
by simply substituting the 0 or 1 at a specific location in the string (B) with
the corresponding value from string (A) with some prescribed probability Pe.

Expression–based strategies perform generally better than the penalty
function approach, producing better results with less computational effort.
In presence of equality constraints the strict equality is replaced by using a
band around the equality constraints and the width of the band is gradually
reduced.
6The inclusion of the penalty term can strongly ‘distort’ the objective function

creating artificially locally optimal solutions
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Multi-objective Programming and Genetic Algorithms

The first practical implementation of a genetic algorithm (GA) for
multi-objective optimisation is due to Schäffer [222]. He created equally sized
subpopulations one for each of the objective functions. In this scheme the
selection was performed independently for each objective function; however,
reproduction and crossover were performed across subpopulations. The real
problem of this implementation is the tendency to concentrate solutions only
in some limited areas of the Pareto set.

Based on the concept of Pareto-optimal set, Goldberg [96] suggested a
Pareto GA that used non-dominated ranking procedure. Ranking methods
are used to grade the population in terms of Pareto-optimality. One of the
aims of multiple criteria optimisation is to generate and maintain a widespread
range of Pareto-optimal solutions. In order to promote this diversity Goldberg
also proposed a ‘niche’ technique (fitness sharing) to prevent a population
from drifting to some sub–regions of the Pareto-optimal set. The method
encourages individuals in the population to move away from crowded areas.

The method uses GA properties and non-dominated solution selection
algorithm to give a set of Pareto-optimal solutions [28,119,190,236,251].

There is no particular mathematical condition about the objective func-
tions. They can be either continuous or not, differentiable or not. GA are
able to obtain a population of solutions and to conduct a parallel search from
many non-dominated solutions. The basic concept in multi-objective
optimisation using GA is that, the fitness function is selected according to the
non-dominated property (i.e. Pareto-optimality). Non-dominated
individuals always have a higher probability to be selected because they have
the highest fitness values.

The Pareto GAs have two operators namely ‘niche’ and ‘Pareto-set’ filter
besides the three basic operators, reproduction, crossover and mutation.

Non-dominated procedure works in the criterion space. The procedure
(minimisation) can be easily implemented. All individuals are arranged in
ascending order with respect to the first criterion f1. If the value of f1 is
the same, we consider the ascending order respect the second criterion f2,
and so on. Dominated individuals are eliminated, the remaining ones are
non-dominated points belonging to the rank 1. From the remaining
population, non-dominated individuals are assigned rank 2. The ranking
continues until the entire population is considered. Figure 3.12 illustrates
ranking for a bidimensional problem.

The non-dominated individuals are assigned an artificial fitness associated
with their level of Pareto-optimality. The fitness Fi each individual has in a
rank is determined as

Fi =
(Nr − i+ 1)∑Nr

i=1(Nr − i+ 1)Nsi/N



74 3 Multi-objective Optimisation

Rank 1 

Rank 2 

Pareto

optimal set

f1

f2

Fig. 3.12. Population rank into the criterion space f1, f2

where Nr is the highest rank of the population, Nsi is the population size of
rank i.

Sharing function approach [67, 97, 203, 236] is employed to maintain an
even distribution of points into the objective functions space. A low fitness
value is given to points with minimum distance relative to other points.

The distance between two individuals in the normalised objective functions
space {f1, f2, . . . , fnof

}T is defined as

dij =
nof∑
p=1

|fp(xi) − fp(xj)|

The sharing function is

Sh(dij) =
{

1 − ( dij

σshare
)α, if dij < σshare

0, otherwise
(3.34)

where σshare is the niche size and α = 2–3. The niche size σshare is relative
to the portion of the Pareto-optimal set that the individual should stand
for [67]. The parameter σshare can be set to 0.01–0.02 for computation. The
niche count mi is computed across the N individuals in the population

mi =
N∑

j=1

Sh(dij)

The fitness function is adjusted (reduction based sharing) as

Fi =
Fi −Qmi

ranki

where
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rank is the rank number
Fi is the nominal fitness value
Q is a weighting factor set by the user.

This algorithm rapidly converges and the solutions are distributed on the
whole Pareto-optimal set.

Although there are many versions of evolutionary algorithms that are tai-
lored to multi-objective optimisation, theoretical results about the conver-
gence of GA are apparently not yet available. The result obtained [216] shows
that a specific choice of the evolution rules is needed to assure the convergence
with (probability one) to the actual Pareto-optimal set for a specific problem.

3.4.5 Unconstrained Minimisation

In the unconstrained minimisation problem we search for a minimum of the
real–valued function f(x)

min x∈�ndv f(x)

xlow ≤ x ≤ xup (x ∈ X)
(3.35)

Several different methods are available to solve multidimensional
unconstrained minimisation problems.

The main techniques that have been proposed for solving unconstrained
optimisation problems are based on Newton’s method. Newton’s method
requires [210] the computation of the gradient vector,

∇ f(x) =




∂f(x)
∂x1

· · ·
· · ·

∂f(x)
∂xndv




and the Hessian matrix,

∇2 f(x) =




∂2f(x)
∂x2

1
· · · ∂2f(x)

∂x1∂xndv

...
. . .

...
∂2f(x)

∂xndv
∂x1

· · · ∂2f(x)
∂xndv

∂xndv




The basic Newton method minimises iteratively the quadratic function which
represents the Taylor expansion of the vector function f(x) in the
neighbourhood of the point xk

Qk(dk) = f(xk) + ∇f(xk)T dk +
1
2
dT

k ∇2f(xk)dk

dk = xk+1 − xk
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When the Hessian matrix ∇2f(xk) is positive definite, Qk has a unique
minimiser that can be obtained if

∂Q

∂di
= 0 (i = 1, . . . , ndv)

which implies solving the linear system [210]

∇2f(xk)dk = −∇f(xk)

The next iterate is then xk+1 = xk + dk. Convergence is guaranteed if the
initial guess x0 is close to a local minimiser x∗. Moreover, the rate of conver-
gence is quadratic.

It is possible to enforce convergence when the initial guess x0 is not close
to a minimiser x∗ by using either a line–search or a trust–region approach.
Line–search methods generate the iterate by setting xk+1 = xk +αkdk, where
dk is the search direction and αk is selected so that f(xk+1) < f(xk).

3.4.6 Simplex Method

A less efficient but frequently used method used to determine search directions
is the simplex method due to Nelder and Mead [178]. The method requires
only functions evaluations, not derivatives. A simplex is a figure consisting in
n dimensions, of n + 1 points. In two dimensions the simplex is a triangle.
Starting from a given initial simplex the method requires a series of steps.
The point of the simplex where the function is largest is discarded and moved
through the opposite face of the simplex to a lower point (reflection). When
it is possible the method expands the simplex, to take larger steps (expan-
sion). When it reaches a valley, the simplex can be contracted (contraction)
in one or more directions. An appropriate sequence of such steps converges to
a minimum of the function.

3.4.7 Sequential Unconstrained Minimisation Techniques

Penalty functions are used to transform inequality constrained optimisation
problems into a sequence of unconstrained optimisation problems (sequential
unconstrained minimisation techniques, SUMT). For this reason, the penalty
function methods are sometimes referred to as indirect methods. The main
reason for using penalty functions is that penalty functions are suitable for
solving inequality and equality constrained optimisation problem (see (2.5)).

To use penalty functions, one transforms the constraints into penalty func-
tions that are added to the cost function f(x). There are two kinds of penalty
functions: exterior and interior. Exterior penalty functions can be used for
either equality or inequality constraints, while interior penalty functions can
be used only for inequality constraints.
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Exterior penalty functions Interior penalty functions
(a) (b)

Fig. 3.13. Penalty functions: exterior (a), interior (b)

A typical set of penalty functions is shown in Fig. 3.13. The variety of
penalty functions in the literature is almost endless. The remainder of this
paragraph will concentrate on the introduction of some general interior and
exterior penalty functions7.

An exterior, inequality penalty function is the following:

Φ(x, r) = f(x) + r
nc∑

j=1

〈gj〉z (3.36)

where the bracket operator 〈·〉 is 〈g〉 = max[g, 0] and the exponent z is a
non-negative constant and r is a positive small number that is sequentially
increased. This formulation seems the most natural approach to penalty func-
tions.

An interior inequality penalty function is

Φ(x, r) = f(x) − r
nc∑

j=1

log(−gj(x)) (3.37)

over all x satisfying gj(x) ≤ 0, r is a positive number that is sequentially
decreased. The pseudo–objective function Φ is defined only in the feasible
region. The starting point must be feasible.

The penalty function preferred [62] for combined equality and inequality
constraints (see (2.5)) is

Φ(x, r) = f(x) +
1
r1/2

nec∑
i=1

(gi(x))2 − r
nc∑

i=nec+1

log (−gi(x)) (3.38)

7See [68,206] for a more detailed discussion of the topic
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over all x satisfying gi(x) ≤ 0 i = nec + 1, . . . , nc, r is a positive number that
is sequentially decreased.

Obviously when all constraints are satisfied, Φ = f(x).

3.4.8 Method of Feasible Directions, Sequential Quadratic
Programming

The sequential quadratic programming (SQP) method consists of three main
steps:

• Updating of the Hessian matrix of the Lagrangian function,
• Quadratic programming problem solution,
• Line search and merit function calculation.

An overview of SQP methods can be found in [65, 81, 209]. Consider the
constrained optimisation problem given by (2.5). A necessary condition to find
the optimal value x∗ is given by Eq. (2.7). This condition is the well-known
Karush–Kuhn–Tucker condition (see Sect. 2.10.1). The second-order sufficient
conditions are given by (2.8).

This numerical method uses a quadratic approximation of the Lagrangian
function (Eq. (2.6)) and a linearisation of the constraints to find a solution of
the optimisation problem.

We can formulate the following quadratic programming problem that is
convex and satisfies the necessary and sufficient condition (see Sect. 2.10.1)
and it is used by the SQP method to solve iteratively Eq. (2.5)

min
dk∈�dnv

Q(dk) =
1
2
dT

kH(xk)dk + ∇f(xk)T dk

∇g(xk)dk ≤ −g(xk) (3.39)

where Q(dk) is a quadratic approximation of the function f(x)−f(xk) in xk,
H(x) is a positive definite approximation of the Hessian of the Lagrangian
function at iteration k and ∇g is the gradient of the function g(x) and it is
a nc × ndv matrix. A good Hessian estimation is given by [209] and by the
following algorithm

Hk+1 = Hk +
qkqT

k

qT
k sk

− H
T
k Hk

sTHks
sk = xk+1 − xk

qk = ∇f(xk+1) +
nc∑
i=1

ηi∇gi(xk+1) −
(
∇f(xk) +

nc∑
i=1

ηi∇gi(xk)

)

At each iteration of the SQP method solve the quadratic programming
problem given by (3.39) and the d found is used to move in the
design variable space
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xk+1 = xk + αdk (3.40)

By applying SQP method, a direction that will reduce the objective function
without violating the constraints is searched. A direction which reduces the
objective function is called a usable direction and is given by

∇f(xk) · dk ≤ 0 (3.41)

A direction which does not cause active constraints violation upon move is a
feasible direction

∇gactive(xk) · dk ≤ 0 (3.42)

Directions satisfying both Eqs. (3.41) and (3.42) are usable and feasible. The
parameter α in Eq. (3.40) is adapted to avoid constraint violation.

A non-linearly constrained problem can often be solved in fewer iterations
than an unconstrained problem using SQP. One of the reasons for this is that,
because of limits on the feasible area, the optimiser can make well–informed
decisions regarding directions of search and step length.

3.4.9 Weighted Sum

One popular (but generally not recommended) scalarisation method to
find the Pareto-optimal is the weighted sum of the objective functions. By
minimising the weighted sum of the objective functions for different weight
settings, many Pareto-optimal points can be generated. In mathematical form

min
x∈F

λ1 f1(x) + λ2 f2(x) + . . .+ λnof
fnof

(x)

where

0 ≤ λi ≤ 1
nof∑
i=1

λi = 1

It is obviously supposed that the objective functions are normalised. Notice
that as objective functions are normalised, we set the weights as λi (0 ≤ λi ≤ 1).
By varying the weights λi systematically various points on the Pareto-optimal
set are generated. Note that the weighting coefficients are not directly related
with importance of the objective functions but are only factors which when
varied, locate solutions in X. The (proper) Pareto-optimal set is obtained by
altering the weighting coefficients.

For instance, considering a problem with two objective functions (Fig. 3.14),
φ(x) = λ1 f1(x) + λ2 f2(x) is the expression of a straight line in the
objective function space. The solution of the scalar problem minx∈F φ(x) is a
non-dominated solution for the original multi-objective problem. We consider
multiple problems varying λ1 and λ2 to try to construct the entire Pareto-
optimal set.
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Fig. 3.14. Weighted sum of two objective functions. The Pareto-optimal set being
not convex, the weighted method fails to find the whole Pareto-optimal set

This procedure has shortcomings, and it is usable only if the Pareto-
optimal set is entirely convex (see Definition 2.3 and Sect. 3.4.10) (a property
that may be difficult to check) [64, 237]. Only for linear programming prob-
lems the convexity requirement is satisfied, hence the weighted sum methods
may be used to find the complete set of Pareto-optimal solutions.

3.4.10 Constraints Method

Constraints method is probably the most effective technique to compute the
Pareto-optimal set. We consider only one objective function, the others are
converted into constraints (see Chaps. 1, 2)

min
x∈F

f1(x)

f2(x) ≤ ε2 f3(x) ≤ ε3 . . . fnof
(x) ≤ εnof

The problem is reformulated as a standard NLP problem (2.5). The Pareto-
optimal set is obtained by varying the constraints levels εi, i = 2, . . . , nof .
This assures the existence of the solution for the constrained problem. If the
problem is solved for all possible values of εi and the resulting solutions are
unique, then this solutions constitute the entire Pareto-optimal set. If the
solutions are not unique for some values of εi, then the Pareto points must be
selected by direct comparison (i.e. applying the definition of Pareto-optimality,
see Sect. 2.10.2).
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Reconsidering the problem with two objective functions, we obtain

min
x∈F

f1(x)

f2(x) ≤ ε
The minimum of f1(x) is the circle in Fig. 3.15. The admissible region is the
grey region in figure. The minimum f1(x) is a non-dominated solution for
the MOP problem. Varying the level of constraint ε we compute a different
minimum for f1 and a different non-dominated solution.

min 

ε

f2

f1
f1

Fig. 3.15. Constraints method for a problem with two objective functions

Example: Comparison of Weighted Sum and Constraints Method

Considering a very simple problem [239], it is possible to show that the
weighted sum method cannot be successfully applied when the Pareto-optimal
set is not convex.

We have a cylindrical reservoir that is defined using two design variables:
the radius r and the height h. We want to find the solution that has the
maximum volume (minimum opposite of volume) and the minimum external
surface:

Volume = πr2h = −f1(r, h) (3.43)

Surface = 2πrh+ 2πr2 = f2(r, h) (3.44)

Performing the scalarisation using the weighted method, we have

φ(r, h, λ1, λ2) = λ1f1(r, h) + λ2f2(r, h) λ1, λ2 ≥ 0 λ1 + λ2 = 1 (3.45)

Additionally, we check
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∇(φ(r∗, h∗)) = 0 (3.46)

eig(H(r∗, h∗)) > 0 (3.47)

We check for the first-order condition (3.46) and we are able to find stationary
solutions (r∗, h∗). We check for the second order condition (3.47) analysing
the eigenvalues of the Hessian matrix H at the stationary points (r∗, h∗). The
Hessian matrix must be positive definite. Some eigenvalues are not positive,
so the stationary points (r∗, h∗) are not minima. We are not able to find
Pareto-optimal points, but this conclusion is wrong.

Resorting to the constraint method, we reformulate the problem maximis-
ing the volume and constraining the external surface.

min
r,h
f1(r, h)

f2(r, h) ≤ ε

We check for the first-order condition, we find the stationary points, we check
for the second-order condition and we see that we are able to find minimum
points.

What is the reason for this? We can plot the Pareto-optimal set in the
design variables space, radius and height, and the Pareto-optimal set in the
objective functions space: f1 and f2. The Pareto-optimal set is not convex
(Fig. 3.16) and the weighted sum method fails.
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Fig. 3.16. Pareto-optimal set in the design variables and objective functions space
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The expressions of the Pareto-optimal set are given by

h = 2r

V =
S

3
2

(2π)
1
2 3

3
2

3.5 Design Synthesis – Choosing a Final Design Solution

Given the set of Pareto-optimal solutions, the decision maker (DM) has
to select a preferred design solution within the Pareto-optimal set. Every
Pareto-optimal solution is equally acceptable. The final selection requires
information that is not contained in the objective functions. The DM
preference structure may be complex.

3.5.1 Utility Function

A utility function can be used to represent the preferences of the designer
among the Pareto-optimal solutions:

U(f(x)) : �nof → � (3.48)

The function U maps the objective function vector to a scalar figure of merit.
The best design solution is found by maximising U .

The following two theorems show the relationship between the utility func-
tion and the Pareto-optimal solutions. Proofs can be found in [166].

Theorem 3.4. Let U be coordinate–wise decreasing8. Then if x∗ is optimal
for U it is Pareto-optimal.

Theorem 3.5. Let x∗ be Pareto-optimal. Then there exists a coordinate–wise
decreasing utility function U such that x∗ is optimal.

Generally, the function U is selected to be strongly decreasing [166]. Two
solutions are said to be on the same indifference curve if the designer
finds them equally good. The final solution of a multi-objective optimisation
problem is the Pareto-optimal solution where the indifference curve is tan-
gent to the Pareto-optimal set. The procedure is shown in Fig. 3.17 for a
bidimensional problem.

This easy way to select a preferred design solution from the Pareto-optimal
set cannot be used in practice. It is generally very difficult for a designer to
give the mathematical expression U of his preference.
8A coordinate–wise decreasing utility function implies that all objective function

are in minimisation form and that monotonicity holds for each of them (not
always true) in actual applications



84 3 Multi-objective Optimisation

f2

f1

U(f1,f2)=const

Fig. 3.17. Indifference curve into the objective function space f1, f2

The inability to encode the underlying utility function reliably is demon-
strated in [179]. The paper shows that encoding methods that theoretically
should produce identical utility functions generally fail.

One important thing to take into account in practice is that the aspirations
of the DM may change during the solution process. It is difficult for the DM
to know the real utility function before starting the optimisation process and
without knowing the range of variation of the performances (i.e. objective
functions) of the system under analysis.

3.5.2 Lexicographic Ordering

Lexicographic ordering requires the DM to order the objective functions ac-
cording to their relative importance. Suppose that we have a
hierarchy among the objective functions fi, i = 1, . . . , nof in terms of their
importance so that f1 � f2 � . . . � fnof

(� means more important than).
According to this hierarchy, we can order the values of f1 then the values
of f2 and so on. Such ordering is always possible, it provides a comparison
between all elements, and it always leads to a unique optimal solution. The
justification for using lexicographic ordering is its simplicity and the fact that
DM usually make decision successively.

An example of lexicographic ordering is shown in Fig. 3.18 for a problem
with two objective functions. The objective function f1 is assumed to be the
most important. After minimising f1 there are two solutions left and after
minimising the second objective function f2 only y0 is left.

Lexicographic ordering correspond to the weighting method when the
weighting coefficients are very different in magnitude. The justification of
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f2

y 0

f1

Fig. 3.18. Lexicographic ordering into the criterion space f1, f2

lexicographic ordering is in its simplicity and in fact that DMs make decisions
step-by-step. DMs often have difficulties to order the objective functions by
relative importance. This method can be used as part of the following solution
method.

3.5.3 Goal Programming

The basic concept of goal programming is that the DM specifies optimistic
target for the objective function to be attained (Fig. 3.19). Any deviation from
this targets are minimised. These targets forms a goal. Goals are represented
by vector ỹ. The goals are in the same form of constraints. After specifying

Fig. 3.19. Goal programming method for a problem with two objective functions
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the goals, the following task is to minimise the deviations of the objective
functions from these goals.

Two approaches are commonly used:

• weighted approach, where the weighted sum of the deviational variables is
minimised;

• lexicographic approach, where the DM defines an order of importance of
the objective function and the optimisation is performed by considering
this scale.

In the weighting approach the DM must specify information about the
weights. The greater the weighting coefficient is, more important is the objec-
tive function. The weights can be also defined as wi = 1/|ỹi|.

The problem can be written as

min
x∈�ndv

nof∑
i=1

wi |fi(x) − ỹi|

subject to
x ∈ F (3.49)

Goal programming is a very widely used and popular solution method for
practical multi-objective optimisation problems. One reason is that goal–
setting is an understandable and easy way of making decisions. The spec-
ification of the weighting coefficients or the lexicographic ordering may be
more difficult. The weights do not have so direct an effect on the solution
obtained as in the a priori weighting method (Sect. 3.4.9).

It may be difficult to specify the weights because they have no direct
physical meaning. Presenting the ranges of the Pareto-optimal set, or at least
the ideal objective vector, to the DM may help in the selection of the goal
vector. One must be careful with the selection of the aspiration levels so that
the Pareto-optimality of solution must be guaranteed.

3.5.4 Preference Via Trained Artificial Neural Network

Artificial Neural Networks (ANNs) have been employed effectively [241] to
capture the DM’s preference structure within an interactive framework. The
DM initially reveals his preferences by evaluating a sample of non-dominated
(i.e. Pareto-optimal) design solutions. This information is used to train an
ANN. At each iteration, the trained ANN is used to select a subset of ‘most
preferred solutions’ from a large set of additional non-dominated solutions.

3.5.5 Min–Max Methods

If the minimum objective function value of goal programming equals zero,
the solution obtained may not be Pareto-optimal. This happens when all the
aspiration levels are feasible.
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To overcome this shortcoming we introduce another form of goal
programming, the min–max method.

The min–max method is found to be appropriate in dealing with
multi-objective programming problems, also in the presence of non-convex
criteria space.

The method is defined in terms of a function of relative deviations given
by

zi(x) =
|fi(x) − f̃i|

|f̃i|
(3.50)

where zi(x) is the deviation at point x, fi(x) denotes the value of the ith
objective function at x, and f̃i is the optimum (minimum) of the ith function.
The min–max method proceeds as follows. A point, which gives a satisfactory
f(x), is selected knowing all the separate optima of all the objective functions
involved. The ith objective function for which zi is maximum is found, then
the function zi(x) is minimised. By setting

min
x∈X

max
i∈{1,...,nof}

zi(x) (3.51)

generally a unique solution is found. Figure 3.20 shows how the method works.
The weighted min–max method [191] differs from the previous in that it
assigns different weights to the relative deviations of the different
objective functions. Each different set of weights therefore identifies a different
Pareto-optimal solution. By varying the weighting coefficients, all design
of interest may be obtained from both convex and non-convex problems.
Contrary to the simple weighting method, weights in this method reflect the
true relative importance of the various criteria.

Fig. 3.20. Min–max method for a problem with two objective functions
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3.5.6 Hierarchical Optimisation Method

The hierarchical optimisation method is applicable in the situations in which
the criteria can be ordered in terms of importance. Let the numbering 1 . . . nof

reflect this ordering in the sense that the first criterion is the most important
and the nof th is the least important. A detailed discipline of the topic is given
in [200,256].

Keeping the order we minimise each objective function separately.

Definition 3.6. Find the minimum for the primary criterion, i.e. find x(1) =
{x(1)

1 , x
(1)
2 , . . . , x

(1)
ndv}T such that

f1(x(1)) = min
x∈X

f1(x)

For i = 2, . . . , nof , find the minimum of the ith objective function, i.e. find
x(i) = {x(i)

1 , x
(i)
2 , . . . , x

(i)
ndv}T such that

fi(x(i)) = min
x∈X

fi(x)

with additional constraints

fj−1(x) ≤ (1 +
εj−1

100
)fj−1(x(j−1))

for j = 2, 3, . . . , nof , where εj−1 are the assumed coefficients of the function
increments given in per cent.

By changing the value of εj−1, all the Pareto-optimal set can be found.
This method is also very useful when the DM wants to pick a final optimal
solution from the Pareto-optimal set.

3.5.7 Normal–Boundary Intersection Method

Normal–boundary intersection technique is successful in the identification of
the shape of the Pareto-optimal set. A detailed description of the topic is
given in [38].

Let us consider the generic MOP formulation (2.10). Let x∗
i be the global

minimisers of fi(x), i = 1, . . . , nof and ϕ∗
i = f(x∗

i ), i = 1, . . . , nof . Let ϕ∗

denote the vector of minima of each function (Utopia point, see Chap. 2). Let
Φ be the nof ×nof matrix whose ith column is ϕ∗

i −ϕ∗. The set of points that
are convex combinations of ϕ∗

i −ϕ∗ are referred as CHIM [38] (see Definition
2.3). Given a convex combination vector β, Φβ represents a point into the
CHIM. The CHIM for a problem with two objective functions (Fig. 3.21) is
the line joining f(x∗

1) and f(x∗
2), i.e.{

Φβ : β ∈ �nof ,

nof∑
i=1

βi = 1, βi ≥ 0

}
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n

F(x1*)

F(x2*)
f1

f2

Fig. 3.21. CHIM for a problem with two objective functions

The idea behind normal–boundary intersection is to consider a uniform
set of points on the CHIM, and find the intersection point between the
Pareto-optimal set and a set of parallels straight lines emanating from the
chosen set of points on the CHIM.

Let n denote the unit normal vector to the CHIM simplex pointing towards
the origin. Φβ + tn, t ∈ �, represents the set of points on the normal. The
point of intersection between the normal and the boundary of the set of points
f(x) closest to the origin is identical to the solution of the following problem:

max
x,t
t

s.t.
Φβ + tn = f(x) − ϕ∗

gi(x) ≤ 0, i = 1, . . . , nc

x ∈ X

β provides a parametrisation of the Pareto-optimal set.
The weakness of the approach is the fact that it may produce

non-Pareto-optimal solutions for non-convex problems.

3.6 Interactive Methods

In interactive methods, the decision maker (DM) works together with the
optimisation software. After every iteration some information is given to the
DM and he (or she) provides some information to the program. Consistency of
the response of the DM is the most important factor guaranteeing the success
of the procedure.

These methods work according to the hypothesis that the DM is unable
to indicate ‘a priori’ any preference information because of the complexity of
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the problem. However, the DM is able to give some preference information
as the search moves on. The DM then learns about the problem as he faces
different possible problem solutions.

Advantages of these types of methods are as follows:

• there is no need for ‘a priori’ preference information,
• only local preference information is needed,
• it is a learning process where the DM gets a better understanding of the

problem,
• as the DM takes an active part in the search it is more likely that he

accepts the final solution.

The disadvantages are the following:

• the solutions are depending on how well the DM can articulate
his preferences,

• a high effort is required from the DM during the whole search process,
• the solution is depending on the preferences of one DM,
• if the DM changes his preferences or if there is a change of DM, the process

has to be restarted,
• a large number of objective functions may make the interactive method

impractical.

These methods usually progress by changing weights in weighting
formulations, by progressively reducing the search space or by changing the
search direction based on input from the DM.

In interactive methods, the DM works together with an interactive com-
puter program. A solution pattern is formed and repeated several times. After
every iteration, some information is given to the DM and he is asked to answer
some questions or provide some other type of information. The DM does not
have to know any global preference structure.

After a number of iterations every interactive method should yield a solu-
tion that the DM can be satisfied with.

The basic steps in interactive algorithms can be expressed as

1. find an initial feasible solution,
2. interaction with the DM,
3. obtain a new solution. If the new solution (or one of them) or one of the

previous solutions is acceptable to the DM, stop. Otherwise, go to step 2.

The main problem in designing an interactive method is to find the most
effective method for the software to communicate with the DM. Several
interactive methods are reported in the literature, refer to [166] for a
comprehensive review.



3.6 Interactive Methods 91

3.6.1 Interactive Computation of the Pareto-optimal Solutions
and Pareto-optimal Set Boundaries Through Pareto Sensitivity
Analysis

As already indicated in [87, 88, 161, 229] and in Chap. 1, the optimisation
method can be based on the approximation of the physical model responses f .
By using an approximation model we can obtain a set of approximated Pareto-
optimal solutions. Every Pareto-optimal solution is equally acceptable but
one simple final design solution should be obtained. We need a DM to select
one solution out of the Pareto-optimal set. As already seen, a good strategy
is to take a first starting solution that can be refined, by taking a priori
designer’s preferences in a mathematically consistent manner by considering
some targets or goals to achieve on objective function set given by the vector
ỹ. This target may be a feasible solution or not. At this point we can start
to search the objective functions that minimise the absolute deviations from
their targets.

The criterion, then, is to minimise the sum of the absolute values of the
differences between target values and actually achieved values scaled by the
interval of variation of the objective functions.

The design solution found with this method can be used as a starting point
for a Pareto-sensitivity analysis.

By stopping the design process at this point we have some limitations:

• the solution found requires a priori selection of targets. In some cases we
may have no information about the performances that can be achieved by
our system and we may have no idea about the target parameters to put
in the utility function;

• the solution found provides information for only one design solution;
• the solution found provides no information about trade-off analysis in the

neighbourhood of the current solution.

An interactive choice of the final solution based on the analysis of the
Pareto-optimal set can be useful to overcome these limitations. Given a
variation in one objective function (fj), Pareto sensitivity provides
information on variation on the other objective functions (∂fi/∂fj) in a given
direction. Note that a given Pareto-optimal surface may have infinite tangent
directions.

The Pareto sensitivity analysis presented here is based on the idea that
we can consider a smooth function m(x) : �ν → �χ (ν > χ). This function
defines a surface

m(x) = 0 (3.52)

It is possible to generate a normalised tangent vector vx to the surface defined
by the implicit function (3.52) by considering the relation

∇m(x)Tvx = 0 (3.53)
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where ∇ represents the Jacobian taken with respect to the variables x.
To retrieve a tangent vector to the Pareto-optimal surface we will use
the Karush–Kuhn–Tucker (KKT) [166] condition as a necessary condition
for optimality. The KKT condition is given for the optimisation problem (2.10)
by

∇f(x)λ + ∇g(x) µ = 0

µigi(x) = 0 i = 1, . . . , nc

µ ≥ 0
λ ≥ 0 (3.54)

where λ (nof components) and µ (nc components) are vector of parameters.
If we have a point x∗ that is globally Pareto-optimal this condition is satisfied
[166]. If a design solution x∗ is globally Pareto-optimal, it implies that it is
locally Pareto-optimal [166]. This assumption allows to perform the sensitivity
analysis on the Pareto surface.

Let
nof∑
i=1

λi − 1 = 0, if at a given Pareto-optimal point x∗ the inequality

constraints gi are active, the values of µi are not equal to zero. We will consider
only n′c ≤ nc active constraints.

Also we will consider the n′of ≤ nof objective function that have λi �= 0.
By applying the relation (3.53) to the KKT condition we have

n′
of∑

i=1

λi∇2fi(x)vx +
n′

c∑
i=1

µi∇2gi(x)vx + ∇f(x)vλ + ∇g(x)vµ = 0

∇g(x)T vx = 0
n′

of∑
i=1

vλi = 0 (3.55)

∇2 denotes the Hessian of a function. This is a linear system of ndv + n′c + 1
equations on the variables v =

(
vT

xvT
λvT

µ

)T (ndv +n′c +n′of unknown). There
are ndv + n′c + n′of − ndv − n′c − 1 = n′of − 1 free parameters.

These free parameters can be used to add other constraints to the system
(3.55). Constraint can be on vx, vλ and vµ. We may impose to keep some
components of x, λ and µ unchanged. This condition is imposed by setting
some components of v equal to zero. Other conditions can be on the direction
of vx that must be close to a chosen objective function fi that has the great-
est improvement. This is obtained by solving the problem (3.55) by adding
the condition min∇fi(x)T vx. In this second case we have to solve a single
objective linear minimisation problem [273].

The values of vx can be used to find the sensitivity of objective functions
with respect to another objective function fi
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∂fj/∂fi = ∇fiT vx/∇fT
j vx j = 1, . . . , n′of (3.56)

A trade-off among objective functions exists if the computed derivative
∂fj/∂fi is negative. The magnitude of the trade-off is given by the
magnitude of this derivative. Positive values of these derivatives indicate that
there are no trade-offs between the objective functions.

The computation of ∂fj/∂fi can be used by the designer to evaluate a
preferred direction to refine the actual design solution.

At this point the designer can use the information found to generate alter-
native solutions to the current solution. The designer can choose a direction
to improve one objective function through a predictor–corrector framework.
He has to consider that the Pareto surface is highly non-linear, non-smooth
and has discontinuities so the prediction step must not be very large. ∆ε being
the improvement of the objective function fi, we can define a prediction step
as

h = −∆ε/(∇fiT vx) (3.57)

We can generate a tangent prediction by using

x̃i+1 = xi + hvx (3.58)

After this step we assume that x̃i+1 is close to the Pareto-optimal surface.
The problem

min
x
fi(x)

fj(x) ≤ fj(x̃) j = 1, . . . , nof j �= i
g(x) ≤ 0 (3.59)

is then solved with a few iterations by using an SQP optimisation method. By
solving this problem the designer obtains an alternative to the
current solution chosen. The found solution is checked by comparison with the
approximated Pareto-optimal set – obtained by using directly the definition of
non-dominated solution (2.7) and low discrepancy sequences (see Sect. 3.4.2) –
found before starting Pareto sensitivity analysis and interactive decision mak-
ing. If this alternative solution is dominated with respect to the approximated
Pareto-optimal set, the nearest in the approximated Pareto-optimal set is
considered as new alternative solution, advising the designer that the solu-
tion found is not a solution found by solving the problem (3.59). Figure 3.22
summarises the proposed interactive decision strategy.

The Pareto-optimal set can be given in the space of the objective functions
or in the space of design variables. Usually [30,166], many efforts are performed
to compute the Pareto-optimal set in the objective function space. However,
the accurate computation of the boundaries of the Pareto-optimal set in the
design variable space is very important for the designer.

Pareto sensitivity analysis in conjunction with low discrepancy sequences
search can be useful to solve these kinds of problems. Figure 3.23 shows how
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Fig. 3.22. Flow chart summarising Pareto sensitivity analysis and interactive
decision making

to compute the boundaries of the Pareto-optimal set in the design variable
space (multi-objective optimisation problem with two design variables). A
Pareto-optimal solution denoted by � is taken from a set of non-dominated
solutions obtained with a Low Discrepancy Sequence search (Sect. 3.4.2)
[184, 246]. This solution is taken as a starting solution to solve reformu-
lated optimisation problems. The solutions denoted by ◦ are found by solving
the following two optimisation problems by means of a modified SQP (Sect.
3.4.7) [206] method

min
xk,λ

xk

xi = x�
i i = 1, . . . , k − 1, k + 1, . . . , ndv

x ∈ P (3.60)

and

max
xk,λ

xk

xi = x�
i i = 1, . . . , k − 1, k + 1, . . . , ndv

x ∈ P (3.61)
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Fig. 3.23. Example of Pareto-optimal set boundary obtained in design variable
space for a multi-objective optimisation problem with two design variables. � is a
Pareto-optimal solution taken from an initial approximated Pareto-optimal set. ◦
are the solution found by applying the method presented in Sect. 3.6

At every step of the SQP algorithm (Sect. 3.4.7), the non-dominance of new
points found is checked, comparing the new point found with the set of
non-dominated points found by using low discrepancy sequences. The
introduced method is particulary suitable to be integrated with global
approximation techniques where the relationship between design variables and
objective functions are approximated [5,84,85,92,104,158], (see Sect. 4). The
most widely used approximation methods are based on multi-layer perceptron
neural networks (MLPNN) [88,106,161,202] (see Sect. 4.6.1) and radial basis
function neural networks (RBFNN) [159,229] (see Sect. 4.6.2). These models
are continuous and one-time differentiable so the method can be applied to
these functions too.

3.7 Symbolical Derivation of PO Sets

3.7.1 Theorems of Monotonicity (Optimisation Problems
with Constraints)

Before applying the constraints method to problems to be solved symbolically,
monotonicity analysis has to be applied for determining constraint activity.

The following theorems [165, 200] (Theorems of Monotonicity) apply to
the problem of finding the optimal compromise between objective functions.

If the objective functions and all inequality constraints are globally mono-
tonic with respect to all design variables xi > 0 then
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Theorem 3.7. If the variable xi is explicitly represented in the objective
function to be minimised, then there exists at least one active constraint with
opposite monotonicity with respect to xi.

Theorem 3.8. A variable xi that is not explicitly represented in the objective
function must either only be contained in constraints that are inactive, or else
there must exist at least two active constraints having opposite monotonicities
with respect to xi.

3.7.2 Theorems of Monotonicity (Optimisation Problems
without Constraints)

If we consider two conflicting objective functions fi which are analytical
functions of two system model’s design variables xi, it is possible to
apply directly the constraints method (see Sect. 3.4.10) to find the analytical
expressions of both the optimal objective functions and the optimal design
variables, i.e. one can find

– f∗1 = f∗1 (f∗2 ), i.e. the analytical expression which gives the optimal value
of the objective function f1 when f2 is at its best (or vice versa, which is
conceptually the same, f∗2 = f∗2 (f∗1 ))

– x∗1 = x∗1(x
∗
2) (or vice versa x∗2 = x∗2(x

∗
1)), i.e. the analytical

expression which gives the optimal values of the design variables x1 and x2

corresponding to f∗1 or f∗2 .

f1 = f1(x1, x2) and f2 = f2(x1, x2) being the objective functions and
x1 and x2 the system model’s design variables, the procedure to find the
analytical expressions f∗1 = f∗1 (f∗2 ) and f∗2 = f∗2 (f∗1 ) is the following:

a) from the mathematical expression f1 = f1(x1, x2) the expression x2 =
x2(f1, x1) is derived by fixing the value of f1;

b) by substituting the expression derived at point a) in the expression f2 =
f2(x1, x2) the expression f2 = f2(f1, x1) is obtained;

c) the minimum of f2 is searched for by setting to zero the following derivative

d f2(f1, x1)
d x1

= 0

and checking that
d2 f2(f1, x1)

d x2
1

> 0

this corresponds to the search of the minimum of the objective function f2,
while the objective function f1 is kept constant; from the expression of the
first derivative, the expression x1 = x1(f1) can be obtained;
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d) the expression x1 = x1(f1) is substituted into f2 = f2(f1, x1) and by this
way it is possible to get the expression f∗2 = f∗2 (f∗1 ) which defines the
relationship between the two optimal objective functions;

e) the equation f∗2 = f∗2 (f∗1 ) is the image in the plane (f1–f2) of the
equation x∗1 = x∗1(x

∗
2) in the plane (x1–x2). x∗1 = x∗1(x

∗
2) may be obtained

by substitution.

This method is valid if there are no local Pareto-optimal solutions (see
Sect. 2.10.2).

3.8 Illustrating the Pareto-optimal Set

Graphical illustrations help the decision maker to evaluate different PO
solutions to make the choice of a final PO solution relatively easy.

If we have only two objective functions, the Pareto-optimal set can be plot-
ted on a plane. If we have three objective functions a common way to illustrate
the Pareto-optimal set is to draw a two-dimensional plot with fixed values as-
signed to the third objective function. With more than three objectives the
graphical representation becomes more difficult to be interpreted.

Value paths or bar charts (see Fig. 3.24) have been extensively employed.

100

50

f1

f1

f3

f3

f2

f2100

50

Fig. 3.24. Value paths (top) and bar chart (bottom). Design problem with three
objective functions f1, f2, f3. Three Pareto-optimal solutions are indicated. The
bars in the value paths plot show the ranges of the objective functions in the
Pareto-optimal set
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Fig. 3.25. Polar coordinate plot for a problem with three objective functions
f1, f2, f3. Three Pareto-optimal solutions are indicated
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Fig. 3.26. Scatterplot matrix for a problem with three objective functions f1, f2, f3.
Three Pareto-optimal solutions subsets are shown (circle, triangle, square)

A polar coordinate system (see Fig. 3.25) can be used if the ideal and nadir
objective functions are known. It is evident that a design solution is better if
the area of the star is smaller (minimisation problem).

The scatterplot matrix is a square matrix (nof × nof ) of plots each repre-
senting one objective function pair (see Fig. 3.26).
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Global Approximation

A major concern in all optimal design studies is the time required for the eval-
uation of the objective functions during the optimisation process. Although
the computers continue to improve (steadily increasing computational power),
it is still (and it will be always) important to develop proper computer pro-
grams (software) to save computation time for numerical analysis. As this
time-saving can be dramatically important, significant emphasis is placed on
investigating and developing techniques with the intent of minimising the
computational effort required for the optimal design process.

Nowadays methods based on approximation concepts (see Sect. 1.2.5) take
dominant position in the solution of complex design optimisation problems.
The physical model is substituted by another purely mathematical model
which is able to give computational results very quickly. This purely math-
ematical model is often the mathematical approximation of physical models
(called global approximation, see Sect. 1.2.5) used in engineering optimisation
when the computational effort is prohibitive.

Global approximation techniques provide several advantages, filtering of
numerical noise associated with the computation, insight on the entire design
space, detection of errors due to poor modeling (correction of poor-accuracy
analyses).

Depending on the range of its applicability, the mathematical approxima-
tion of a physical model can be classified as local (valid in the vicinity of a
design point) or global (valid in the whole design space). Local approxima-
tions are usually based on the Taylor series expansion at current point using
a function value and its first derivative. Global approximations are normally
based on the information taken in a series of points in the feasible design
space.

The construction of a global approximation relies on the sampling of the
design space at Nt locations to obtain response values for the objective func-
tions.
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The expression
y = f(x)

represents the true nature of a system model to be optimised. f is given in
terms of design variables x and responses y. The design space is defined by the
upper and lower bounds on the vector of design variables (x1, x2, . . . , xndv

).
From the Nt sampled data, approximation models are constructed to de-

scribe the response(s) as a function of the ndv design variables.
Mathematically, we have

ŷ = g(x) + ε

where ŷ are the observed response, g(x) is the approximating function and ε
represents error of approximation and/or random error. The approximating
function g(x) can be a low-order polynomial, which can be either linear or
quadratic.

The most common approximation approach is to apply the design of ex-
periments (also called response surface method, see Sect. 4.3.1), i.e. employ-
ing regression analysis to create a polynomial approximation of the physical
objective functions. This provides

– better understanding of the relationship between x and y,
– facilitated integration of commercial computer codes,
– fast analysis tools for optimisation.

Recent studies have employed the design and analysis of computer experi-
ments (DACE) [84] method for creating approximation models. The DACE
modeling methods differ from polynomial approximation because they are able
to capture multimodal trends whereas quadratic polynomials are unimodal by
definition.

A problem associated with global approximation is that it is difficult to
establish a priori the amount and the distribution of data (exact evaluations)
that must be used in developing a suitable approximation. A process of trial
and error is typically used. Research in order to provide a rational approach
to this problem is under development [109].

4.1 Global Approximation Techniques

The procedure for generating a Global approximation model involves three
main steps [230]:

– generation of training data,
– selection of the global approximation model,
– fitting of the model to the generated training data.



4.2 Training Data Generation 101

Table 4.1. Global approximation techniques

Training data generation Global approximation model Fitting

(Fractional) factorial Polynomial Least squares
regression

Central composite Splines Maximum likelihood
Orthogonal array Frequency domain Back-propagation

Uniformly distributed sequences Artificial neural networks . . .
. . . . . .

Some options for each step are shown in Table 4.1. The options listed in
Table 4.1 will be discussed briefly in the following sections. Uniformly distrib-
uted sequences and orthogonal arrays have been already discussed in detail
in Sect. 3.4.2.

4.2 Training Data Generation

A computer experiment is represented by a matrix whose n rows denote
n simulation runs and the columns denote the particular design variables
combination which refers to generated training data. Properly designed com-
puter experiments (i.e. proper generation of training data) are essential for
effective GA model description.

4.2.1 (Fractional) Factorial Designs

Important sampling methods useful to generate global approximation models
are based on factorial design [218].

Considering a full factorial design (i.e. grid, see Sects. 1.2.2, 3.4.2 and [218])
the number of variable vectors are nv

ndv for ndv design variables and nv

levels for each design variable (nv is the number of the design variables within
a feasible range, see Sects. 1.2.1 and 2.9). A full factorial design is one in
which each computer experiment includes all the possible combinations of
design variable type (ndv) and levels (nv). The reader can find comprehensive
information on factorial/fractional sampling in [218].

Fractional factorial sampling [44] can be used when the number of design
points (design variable vectors) for a full factorial sample is too large. The
reduction of the number of points is done by eliminating points from full
factorial design. This obviously can confound (i.e. alias) the effects of more
design variables. Aliased effects cannot be estimated unless all of these effects
are known independently (Sect. 3.4.2).

Central composite sampling is a two-level factorial design, augmented by n0

centre points and augmented by a two ‘star’ points positioned symmetrically
with respect to n0. If we consider a face-centred composite design 2ndv +2ndv +
n0 points are sampled.
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D-optimal design. A design is said to be D-optimal [42] if

max det(XT X) (4.1)

where X is a matrix with N rows (N is the number of computer experiments)
and ndv columns. We obtain a set of experiments that are nearly orthogonal
(see Sect. 3.4.2). The disadvantage of this procedure is that the problem (4.1)
is an optimisation problem computationally expensive.

4.2.2 Uniformly Distributed Sequences and Orthogonal Array

These kinds of samples, which have been already dealt with in Sect. 3.4.2, can
be used to generate global approximation models.

Global approximation models are often defined by minimising the least
squared error (see Sect. 4.4). This implies the estimation of an integral of the
error ∫

(ŷ(x) − y(x))2dx

by using
1
N

N∑
i=1

(ŷi(xi) − yi(xi))2

The uniformity properties of low discrepancy sequences (see Sect. 3.4.2) are
well suited for this kind of estimation and for the setup of a global approxi-
mation model by using a limited number of simulation.

4.3 Selection of the Global Approximation Model
and Fitting of the Model to the Generated Data

4.3.1 Polynomial Linear and Quadratic Interpolation

The most widely used approximation models are simple low-order polynomi-
als. The first-order (linear) approximation is adequate when little curvature
appears to exist. However, when function changes are large and significant
curvature exists, the second order (quadratic) approximation is necessary to
achieve an adequate accuracy.

Several n-dimensional linear and quadratic approximation methods are
available in commercial mathematical software packages ( Matlab, . . . ). The
polynomial parameters are usually determined using a lest squares regression
analysis to fit the response to existing data.

Given a set of Nt points (x1i, x2i, . . . , xndvi)T , i = 1, . . . , Nt in an ndv-
dimensional space we compute Nt exact evaluations
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f(x11, x12, . . . , x1ndv
)

f(x21, x22, . . . , x2ndv
)

. . . ..
f(xNt1, xNt1, . . . , xNtndv

)

The problem is to find the value of each objective function f at a certain point
x.

The major limitation of those software packages is that they require equally
spaced parameters vectors (x1i, x2i, . . . , xndvi)T , i = 1, . . . , Nt in the ndv-
dimensional space. Equally spaced point grids (see Sect. 4.2.1) are too large
for many applications. A uniform random data set or a uniformly distributed
sequence (see Sect. 3.4.2) is fundamental for the definition of base points
leading directly to the final result of good approximation (Sect. 3.4.2).

In particular cases (specified above) linear interpolation can be performed
on the basis of a set of Nt randomly spaced points defined within an ndv-
dimensional space.

Basically, the interpolation is performed by using a weighted sum method
on the simplex which contains the evaluation point. Special searches under-
taken either to find the best simplex or if the simplex does not exist (ex-
trapolation). Although the solution of the linear interpolation depends on the
predefined base points, engineering applications should not suffer from this
purely mathematical problem.

The procedure for finding the solution to the problem of the interpolation
on ndv-dimensional non-equally spaced grids is as follows:

1. Select ns base points closest to the evaluation point. A very fast search
can be done using hyper-spheres (centred on the evaluation point) with
increasing radii.

2. Investigate the ndv-dimensional grid to determine the ns + 1 points which
can be used to construct the (best) simplex which contains the evaluation
point.

3. If we are able to construct the simplex we compute

f =
ns+1∑
i=1

Vi

Vt
fi

where Vi is the hyper-volume of the simplex containing the evaluation point
and obtained by elimination of one of the ns+1 points xi, and Vt the total
hyper-volume of the simplex defined by the ns + 1 points.

The quadratic interpolation algorithm differs slightly from the linear one.
More information about the objective function(s) are needed; the minimum
number of points needed are 1 + ndv + (ndv(ndv + 1))/2 for the quadratic
approach (they are 1 + ndv for the linear case). The basic idea is to expand
in Taylor’s series the objective function(s) as

f = f0 + (∇xf)(x − x0) +
1
2
(x − x0)T (H(f))(x − x0)
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this is equivalent to find a quadric approximation function. We need ns ≥ ndv

base points to compute c1, . . . , cns
:



c1(x11)2 + · · · + cndv
(x1ndv

)2 + cndv+1x11x12 + · · · + cns−ndv−1x11+
· · · + cns−1x1ndv

+ cns
= f1

c1(x21)2 + · · · + cndv
(x2n)2 + cndv+1x21x12 + · · · + cns−ndv−1x21+

· · · + cns−1x2ndv
+ cns

= f2
· · · · · · · · ·
c1(xns1)2 + · · · + cndv

(xnsndv
)2 + cndv+1xns1xns2+

· · · + cns−ndv−1xns1 + · · · + cns−1xnsn + cns
= fns

4.4 Least Squares Regression Polynomial Approximation

Let us consider a monodimensional problem We can consider a number Nt of
exact evaluations (xi, f(xi)) i = 1, . . . , Nt. Let h0(x), . . . , hr(x) be some (r)
guessed functions of x (basis functions) and Y the set of the linear combina-
tions of h0(x), . . . , hr(x)

Y =

{
r∑

k=0

βkhk(x) : βk ∈ �
}

We are looking for an element in Y

pN (x) = β0h0(x) + β1h1(x) + . . .+ βrhr(x)

that can approximate the data set.
The parameters βk are determined through least squares regression which

minimises the sum of the squares of the deviations of predicted values from
the actual values [218].

We need to determine r + 1 coefficients βk which minimise

E2 =
Nt∑
i=1

(f(xi) −
r∑

k=0

βkhk(xi))2

In matrix form

h0(x1) h1(x1) · · · hr(x1)

...
...

. . .
...

h0(xNt
) h1(xNt

) · · · hr(xNt
)





β1
...
βr


−



f(x1)

...
f(xNt

)


 =


 e1

...
eNt


 (4.2)



4.4 Least Squares Regression Polynomial Approximation 105

i.e.
Hβ − f = e

E2 = eT · e = (Hβ − f)T (Hβ − f)

The minimum of E2 occurs when the derivative of E2 with respect to all r+1
parameters βk is null. We can write this condition as a matrix equation

∂E2

∂βk
= 0 k = 0, . . . , r

2(HT Hβ − HT f) = 0 (4.3)

so
HT Hβ − HT f = 0

or
Aβ = γ

r∑
k=0

αjkβk = γj j = 0, . . . , r

where

αjk =
Nt∑
i=1

hk(xi)hj(xi) equivalent to A = HT H

γj =
Nt∑
i=1

f(xi)hj(xi) equivalent to γ = HT f

The normal equations

Aβ = γ equivalent to HT Hβ = HT f

can be solved to find the vector of parameters β by LU decomposition [210],
which is one of the standard ways to solve a linear system.

An alternative technique involves QR decomposition of the design matrix
H. Often pN (x) is a quadratic polynomial. This type of polynomial model
has been used frequently in engineering due to its computational simplicity.
However, quadratic polynomial models may be of limited accuracy when the
response data to be modeled have multiple local extrema.

Typical polynomial functions are simple and easy to use, but even a full
quadratic polynomial requires at least 1+Nt +Nt(Nt−1)/2 exact evaluations
of the function to build approximations. This can be a large number if ndv is
big.
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4.5 Kriging Interpolating Models

In this section only an introduction to Kriging modeling is recalled. A
detailed documentation is found in [84, 218]. The Kriging model performs
an interpolation (construction of surrogate [104]) not an approximation.

The deterministic response can be modeled as a realisation of a stochastic
process y(x)

y(x) = β0 + Z(x) (4.4)

where β0 is a parameter to be estimated. The random process Z(x) is assumed
to have zero mean. The covariance matrix of Z(x) is

Cov[Z(xi), Z(xj)] = Σ2R[R(xi,xj)] (4.5)

where i, j = 1, . . . , Nt, Σ2 is the process variance, R is the correlation matrix,
and R the correlation function selected by the user.

For a smooth response a covariance function with some derivatives might
be preferred. Kriging is extremely flexible due to the wide range of correlation
functions R(w, x) which may be chosen.

In [84,218] an exponential correlation function is introduced

R(xi,xj) = exp

(
−θ

ndv∑
l=1

|xli − xlj |2
)

(4.6)

where θ is the unknown correlation parameter.
The expected value of the mean-squared error between the approximation

model ŷ(x) and the actual (physical) model y(x) is given by

E = E[(ŷ(x) − y(x))2] (4.7)

E is a function of θ that can be found using maximum likelihood estimation.
Given the data ys = {y(x1), . . . , y(xNt

)}T and considering the linear predictor

ŷ(x) = P(x)ys (4.8)

we have to minimise
E = E[(P(x)ys − y(x))2] (4.9)

In several comparative studies, Kriging has been seen to outperform splines
and never performs worse than they do.

4.6 Artificial Neural Networks

In this section only some of the basic issues of artificial neural networks are
dealt with. The interested reader may refer to [109, 113, 127] for an in-depth
documentation on these topics.
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Artificial neural networks (ANN) are a wide class of flexible non-linear
regression approximation models.

ANNs were inspired by the data-processing characteristics that are typical
of the brain. Similarities between biological and artificial systems are at least
superficial. The only common feature is the attempt to simulate biological
nervous systems by combining many simple computing elements (neurons)
into a highly interconnected system.

ANNs rarely have more than a few hundred or a few thousand neurons,
while the human brain has about one hundred billion neurons.

ANNs learn from experience. They are data-driven self-adaptive methods
in that there are reduced a priori assumptions on the ANN structure.

Many ANNs models are similar or identical to well-known statistical
techniques such as generalised linear models, polynomial regression, non-
parametric regression [109].

4.6.1 Multi-layer Perceptron Neural Network

The multi-layer perceptron model (feedforward, back-propagating neural net-
work) is the most widely used artificial neural network (ANN) architecture.
This model finds application mainly as a function approximation tool; a
trained ANN provides a mapping between some input x ∈ �ndv and output
y ∈ �nof . The multi-layer perceptron neural network is able to model a com-
plex non-linear function with an arbitrary degree of accuracy. The multi-layer
perceptron neural networks are general-purpose, flexible, non-linear models
that can be used when the designer has little knowledge about the form of the
relationship between the independent and dependent variables. A multi-layer
perceptron neural network consists of a set of processing units (neurons) con-
nected to each other over a large number of (weighted) lines (Fig. 4.1). Each
neuron receives input from other neurons or external sources and computes an
output signal. Neuron can be considered as multiple linear regression models
with a non-linear (sigmoidal) transformation function. The complexity of the
network can be varied by changing the number of hidden neurons and the
number of hidden layers. For this reason multi-layer perceptron neural net-
works are especially valuable; the designer can easily vary the complexity of
the model.

Usually, in order to approximate globally non-linear functions, multi-layer
networks have been employed. Each layer consists of units which receive input
from the layer directly below and send their output to units in layer directly
above (without connections skipping one layer).

The first layer is the input layer in which external information is received.
The last is an output layer. The input layer and the output layer are separated
by one or more intermediate layers called hidden layers. The data processing
can extend over multiple layers of neurons but the data flow from input to
output is strictly feed-forward without feedback.
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Fig. 4.1. A three-layer multi-layer perceptron neural network (zoom on an artificial
neuron)

The total input ii of the neuron i is given by the weighted sum of the
output (aj) of the units connected plus a bias (offset) term (ϑ)

ii =
∑

j

wij aj + ϑi (4.10)

with wij the weight for the jth input.
The function which gives the effect of the total input ii on the activation

ai of the neuron is a non-decreasing function of the total input

ai = F (ii) = F


∑

j

wijaj + θi


 (4.11)

Generally, a sigmoid function (Fig. 4.2) is introduced

F (ii) =
1

1 + e−ii s
(4.12)

s is the slope of the curve in the origin ii = 0. Alternatively, a hyperbolic
tangent function can be used (Fig. 4.2):

F (ii) = tanh(sii) (4.13)

The main advantage of these functions is their ability to handle both large
and small input signals. The slope (s) is representative of the available gain.

Back-propagation

A multi-layer perceptron neural network has to be configured in order to
obtain the desired output by exploiting a set of input data. The network
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Fig. 4.2. Sigmoid and hyperbolic tangent activation function

is ‘trained’ by exploiting input data. The training is performed by chang-
ing the weights wij and the offsets θi according to some fitting rules. The
method employed for multi-layer perceptron neural networks is often called
back-propagation learning rule [127]. The central idea is that the errors of the
neurons of the hidden layers are determined by back-propagating the errors
from the output layer.

The sum of squared errors E2 is given by

E2 =
1
2

No∑
i=1

(ei)2 (4.14)

where ei is the error at the ith neuron of the output layer and No is the
number of output neurons. Let yi be the output at the ith neuron and ŷi the
expected value of this neuron from the input data, the error ei is determined
as

ei = ŷi − yi (4.15)

The weights and offsets are changed according to
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∆wij = −γ ∂E
2

∂wij
∆ θi = −γ ∂E

2

∂θi
(4.16)

where
∂E2

∂wij
=
∂E2

∂ii

∂ii
∂wij

∂E2

∂θi
=
∂E2

∂ii

∂ii
∂θi

(4.17)

∂ii
∂wij

= aj
∂ii
∂θi

= 1 (4.18)

Defining

δi = −∂E
2

∂ii
(4.19)

The training rule is based on the steepest descent along the gradient of the
error surface

∆wij = γ δi aj ∆ θi = γ δi (4.20)

The iterative procedure for evaluating the δi is called back-propagation
algorithm. The partial derivatives (4.19) can be rewritten as

δi = −∂E
2

∂ii
= −∂E

2

∂ai

∂ai

∂ii
(4.21)

Using (4.11)
∂ai

∂ii
= F ′(ii) (4.22)

F ′(ii) is the derivative of the activation function of the ith neuron with respect
to the input ii. In order to evaluate the first term of the expression (4.21), we
consider two different situations.

Assuming that the ith neuron is an output unit

∂E2

∂ai
= −(ŷi − yi) (4.23)

Substituting in (4.21) and considering (4.22) we can write

δi = (ŷi − yi)F ′
i (ii) (4.24)

Assuming that the ith neuron belongs to a hidden layer

∂E2

∂ai
=

No∑
h=1

∂E2

∂ih

∂ih
∂ai

=
No∑
h=1

∂E2

∂ih

∂

∂ai

Nh∑
k=1

whkak =
No∑
h=1

∂E2

∂ih
whi = −

No∑
h=1

δhwhi

(4.25)
whereNh is the number of neurons connected to the neuron h and substituting
in (4.21) and considering (4.22) we obtain

δi = F ′(ii)
No∑
h=1

δhwhi (4.26)
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The expressions (4.24) and (4.26) give an iterative procedure to evaluate δ for
every unit into the network.

The back-propagation training method is quite slow, requiring the user
to set various algorithmic parameters (i.e. γ) by trial and error. Fortunately,
the training can be easily completed using the general purpose non-linear
optimisation algorithms described in the previous chapters.

A trained multi-layer perceptron neural network can be used in lieu of the
physical model of the system for optimisation purposes (global approxima-
tion).

Any well-trained ANN has the ability to approximate (and even to extrap-
olate) the output of the original model. The training process has to be stopped
before the generalization error becomes too important (overtraining) [109].

A cross-validation procedure can be introduced in order to reduce this
problem. The set of exact evaluations is split into two subsets, a training set
(85–90%) and a validation set (10–15%). Only the bigger set (training set) is
used for training. The training process is completed when the validation error
(error computed on the validation set) stops decreasing.

Design of a Multi-layer Perceptron Neural Network

Design of a multi-layer perceptron neural network is an important yet
difficult task. The number of hidden layers and the number of neurons in
each hidden layer are determined by the output data of the model that the
ANN is supposed to represent. Unfortunately, no general rule exists to guide
the choice a priori.

Theoretical work in ANN has shown that a single hidden layer is suffi-
cient to approximate any complex non-linear function to any desired degree
of accuracy as long as enough hidden nodes are used [36].

It is important to notice that ANN representations are not unique, and
there may be several different structures that can closely represent the actual
output of the original model.

Although a network with one hidden layer is a universal approximator,
there exist various applications in which more than one hidden layer can
be useful. Sometimes a highly non-linear function can be approximated with
fewer weights when multiple hidden layers are used [258].

Experimentation with a pilot sample is often used to find the appropriate
numbers of hidden neurons. If the multi-layer perceptron network architecture
is large enough, a multi-layer perceptron neural network can be a nearly uni-
versal approximator. Approximation results (see, e.g. [12, 36, 118]) show that
virtually any real function of interest in �k can be appropriately approximated
by one-hidden-layer sigmoidal neural networks.
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Recently, techniques have been developed to determine optimal1 network
structures for a given problem. Network growing (adding hidden neurons start-
ing with a small ANN) and pruning (deleting nodes starting with an oversized
ANN) are the actions that are used for obtaining the optimal network.

4.6.2 Radial Basis Function Neural Network

An obvious disadvantage of multi-layer perceptron neural networks (MLPNN)
is that they are genuine non-linear in the parameters (see Sect. 4.6.1). Fitting
must be based on non-linear optimisation techniques and the parameters esti-
mate (weights, offsets) may be trapped at a local minimum during the fitting
procedure.

An efficient alternative to MLPNN is the radial basis function neural net-
work (RBFNN) [27]. The original RBFNN method requires that there must
be as many RBFNN centres as the training data points.

The construction of an RBFNN involves three layers with different roles
[20, 26, 209]. The input layer is made up of source nodes that connect the
network to its environment. The second layer, the only hidden layer in the
network, applies a non-linear transformation from the input space to the hid-
den space (see Fig. 4.3); the hidden space in actual applications is often of
high dimensionality. The output layer is linear.

In the case of a scalar output the model can be expressed by

f̂(x,w) =
r∑

i=1

hi(x)wi

hi(x) = φ


ndv∑

j=1

(xj − cij)2/(σij)2


 (4.27)

where φ is the basis function, every hidden unit transfer function hi(x), i =
1, . . . , r depends only on the scaled distance between the input x and a centre
ci scaled by a spread parameter σi [26] (the meaning of centre and spread
will be explained in the following). These parameters (ci and σi) are to be
tuned for every hi,

The most widely used basis functions hi (Fig. 4.4) are respectively the
Gaussian basis functions:

hi(x) = exp


−

ndv∑
j=1

(xj − cij)2/(σji)2


 (4.28)

and thin plate spline function [136]:
1 An ANN structure is optimal if it minimises the number of hidden layers and the

number of neurons without compromising the representation of the output of the
original (physical) model
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Fig. 4.3. The traditional radial basis function neural network for multiple inputs
and one output
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Fig. 4.4. The most frequently used basis functions for RBFNN.
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ρ =


ndv∑

j=1

(xj − cij)2/(σji)2




1/2

hi(x) = ρ2 log(ρ) (4.29)

As pointed out in [20], the choice of centres which determines the number of
free parameters is of crucial importance. Too few centres in the network may
not be capable of generating a good approximation to the target function;
on the other hand, too many centres may fit misleading variations due to
noise in the data. This is the bias variance dilemma typical of this type of
problems [77].

In [172] unsupervised clustering of the training data were used to generate
the centres, but no control was provided over the output data.

A better direct approach is selecting a subset of centres from a larger
set which would overfit the data. This is the approach adopted in [26], where
centres are added in an RBFNN one at a time until a sufficient approximation
is obtained. In this method the training data are used as candidate centres.
An approach is to reduce complexity of the global approximation model f̂ (in
order to avoid overfitting problems) by adding a complexity penalty term to
the mean-squared error to be minimised:

min
1
Nt

(
Nt∑
i=1

(
yi − f̂(xi,w)

)2

+ λrwT w

)
(4.30)

where λr is known as regularisation parameter, r the number of hidden units
and w = {w1, . . . , wr}T are the weights. This function is called cost function
and the extra penalty term discourages large weights and prevents overfitting
[83,248]. Equation (4.30) is quadratic in the weight vector and it has a unique
minimum2 at

w = (HT H + λrIr)−1HT y (4.32)

where Ir is an identity r× r matrix and H is the design matrix defined in Eq.
(4.2). We can obtain the sum of squared errors at the optimal weights

2 By using the notation used in Eq. (4.2), the approximating function can be written
in matrix form

f̂(xi,w) = HT w

so Eq. (4.30) becomes

Ê =
1

Nt
[(y − Hw)T (y − Hw) + λrw

T w]

by setting

∂Ê

∂wi
= 0

we have (see Eq. (4.3))
(HT H + λrIr)w = HT y (4.31)
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Ê =
1
Nt

yT P2y (4.33)

where
P = Ip − H(HT H + λrIr)−1HT (4.34)

P is called projection matrix [212]. The effective number of free parameters,
playing a crucial role in determining model complexity, is given by [172]

γ = ndv − trace(P) = r − λr trace((HT H + λrIr)−1) (4.35)

The parameter λr can be chosen according to different criteria. The most
common is the minimisation of generalised cross-validation (GCV) error esti-
mate [98]:

ε2GCV =
n2

dv

(ndv − γ)2
yT P2y
ndv

(4.36)

RBFNN tend to require large train data set, especially in multidimensional
spaces. The RBFNN can be viewed as a non-linear regression model, the
weights can be estimated by any non-linear least squares method, although
this would yield a vastly over–paremetrised model if every observation was
used as an RBF centre. For this reason the generated training data can be
clustered.

The method used in the applications reported in Part II of this book
[128, 129, 189], determines the centre positions and the sizes of the radial
basis functions (RBFs) hi(x) by employing the hyper-rectangular subdivisions
imposed by a regression tree [19, 72]. The first stage is to generate a decision
tree (Fig. 4.5). The root node is the smallest hyper-rectangle that includes all
of the generated training data. Its size (half-width) sj and centre cj in each
dimension j are
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Fig. 4.5. An example of decision tree



116 4 Global Approximation

sj = 1
2 (maxi∈S(xij) − mini∈S(xij))

cj = 1
2 (maxi∈S(xij) + mini∈S(xij))

(4.37)

where S = {1, 2, . . . , Nt} is the set of training indices. A bifurcation of the
root node divides the training samples into left and right subsets, SL and SR,
with a boundary in one of the dimension j such that

SL = {i : xij ≤ ζ}
SR = {i : xij > ζ}

(4.38)

where 0 < ζ < 1, x ∈ [0, 1]ndv (xi is normalised, see Sect. 3.4.2). The mean
output of both sides of the bifurcation is

ȳL = 1
nL

∑
i∈SL

yi

ȳR = 1
nR

∑
i∈SR

yi
(4.39)

where nL and nR are the number of samples in each subset. The residual
square error between global approximation model and training data is then

E(ζ) =
1
Nt

(∑
i∈SL

(yi − ȳL)2 +
∑
i∈SR

(yi − ȳR)2
)

(4.40)

The bifurcation which minimises E(ζ) over all possible choices of ζ is used to
create the children of the root node and is found by a simple discrete search
over ndv dimensions and Nt cases. The children of the root node is then split
recursively in the same manner. The process terminates when all remaining
bifurcations would create children containing fewer than Nmin samples, where
Nmin is a parameter to be defined. The regression tree is used to generate
potential RBFNN centres and spreads. Each hyper-rectangle of the regression

x 2

x1

0 

1 

0 1 

Fig. 4.6. The decomposed space in [0, 1]2 obtained by the decision tree reported in
Fig. 4.5
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tree defines a RBF centre cj which is the hyper-rectangle centre itself (see
Fig. 4.6). The spread is defined by the size sj of the hyper-rectangle, scaled
by a parameter αRBF so that σij = αRBF sij . This parameter αRBF must be
optimised during the network training procedure using the GCV prediction
error. In the network there is no bias, since the root node of the regression
tree acts as a bias.

Each collection of RBFNNs (one for each combination of trial values of
αRBF ) forms a set of candidate RBFNNs from which a subset is selected to
create a network. The network with the lowest prediction error (4.36) is the
preferred global approximation model. RBFNN centres and spreads generated
by the regression tree are selected and added to the network iteratively. At
each step the candidate which most decreases the sum of squared errors and
has not been selected before, is chosen to be added to the network. Initially,
the predicted error decreases but as the network becomes larger its complex-
ity increases and begins to overfit data. When the GCV error (4.36) starts
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Fig. 4.7. Flow chart of RBFNN parameter definition using regression trees
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to increase, the algorithm stops to add centres. As an additional safeguard
against overfitting, the method uses the cost function (4.30) and the regular-
isation parameter λr is re-estimated between each iteration. Figure 4.7 shows
the RBFNN parameters determination procedure. Efficient computation is
based on Graham–Smith orthogonalisation [26] that allows fast and efficient
computation of inverse matrix.



Part II

Applications



5

Optimal Ride Comfort and Active Safety
of Road Vehicles

A basic study on the optimisation of the ride comfort and active safety of
road vehicles is presented1. Both passively and actively suspended vehicles
are considered. The optimisation of vehicle design variables is performed on
the basis of multi-objective programming (MOP) (see Sect. 2.10). Simple ana-
lytical formulae for the estimation of ride comfort and active safety of vehicles
are derived; these analytical formulae are used in conjunction with MOP to
find symbolically (whenever possible) the optimal suspension design variables
ensuring the best compromise among discomfort (i.e. the standard deviation
of the vehicle body vertical acceleration), road holding (i.e. the standard de-
viation of the vertical force applied between tyre and road) and body–wheel
working space (i.e. the standard deviation of the relative displacement between
wheel and vehicle body).

In the literature a number of papers exist dealing with the problem of de-
riving simple analytical formulae for the estimation of the dynamic response
of road vehicles subject to random excitations generated by road irregular-
ity [25,120,137,140,176,247]. In each of the cited papers the derived formulae
refer to a very simple power spectral density of the road irregularity (of the
form 1/ω2 [47]). Here a more complex power spectral density (of the form
1/(ω2 + ω2

c )) is used which estimates more accurately the amplitudes of the
road irregularity at low excitation frequencies. The analyses made in litera-
ture [120, 167, 227] were generally based on purely numerical computations
(in contrast with analytical ones), even when dealing with very simple vehicle
system models. The results were correct, but authors do think that could be
useful to present analytical solutions whenever possible.

With reference to wheel and body vibrations, a number of authors have
dealt with the problem of deriving basic concepts useful for road vehicle sus-
pension tuning [25, 41, 46, 78, 82, 90, 91, 137, 141, 167, 173, 227, 247]. Many im-
portant relationships have been highlighted among vehicle suspension design
1The complete and exhaustive documentation on the topics that are dealt with in

this chapter can be found in [90,91]
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variables and suspension objective functions (i.e. performance indices). How-
ever, it seems that an ultimate general theory was not derived. This was
mainly due to the fact that a theoretical definition of what is the best com-
promise among conflicting objective functions was not explicitly introduced
and properly exploited. Another limitation was that authors resorted often
to numerical simulations even when dealing with simple models. Referring to
the tuning of gains of actively suspended vehicles, analytical formulae seem to
have been derived only for the simple 1 d.o.f. system model (results reported
in [16,124]), establishing the well-known ‘sky-hook’ control strategy.

In this chapter a comprehensive general theory is exposed [90,91] by deriv-
ing analytical formulae defining the optimal relationship among vehicle sus-
pension design variables and suspension objective functions. The derivation of
these analytical formulae has been made possible by exploiting multi-objective
programming (MOP) (Sect. 2.10).

In the first section, analytical formulae describing the motions of passively
suspended road vehicles on rough road are derived. These formulae are used
in the second section for deriving, by means of multi-objective programming,
the optimal tuning of the vehicle suspension design variables.

In the third section the dynamic behaviour of actively suspended road
vehicles is presented. Analytical formulae are derived for the description of the
dynamical behaviour of actively suspended vehicles running on rough road.

These formulae are used in the fourth section where an attempt is made
to define (in analytical form) the fundamental optimal relationships among
vehicle suspension design variables and vehicle objective functions.

5.1 System Model of a Passively Suspended Vehicle

5.1.1 Equations of Motion and Response to Stochastic Excitation

The quarter car system model of a passively suspended road vehicle is shown
in Fig. 5.1. The mass m1 represents approximately the mass of the wheel plus
part of the mass of the suspension arms, m2 represents approximately one
fourth of the body mass (m2 could be computed more precisely taking into
account the position of the centre of gravity along the wheelbase, as shown
in [227,247]). k2 represents the suspension stiffness, r2 the suspension damping
and k1 the tyre radial stiffness. The excitation comes from the road irregu-
larity ξ. The model is generally reputed sufficiently accurate for capturing
the essential features related to discomfort, road holding and working space
(see [227]). The linear equations of motions pertaining to the system model
are

m1z̈1 − r2 (ż2 − ż1) − k2 (z2 − z1) + k1 (z1 − ξ) = 0
m2z̈2 + r2 (ż2 − ż1) + k2 (z2 − z1) = 0 (5.1)

The responses of the vehicle model are respectively the vertical vehicle body
acceleration (z̈2), the force applied between road and wheel (Fz1), the relative
displacement between wheel and vehicle body (z2 − z1).
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Fig. 5.1. Quarter car vehicle model

The discomfort is evaluated by computing the standard deviation of the
vertical vehicle body acceleration (σz̈2). The higher the standard deviation,
the higher is the discomfort. This approach seems to be providing very good
correlation with subjective ride comfort ratings [120,231].

The standard deviation of the tyre radial force (σFz1
) is related to road

holding. The variation of tyre radial force can lead to a loss of contact with
the ground and poor handling ability [120].

The standard deviation of the relative displacement between wheel and
vehicle body (σz2−z1), i.e. the working space, is related to design and packaging
constraints, as well as to wheel lateral vibrations. Road holding and working
space are strictly related to active safety.

Discomfort (σz̈2), road holding (σFz
) and working space (σz2−z1) are the

objective functions to which reference will be made in the chapter.
The transfer function [88] between the displacement ξ and z1 is given by

Z1(jω) =
k1(k2 + jr2ω −m2ω

2)
D(jω)

(5.2)

D(jω) = k1k2 + jk1r2ω − (k2m1 + k1m2 + k2m2)ω2+
−jr2(m1 +m2)ω3 +m1m2ω

4

The transfer function between the imposed displacement ξ and z2 reads

Z2(jω) =
k1(k2 + jr2ω)
D(jω)

(5.3)

The transfer function between ξ and z̈2 is

H1(jω) = −ω2Z2(jω) (5.4)
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The transfer function between ξ and Fz1 is

H2(jω) = k1
(
1 − Z1(jω)

)
(5.5)

The transfer function between ξ and z2 − z1 is

H3(jω) = Z2(jω) − Z1(jω) (5.6)

The displacement ξ (road irregularity) may be represented by a random vari-
able defined by a stationary and ergodic stochastic process with zero mean
value [47,123]. The power spectral density (PSD) of the process may be deter-
mined on the basis of experimental measurements and in the literature there
are many different formulations for it (e.g. see [47] and [167]).

In the present chapter two PSDs have been considered

PSDξ 1(ω) =
Ab v

ω2
(5.7)

PSDξ 2(ω) =
Av ωc

ωc
2 + ω2

(5.8)

where ωc = a v. The value of the coefficient a (rad/m) depends on the shape
of the road irregularity spectrum.

In a log–log scaled plot (abscissa ω), the spectrum of Eq. (5.7) takes the
shape of a line sloped at rate−2. The simple expression (5.7) approximates
various roads with different degrees of accuracy. It generally overestimates the
amplitudes of the irregularity at low frequency. In the following, Eq. (5.7) will
be indicated as one-slope power spectral density (1S-PSD).

A better correlation with measured spectra can be obtained by resorting to
more complex spectra as suggested in [47]. Equation (5.8) has been reported
in [167, 250]. In a log–log scaled plot (abscissa ω) Eq. (5.8) takes the shape
of a two-slope curve, thus reference will be made by the acronym 2S-PSD.
Reference values for the parameters Ab and Av are given in [90].

The PSD, PSDl, of the output of an asymptotically stable system can be
computed as (see, e.g. [176])

PSDl(ω) = |Hl(jω)|2 PSDξ q(ω) l = 1, . . . , 3 q = 1, 2 (5.9)

for l = 1, PSDl represents the PSD of the vertical acceleration of the vehicle
body, for l = 2, PSDl represents the PSD of the vertical force applied between
tyre and road, and for l = 3, PSDl represents the PSD of the relative displace-
ment between wheel and vehicle body, the index q = 1 refers to the 1S-PSD
and the index q = 2 refers to the 2S-PSD.

5.1.2 Derivation of Standard Deviations in Analytical Form

By definition (see [176]) the variance of a random variable described by a
stationary and ergodic stochastic process is
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σ2
l =

1
2π

∫ +∞

−∞
PSDl(ω)dω (5.10)

In [180] it is shown that an analytical solution exists for σ2
l if PSDl can be

written as

PSDl =
Nk−1(jω)Nk−1(−jω)
Dk(jω)Dk(−jω)

(5.11)

where Dk is a polynomial of degree k, and Nk−1 is a polynomial of degree
k−1 (k ≥ 1). By inspection of Eqs. (5.4)–(5.9) one may understand that PSDl

can be written as in Eq. (5.11); in fact, for example, considering the vertical
acceleration of the vehicle body (z̈2), and being from Eq. (5.9)

PSDξ q(ω) = |H1(jω)|2 PSDξ q(jω) q = 1, 2

and being

|H1(jω)|2 = H1(jω)H1(−jω)

and, for q = 1

PSDξ 1(ω) =
Ab v

ω2
→ PSDξ 1(jω) = Ab v

1
jω

1
−jω

and, for q = 2

PSDξ 2(ω) =
Av ωc

ωc
2 + ω2

→ PSDξ 2(jω) = Av ωc
1

ωc + jω
1

ωc − jω

the following expressions for Nk−1(jω)/Dk(jω) can be obtained for q= 1 (1S-
PSD), k = 4 (see Eqs. (5.3), (5.4))

N2(jω)
D4(jω)

= (Abv)
1
2 (k1j)ω(k2 + r2jω)/[k1k2 + jk1r2ω − (k2m1 + k1m2

+k2m2)ω2 + (−jr2)(m1 +m2)ω3 +m1m2ω
4] (5.12)

for q = 2, (2S-PSD), k = 5 (see Eqs. (5.3) and (5.4))

N3(jω)
D5(jω)

= (Av ωc)
1
2 (−k1ω2(k2 + r2jω))/[k1k2 + jk1r2ω − (k2m1 + k1m2 +

k2m2)ω2 + (−jr2)(m1 +m2)ω3 +m1m2ω
4]/(jω + ωc) (5.13)

It is important to notice that PSDl can be written as in Eq. (5.11) if PSDξ q(jω)
can be expressed as

PSDξ q(jω) =
Nξ(jω)Nξ(−jω)
Dξ(jω)Dξ(−jω)
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This occurrence has been firstly exploited in [247], with reference to the simple
1S-PSD (q = 1). The more refined 2S-PSD (q = 2) has been used in this
chapter [90].

The analytical formulae presented in the following subsections have been
derived by means of the analytical solutions of the integral (5.10) introduced
in [180] and reported in Appendix 5.6.

Formulae Referring to the 1S-PSD (Eq. (5.7))

The analytical formulae giving the discomfort, road holding and working space
are reported. They have been obtained by solving analytically Eq. (5.10) (1S-
PSD).

– Variance of the vehicle body acceleration z̈2 (square of σz̈2)

σ2
z̈2

= 1/2Abv σ
2
z̈2

(5.14)

σ2
z̈2

=
1
m2

2

(
(m2 +m1)k2

2

r2
+ k1r2

)
(5.15)

– Variance of the force acting between road and wheel Fz (square of σFz
)

σ2
Fz

= 1/2Ab v σ
2
Fz

(5.16)

σ2
Fz

= (m2 +m1)2 (P ) (5.17)

P =

(
(m2 +m1)k2

2

m2
2r2

− 2k1k2m1

m2r2(m2 +m1)
+

k2
1m1

r2(m2 +m1)
2 +

k1r2
m2

2

)

– Variance of the relative displacement between wheel and vehicle body z2−
z1 (square of σz2−z1)

σ2
z2−z1

= 1/2Ab v σ
2
z2−z1

(5.18)

σ2
z2−z1

=
m2 +m1

r2
(5.19)

These formulae were already derived and presented in [25,88,137,247].
Figure 5.2 shows respectively the discomfort (σz̈2), road holding (σFz)

and working space (σz2−z1) as function of the vehicle speed (v) considering
the reference vehicle.
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Fig. 5.2. Discomfort (σz̈2), road holding (σFz), working space (σz2−z1) as function
of the vehicle speed. Data of the reference vehicle in Table 5.1, running condition
data in Table 5.2

Table 5.1. Data of the reference road vehicle taken into consideration

Design variable Reference value Lower and upper bounda

m2r (kg) 229 114–458
m1r (kg) 31 15–62
k1r (N/m) 120,000 60,000–240,000
k2r (N/m) 20,000 10,000–40,000
r2r (Ns/m) 1,200 600–2,400

aLower and upper bounds refer to design variables sensitivity analysis

Table 5.2. Data of the road roughness taken into consideration

Parameter Reference value

Ab (m) 1.4E−5
a = ωc/v (rad/m) 0.4

Av (m2) 3.5E−5

Formulae Referring to the 2S-PSD (Eq. (5.8))

The analytical formulae giving the discomfort, road holding and working space
are reported. They have been obtained by solving analytically Eq. (5.10) (2S-
PSD).
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– Variance of the vehicle body acceleration z̈2 (square of σz̈2)

σ2
z̈2 = crv

k2
1r2

2(k2 + r2ωc + m2ω
2
c ) + k1k

2
2((m1 + m2)(k2 + r2ωc) + m1m2ω

2
c )

(m2
2r2(DS))

(5.20)

where

DS = k1k2+k1r2ωc+k2(m1+m2)ω2
c +k1m2ω

2
c +(m1+m2)r2ω3

c +m1m2ω
4
c

ωc = a v

crv = 1/2Av a v

– Variance of the force acting between road and wheel Fz (square of σFz
)

σ2
Fz

= crv
A2S +B2S + C2S

k2
1m

2
2r

2
2(DS)

(5.21)

where

A2S = k4
1(m1 +m2)r2(−2k2m1m2 +m1r

2
2 +m2r

2
2)(k2 + r2ωc +m2ω

2
c )

B2S = k3
1k

2
2(m1 +m2)2r2(k2m1 + k2m2 +m1r2ωc +m2r2ωc +m1m2ω

2
c )

C2S = k4
1m1m

2
2r2(k1k2 + k1r2ωc + k1m2ω

2
c + k2m2ω

2
c +m2r2ω

3
c )

– Variance of the relative displacement between wheel and vehicle body z2−
z1 (square of σz2−z1)

σ2
z2−z1

= crv
k1(k2m1 + k2m2 +m1r2ωc +m2r2ωc +m1m2ω

2
c )

r2(DS)
(5.22)

The main difference between the formulae referring to the 1S-PSD ((5.14)–
(5.19)) and those referring to 2S-PSD ((5.20)–(5.22)) is that in the first for-
mulae the running condition parameters Ab and v are always not mixed with
system model parameters (m1,m2, k1, k2, r2). The opposite occurs for 2S-PSD
formulae in which running conditions parameters ωc, crv are mixed with model
parameters (m1,m2, k1, k2, r2).

This implies that for 1S-PSD excitation, the minima of σz̈2 , σFz
, σz2−z1 (as

function of the suspension parameters) do not depend on running conditions
(Ab, v).

5.1.3 Parameter Sensitivity Analysis

The dynamic response of the road vehicle system model in Fig. 5.1 is analysed
on the basis of Eqs. (5.14), (5.16), (5.18) and (5.20), (5.21), (5.22). A typical
small-size sports car is taken into consideration (vehicle data in Table 5.1). All
graphical results in the chapter refer to this vehicle, thus they do not have a
general meaning and might be even qualitatively inaccurate for another (quite
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different) vehicle. However, the formulae derived in the previous paragraph
do have a general meaning and can be used for simulating the comfort, road
holding and working space of every road vehicle that could be modeled as in
Fig. 5.1.

The results of the parameter sensitivity analysis are shown in Figs. 5.3,
5.4 and 5.5.
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Fig. 5.3. σz̈2/σz̈2 r: non-dimensional standard deviation of the vertical body accel-
eration as function of model parameters. Data of the reference vehicle in Table 5.1,
running condition data in Table 5.2. Each diagram has been obtained by varying one
single parameter, the other ones being constant and equal to those of the reference
vehicle

The parameters are varied within wide ranges. The data are presented in
non-dimensional form, i.e. the standard deviation of interest σj is divided by
the corresponding one (σjr) computed by considering the parameters at their
reference values reported in Table 5.1, i.e.

σz̈2 r = σz̈2(m1r,m2r, k1r, k2r, r2r) (5.23)

σFz r = σFz(m1r,m2r, k1r, k2r, r2r) (5.24)
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Fig. 5.4. σFz/σFz r: non-dimensional standard deviation of road holding as function
of model parameters. Data of the reference vehicle in Table 5.1, running condition
data in Table 5.2. Each diagram has been obtained by varying one single parameter,
the other ones being constant and equal to those of the reference vehicle

σz2−z1 r = σz2−z1(m1r,m2r, k1r, k2r, r2r) (5.25)

The non-dimensional standard deviations given by Eqs. (5.14), (5.16), (5.18)
do not depend on vehicle speed. The opposite occurs for the non-dimensional
standard deviations derived from Eqs. (5.20)–(5.22) referring to excitation
given by 2S-PSD (Eq. (5.8)). For this reason these non-dimensional standard
deviations are analysed at two different vehicle speeds, low speed (10 m/s)
and high speed (50 m/s).

Standard Deviation of the Vertical Body Acceleration
(Discomfort)

By inspection of Fig. 5.3 one may notice that

– the tyre radial stiffness k1 influences significantly σz̈2 (the influence is
stronger at high speed considering the 2S-PSD),

– σz̈2 increases with the suspension stiffness k2,
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Fig. 5.5. σz2−z1/σz2−z1 r: non-dimensional standard deviation of working space as
function of model parameters. Data of the reference vehicle in Table 5.1, running
condition data in Table 5.2. Each diagram has been obtained by varying one single
parameter, the other ones being constant and equal to those of the reference vehicle

– σz̈2 does not depend significantly on the wheel mass m1,
– σz̈2 depends strongly on the vehicle body mass m2,
– the suspension damping r2 has influence on the standard deviation σz̈2 .

Some of the above considerations can be derived by inspection of Eq. (5.14)
or (5.20).

Standard Deviation of the Vertical Force (Road Holding)

Figure 5.4 shows that

– σFz depends linearly on the tyre stiffness k1,
– σFz increases with the suspension stiffness k2 (almost the opposite occurs

at high speed considering the 2S-PSD),
– σFz increases with the wheel mass m1,
– σFz does not depend significantly on the vehicle body mass m2,
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– the suspension damping r2 has significant influence on the standard devi-
ation σFz.

Some of the above considerations can be derived by inspection of Eq. (5.16)
or (5.21).

Standard Deviation of the Relative Displacement Wheel
and Vehicle Body (Working Space)

By inspection of Fig. 5.5, one may notice that

– σz2−z1 is not influenced by k1 and k2 for the 1S-PSD excitation,
– the remarkable influence of m2 on σz2−z1 is less important at high speed

for the 2S-PSD excitation,
– σz2−z1 is strongly influenced by the suspension damping.

The above considerations can be derived by inspection of Eq. (5.18) or (5.22).

5.2 Passively Suspended Vehicle System Optimisation

5.2.1 Problem Formulation

Here the main issues of the solution of the MOP (Sect. 2.10) problem of a
vehicle running on rough road are given. Let us consider a system model as
the one depicted in Fig. 5.1. The relevant objective functions (i.e. performance
indices) of the system are as shown in the previous sections, discomfort, road
holding, working space. These objective functions are conflicting, i.e. improv-
ing one of them implies at least worsening another one. Usually designers are
interested in finding the best compromise among these objective functions by
varying the system’s model design variables (e.g. suspension stiffness k2 and
damping r2).

Finding the best compromise implies, in our case, the contemporary min-
imisation of the objective functions. So a vector composed of many objective
functions has to be minimised.

5.2.2 Optimal Performances and Suspension Design Variables

The mathematical procedure described in 3.7.1 has been used to optimise the
design variables of the suspension of a road vehicle described by the simple
system model in Fig. 5.1.

The design variables to be optimised are the stiffness k2 and the damping
r2 of the suspension and the tyre radial stiffness k1, the objective functions
are σz̈2 (discomfort), σFz

(road holding) and σz2−z1 (working space).
By analysing the expressions given by Eqs. (5.14) and (5.16) one can notice

that both σz̈2 and σFz
increase monotonically with k1 (if reasonable variations
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for the suspension design variables are considered) and σz2−z1 depends only
on r2. For this couple of reasons, the problem can be simplified by considering
only two design variables, k2 and r2. The first result is that in any case the
tyre radial stiffness k1 has to be kept at the lower bound of the admissible
range.

The following paragraphs describe in detail the derivation of the Pareto-
optimal set for different combinations of objective functions.

Suspension Design Variables for Optimal σz̈2 ,σFz
(1S-PSD)

By applying the procedure based on the constraints method presented in
Sect. 3.7.1 we find the suspension setting for optimal σz̈2 − σFz

.
We consider two design variables (k1 is kept at the minimum)

– k2 suspension stiffness,
– r2 damping constant.

The objective functions are

– σz̈2 : discomfort (Eq. (5.15)),
– σFz

: road holding (Eq. (5.17)).

Solving Eq. (5.15) with respect to k2, a function of r2 and σ2
z̈2

is obtained:

k2 =

√
σ2

z̈2
m2

2r2

(m1 +m2)
− k1r22

(m1 +m2)
(5.26)

By substituting k2 in Eq. (5.17), σ2
Fz

can be expressed as

σ2
Fz

= (m1 +m2)2
(
σ2

z̈2
+

k2
1m1

r2(m1 +m2)2
− 2k1m1

m2r2(m1 +m2)
(SS)

)
(5.27)

(SS) =

√
σ2

z̈2
m2

2r2

(m1 +m2)
− k1r22

(m1 +m2)

We now compute the minimum of Eq. (5.27) by setting to zero the first deriv-
ative with respect to r2

d σFz

d r2
= 0 → r2 =

k2
1m

2
2σ

2
z̈2

m2
2(σ

2
z̈2

)2(m1 +m2) + k3
1

(5.28)

By substituting r2 in Eq. (5.27), the relationship between optimal σz̈2 and
optimal σFz

can be obtained (see Fig. 5.6)

σ∗2
Fz

= m2(m1 +m2)σ∗
2
z̈2

+ m1k3
1

m2
2σ∗2

z̈2

2
√

m1k3
1(m1+m2)

m2
< σ∗2

Fz
<∞,

√
m1k3

1
(m1+m2)m3

2
> σ∗2

z̈2
> 0

(5.29)
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The corresponding expression in the optimal design variable space (Fig. 5.7)
reads

k∗2 =

√√√√ m2k1
(m1 +m2)

( m2k1
2(m1 +m2)

− r
∗
2
2

m2
−

√
k2
1m

2
2 − 4k1r∗2

2(m1 +m2)

2(m1 +m2)

)
(5.30)

The last equation has been obtained by substituting Eqs. (5.15) and (5.17)
into Eq. (5.29).

It is important to notice that Eq. (5.29), if taken without the constraints
referring to σ∗2

z̈2
and σ∗2

Fz
, defines both Pareto-optimal solutions and non-

Pareto-optimal solutions. This is due to the particular implementation of the
constraints method we employed (see Sect. 3.7.1). Thus, in order to compute
correctly the Pareto-optimal set, the inequalities have to be considered. The
lower and upper bounds in Eq. (5.29) define the extrema (f1(min), f2(f1(min))
and f1(f2(min)), f2(min)) corresponding to the two solutions that minimise
one by one the two objective functions f1 = σFz

2 and f2 = σz̈2
2. The two

extrema of the Pareto-optimal set can be obtained as follows. The minimum of
σz̈2

2 is obtained by setting ∂ σz̈2
2/∂ r2 = 0, ∂ σz̈2

2/∂ k2 = 0, so f2(min) =
σ2

z̈2 (min)
= 0 (the corresponding f1(f2(min)) = σ2

Fz
= ∞, see Eq. (5.29)).

The minimum of σFz

2 is derived by setting ∂ σFz

2/∂ r2 = 0 ∂ σFz

2/∂ k2 =
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Fig. 5.7. Pareto-optimal sets (design variable space) for the σz̈2–σFz problem. Plot
in non-dimensional form, vehicle data in Table 5.1, running condition data in Table
5.2. The points highlighted by using special symbols (diamonds, squares) refer to
the points in Fig. 5.6

0 so f1(min) = σ2
Fz (min)

= 2
√
m1k3

1(m1 +m2)/m2 and the corresponding

f2(f1(min)) = σ2
z̈2

=
√
m1k3

1/[(m1 +m2)m3
2].

Suspension Design Variables for Optimal σz̈2 ,σz2−z1 (1S-PSD)

The equation that defines the Pareto-optimal set for the discomfort – working
space problem (Fig. 5.8) is

σ∗2
z̈2

=
k1(m1 +m2)
m2

2σ
∗2
z2−z1

(5.31)

Equation (5.31) has been obtained as shown in Sect. 3.7.1. Equation (5.31)
contains the whole Pareto-optimal set being f2(min) = σ2

z̈2 (min)
= 0 (cor-

responding to f1(f2(min)) = σ2
z2−z1

= ∞) and f1(min) = σ2
z2−z1 (min)

= 0
(corresponding to f2(f1(min)) = σ2

z̈2
= ∞).

The equation of the Pareto-optimal set into the design variable space is

k∗2 = 0 (5.32)

So, the Pareto-optimal set is the r2 axis.
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Fig. 5.8. Pareto-optimal sets for the σz̈2–σz2−z1 problem. Plot in non-dimensional
form, vehicle data in Table 5.1, running condition data in Table 5.2

Suspension Design Variables for Optimal σz2−z1 ,σFz
(1S-PSD)

By applying again the procedure presented in Sect. 3.7.1 we derive the
Pareto-optimal set for the road holding – working space problem (σFz

,σz2−z1)
(Fig. 5.9)

σ∗2
Fz

=
m1k2

1σ∗2
z2−z1

m1+m2
− m2

1k2
1σ∗2

z2−z1
(m1+m2)2

+ k1(m1+m2)
3

m2
2σ∗2

z2−z1

2
√

m1k3
1(m1+m2)

m2
< σ∗2

Fz
<∞,

√
(m1+m2)5

m1m3
2k1

> σz2−z1
2 > 0

(5.33)

The bounds of the inequalities can be obtained by computing the minimum
of working space f2(min) = σ2

z2−z1 (min)
= 0 (corresponding to f1(f2(min)) =

σ2
Fz

= ∞) and the minimum of the road holding f1(min) = σ2
Fz (min)

=

2
√
m1k3

1(m1 +m2)/m2, f2(f1(min)) = σ2
z2−z1

=
√

(m1 +m2)5/(m1m3
2k1).

The Pareto-optimal set in the design variable space is

k∗2 =
m1m2k1

(m1 +m2)2
(5.34)

The Pareto-optimal set is the line parallel to r2 axis (Fig. 5.10).

Suspension Design Variables for Optimal σz̈2 ,σFz
,σz2−z1 (1S-PSD)

The MOP problem can be reformulated by using the Constraints Method
[59,166,238] as
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minσ2
z2−z1

= f1(r2) Eq.(5.18), (5.19)
σ2

Fz1
= f2(r2, k2) ≤ ε2 Eq.(5.16), (5.17)

σ2
z̈2

= f3(r2, k2) ≤ ε3 Eq.(5.14), (5.15)
(5.35)

k1 is not considered because it should be kept always at its minimum value.
The variable k2 is not explicitly represented in the objective function f1.
According to Theorem 3.8 (Sect. 3.7.1) there must exist at least two active
constraints having opposite monotonicities with respect to k2. So the two
inequalities constraints in Eq. (5.35) are active (i.e. the equality holds) and
the problem (5.35) is reduced to the solution of

σ2
z2−z1

= f1(r2)
σ2

Fz1
= f2(r2, k2)

σ2
z̈2

= f3(r2, k2)
(5.36)

The analytical expression of the surface which contains the Pareto-optimal
set in the σz̈2 , σFz1 , σz2−z1 space is derived from Eq. (5.36) by eliminating k2,
r2.

σ∗2
Fz

= σ∗2
z̈2

(m2 +m1)2 +
m1k

2
1

(m2 +m1)
σ∗2

z2−z1
− 2m1k1

m2
(Q) (5.37)

Q =
√
σ∗2

z̈2
m2

2σ
∗2
z2−z1

− k1(m2 +m1)

The corresponding Pareto-optimal design variables (k2, r2) can be readily
calculated

r∗2 =
m2 +m1

σ∗2
z2−z1

(5.38)

k∗2 =

√
σ∗2

z̈2
m2

2σ
∗2
z2−z1

− k1(m2 +m1)

σ∗2
z2−z1

(5.39)

One may notice that r∗2 , k∗2 do not depend on Ab · v, i.e. the optimal design
variables settings do not depend on vehicle speed.

The Pareto-optimal set, defined by Eq. (5.37), is plotted in the σz̈2 , σFz1 ,
σz2−z1 space (objective functions space) in Fig. 5.11. Geometrically, in this
case (three-dimensional space), the Pareto-optimal set is a surface. Figure 5.12
shows the projection of the Pareto-optimal set (surface) depicted in Fig. 5.11
onto the three planes (σFz1 , σz2−z1), (σz̈2 , σFz1), (σz̈2 , σz2−z1). The Pareto-
optimal sets in the design variable space (k2, r2) are shown in Fig. 5.13. k1 is
kept always at its minimum value.

The Pareto-optimal sets related to the problem formulated by considering
only two objective functions (Sect. 5.2.2) are obviously on the border of the
projection onto a bidimensional domain (plane) of the surface which represents
the Pareto-optimal set related to the problem with three objective functions.
Moreover, they constitute the boundaries of the Pareto-optimal surface.
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Fig. 5.11. Pareto-optimal set in the discomfort (σz̈2) – road holding (σFz ) – working
space (σz2−z1). Plot in non-dimensional form, vehicle data in Table 5.1, running
condition data in Table 5.2. The 1S-PSD is considered. The reference vehicle is
represented by the small circle

Suspension Design Variables for Optimal σz̈2 ,σFz
(2S-PSD)

When the road irregularity is defined by the 2S-PSD, the analytical derivation
of the Pareto-optimal set is rather impractical. So the Pareto-optimal set has
been computed numerically, i.e. k2 and r2 have been varied and the response
of the model in terms of σz̈2 (Eq. (5.20)) and σFz

(Eq. (5.21)) has been com-
puted. The Pareto-optimal solutions have been selected by applying directly
the Pareto-optimality definition 2.7. The approximated Pareto-optimal set is
plotted in Fig. 5.6 into the objective functions space and in Fig. 5.7 into the
design variable space. Three different vehicle speeds (1, 10, 50 m/s) have been
considered.

The relationship between k2 and r2 is different with respect to the case
1S-PSD as the vehicle speed increases (see Fig. 5.7).

Suspension Design Variables for Optimal σz̈2 , σz2−z1 (2S-PSD)

The same numerical procedure introduced in 3.7.1 has been used to compute
the Pareto-optimal set referring to σz̈2 and σz2−z1 . The Pareto-optimal set is
shown in Fig. 5.8. Three different vehicle speeds (1, 10, 50 m/s) have been
considered.
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Fig. 5.12. Projection of the Pareto-optimal set shown in Fig. 5.11 in the discom-
fort (σz̈2) road-holding (σFz ) working space (σz2−z1). Bidimensional projections.
Plot in non-dimensional form, vehicle data in Table 5.1, running condition data in
Table 5.2
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design variable space. Plot in non-dimensional form, vehicle data in Table 5.1, run-
ning condition data in Table 5.2. The optimal k2, r2 must lay within the indicated
boundaries. The reference vehicle is not optimal within the speed range 1–50 m/s

The shape of the curve (Fig. 5.8) that represents the Pareto-optimal set
σz̈2–σz2−z1 is different from the curve obtained by considering the 1S-PSD, in
this case the effect of the modified road irregularity spectrum is less important
with respect to the σz̈2 ,σFz

case.

Suspension Design Variables for Optimal σz2−z1–σFz
(2S-PSD)

The Pareto-optimal set considering σz2−z1 and σFz
is shown in Fig. 5.9 (de-

sign variable space) and Fig. 5.10 (objective functions space). Three different
vehicle speeds (1, 10, 50 m/s) have been considered.

The relationship between k2 and r2 is different with respect to the case
1S-PSD (Fig. 5.10). This is due to the fact that σz2−z1 does not depend on
k2 when a road described by the 1S-PSD irregularity is considered.

Suspension Design Variables for Optimal σz̈2–σFz
–σz2−z1 (2S-PSD)

A quasi–Monte Carlo method (see Sect. 3.4.2) has been used to approximate
the Pareto-optimal set considering three objective functions, namely σz̈2 , σFz

,
and σz2−z1 . The projections of the Pareto-optimal surface onto the objective
function space are shown in Fig. 5.12. The corresponding design variables are
limited by the lines plotted in Fig. 5.13. Again three different vehicle speeds
(1, 10, 50 m/s) have been considered.
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5.3 System Model of an Actively Suspended Road
Vehicle

5.3.1 Equations of Motion and Response to Stochastic Excitation

The adopted system models to analyse the dynamic behaviour of an actively
suspended road vehicle are shown in Fig. 5.14. The mass m1 represents the
mass of the wheel plus part of the mass of the suspension arms, m2 represents
one fourth of the body mass [167, 247]. The excitation comes from the road
irregularity ξ. The suspension characteristic is linear (k1, k2, G1, G2 are the
most important parameters). The model (2 d.o.f.) is reputed sufficiently ac-
curate for capturing the essential features related to discomfort, road holding
and working space (see [4, 167, 227]). Tyre damping (usually very small) has
been neglected. Tyre damping can couple the sprung m2 and unsprung mass
m1 motions allowing reduction of the vehicle body vertical acceleration at
frequencies near the wheel natural frequency [272].
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Fig. 5.14. Simplified actively suspended vehicle models, 1 d.o.f. (left) and 2 d.o.f.
(right)

The equation of motion of the 1 d.o.f. model is

m2z̈2 + k2(z2 − ξ) + Fact 1 = 0 (5.40)

The actuator is imagined to track faithfully a force demand signal determined
by the controller. The actuator force is assumed to be function of both the
relative displacement road – vehicle body and the absolute velocity of the
vehicle body mass m2 (sky-hook)
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Fact 1 = G1(z2 − ξ) +G2ż2 (5.41)

where G1 and G2 are the controller gains.
The equations of motion of the 2 d.o.f. model are

m1z̈1 − r2 (ż2 − ż1) − k2 (z2 − z1) + k1 (z1 − ξ) − Fact 2 = 0
m2z̈2 + r2 (ż2 − ż1) + k2 (z2 − z1) + Fact 2 = 0 (5.42)

The actuator force is assumed to be function of the relative displacement
between wheel and vehicle body and of the absolute velocity of the vehicle
body mass m2 (sky-hook)

Fact 2 = G1(z2 − z1) +G2ż2 (5.43)

where G1 and G2 are the controller gains.
The considered responses of the 2 d.o.f. vehicle model are respectively the

vertical vehicle body acceleration (z̈2), the force applied between road and
wheel (Fz), the relative displacement between wheel and vehicle body (z2−z1).
By using the 1 d.o.f. model, only the vertical vehicle body acceleration (z̈2),
and the relative displacement between vehicle body and ground (z2 − ξ) can
be analysed.

Discomfort, road holding and working space are the objective functions
(see Sect. 5.1.1) to which reference will be made in this section.

System Stability

The asymptotic stability of the two-system models has been tested according
to Hurwitz criterion (necessary and sufficient condition).

The stability test for the 1 d.o.f. model yields G1 > 0 and G2 > 0, with
k2 = 02 . The same conditions (G1 > 0 and G2 > 0) hold for the 2 d.o.f.
model, being k2 = 0 and r2 = 03.

5.3.2 Derivation of Standard Deviations in Analytical Form

The method to compute analytically the variance of a random variable de-
scribed by a stationary and ergodic stochastic process is described in Sect.
5.1.2.

The analytical expressions of σj that will be presented in the following
sub–sections have been derived by means of the analytical solution of the
integral (Eq. (5.10)) reported in Appendix 5.6 and derived from [180].

2 The effect of k2 is actually the same as of G1
3 k2 is zero for the reason reported in footnote 2; r2 is set to zero for sake of sim-

plicity. For non-vanishing r2 the analytical expressions of z̈2, σFz , σz2−z1 appear
to be too involved to be simplified to such an extent useful for scientific and/or
technical purposes
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1 d.o.f. Model: Formulae Referring to the 1S-PSD (Eq. (5.7))

The analytical formulae giving discomfort and working space are reported.
They have been obtained by solving analytically Eq. (5.10) (1S-PSD), setting
k2 = 0.

– Variance of the vehicle body acceleration z̈2 (square of σz̈2 , discomfort)

σ2
z̈2

= Abv σ
2
z̈2

(5.44)

σ2
z̈2

=
1
2
G2

1

G2m2
(5.45)

– Variance of the relative displacement between road and vehicle body z2−ξ
(square of σz2−ξ, working space)

σ2
z2−ξ = Ab v σ

2
z2−ξ (5.46)

σ2
z2−ξ =

1
2
G2

2 +G1m2

G2G1
(5.47)

1 d.o.f. Model: Formulae Referring to the 2S-PSD (Eq. (5.8))

The analytical formulae giving discomfort and working space are reported.
They have been obtained by solving analytically Eq. (5.10) (2S-PSD), setting
k2 = 0.

– Variance of the vehicle body acceleration z̈2 (square of σz̈2 , discomfort)

σ2
z̈2

= coσ2
z̈2

(5.48)

σ2
z̈2

=
1
2

G2
1(G1 + ωcG2)

G2m2(G1 + ωc(G2 + ωcm2))
(5.49)

ωc = a v

co = Av a v

The coefficient a (rad/m) depends on the shape of the road irregularity
spectrum.

– Variance of the relative displacement between road and vehicle body z2−ξ
(square of σz2−ξ, working space)

σ2
z2−ξ = coσ2

z2−ξ (5.50)

σ2
z2−ξ =

1
2
G2

2 +G1m2 + ωcG2m2

G2(G1 + ωc(G2 + ωcm2))
(5.51)
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2 d.o.f. Model: Formulae Referring to the 1S-PSD (Eq. 5.7)

The analytical formulae giving the discomfort, road holding and working space
are reported. They have been obtained by solving analytically Eq. (5.10) (1S-
PSD), setting k2 = 0 and r2 = 0. The corresponding expressions referring to
a passively suspended road vehicle are reported in Sect. 5.1.2.

– Variance of the vehicle body acceleration z̈2 (square of σz̈2 , discomfort)

σ2
z̈2

=
1
2
Abv σ

2
z̈2

(5.52)

σ2
z̈2

=
G1k1
G2m2

(5.53)

– Variance of the force acting between road and wheel Fz (square of σFz
,

road holding)

σ2
Fz

=
1
2
Ab v σ

2
Fz

(5.54)

σ2
Fz

= k1(−k1m2
2G1 + k2

1m
2
2 +G2

1m
2
1 + 2G2

1m1m2 +G2
1m

2
2

−2G1k1m1m2 +G2
2k1m1)/(G1m2G2) (5.55)

– Variance of the relative displacement between wheel and vehicle body z2−
z1 (square of σz2−z1 , working space)

σ2
z2−z1

=
1
2
Ab v σ

2
z2−z1

(5.56)

σ2
z2−z1

=
k1m

2
2 +m2G

2
2 +G2

2m1

G1G2m2
(5.57)

2 d.o.f. Model: Formulae Referring to the 2S-PSD (Eq. (5.8))

The analytical formulae giving the discomfort, road holding and working space
are reported. They have been obtained by solving analytically Eq. (5.11), (2S-
PSD), with k2 = 0 and r2 = 0.

– Variance of the vehicle body acceleration z̈2 (square of σz̈2 , discomfort)

σ2
z̈2

= crv(G1k
2
1(G1 +G2ωc +m2ω

2
c ))/(G2m2(m1m2ω

4
c

+G2m1ω
3
c + (G1m1 +G1m2 + k1m2)ω2

c

+G2k1ωc +G1k1)) (5.58)

crv =
1
2
Av a v
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– Variance of the force acting between road and wheel Fz (square of σFz
,

road holding)

σ2
Fz

= (crv)(k2
1(G

2
1(m1 +m2)2(G1 +G2ωc +m2ω

2
c )

+(CA)(CB) +m2
2(CC)))/(G1G2m2(G1k1 +G2k1ωc

+G1m1ω
2
c +G1m2ω

2
c + k1m2ω

2
c +G2m1ω

3
c

+m1m2ω
4
c )) (5.59)

where

CA = G2
2m1 − 2G1m1m2 − 2G1m

2
2

CB = G1k1 +G2k1ωc +G1m2ω
2
c + k1m2ω

2
c

CC = G2
1k1 +G1k

2
1 +G1G2k1ωc +G2k

2
1ωc +G2

1m1ω
2
c +G2

1m2ω
2
c

+2G1k1m2ω
2
c + k2

1m2ω
2
c +G1G2m1ω

3
c

– Variance of the relative displacement between wheel and vehicle body z2−
z1 (square of σz2−z1 , working space)

σ2
z2−z1

= crv(k1((G2
2m1m2 + k1m3

2)ω
2
c + (G3

2m1 +G2k1m
2
2)ωc

+G1G
2
2m1 +G1G

2
2m2 +G1k1m

2
2))/(G1G2m2(m1m2ω

4
c

+G2m1ω
3
c + (G1m1 +G1m2 + k1m2)ω2

c +G2k1ωc

+G1k1)) (5.60)

5.3.3 Comparison of 1S-PSD and 2S-PSD Formulae

The main difference between the formulae referring to the 1S-PSD (Eqs.
(5.44), (5.46), (5.52), (5.54) and (5.56)) and those referring to 2S-PSD (Eqs.
(5.48), (5.50), (5.58), (5.59) and (5.60)) is that in the first formulae the run-
ning condition parameters Ab and v are always not mixed with system model
design variables. The opposite occurs for 2S-PSD formulae in which running
conditions parameters ωc, crv are mixed with model design variables. This
implies that for 1S-PSD excitation, the minima of σz̈2 , σz2−ξ as function of
the suspension parameters do not depend on running conditions (Ab, v) (road
data in Table 5.2). The opposite occurs for the 2S-PSD, for this reason the
following analysis reported will be performed at three different vehicle speeds.

5.3.4 Validation Problems and Usefulness of the Presented Theory

Actual active or semi-active vehicle suspension systems are really complex.
They are defined by many parameters (e.g. 100 or more). Thus, it was not
possible to attempt a validation of Eqs. (5.44)–(5.60) as it was not possible
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to establish a direct relationship between the actual system and the simple
2 d.o.f. model. Anyway one has to remember that, referring to a passively
suspended vehicle, a quarter car model is often able to describe, with a suf-
ficient approximation, the actual car dynamic behaviour (see [4, 167, 227]).
Thus, Eqs. (5.44)–(5.60) are expected to be useful at least at the preliminary
design stage of a car.

5.4 Actively Suspended Vehicle System Optimisation

The method described in Sect. 3.7.1 has been employed to compute the Pareto-
optimal solutions (objective functions and suspension design variables).

5.4.1 Optimal Performances and Suspension Design Variables

1 d.o.f. Model: Pareto-optimal Set

The mathematical procedure described in Sect. 3.7.1 has been used to optimise
both the objective functions (i.e. performance indices) and the design variables
of the suspension of a road vehicle represented by the simple 1 d.o.f. system
model in Fig. 5.14 (See Sect. 5.3.2)

The design variables to be optimised are the gains G1 and G2 of the
active suspension system. The objective functions to be optimised are σz̈2

(discomfort) and σz2−ξ (working space).
The following subsections describe in detail the derivation of the Pareto-

optimal set.

Optimal σz̈2 ,σz2−ξ and Optimal G1, G2 (1S-PSD)

By applying the procedure (based on constraints method) presented in Sect.
(3.7.1), we find the Pareto-optimal set both in the design variables and in the
objective functions space.

The Pareto-optimal set (Figs. 5.15 and 5.16 ) in the objective functions
space is given by

σ∗2
z̈2

=
27
64

1
(σ∗2

z2−ξ)3
(5.61)

the corresponding expression in the design variable space (Fig. 5.17) is

G∗
2 =

√
2m2G∗

1; (5.62)

The relationship between optimal G∗
1 and G∗

2 is identical to the one reported
in [16,111,124].



148 5 Optimal Ride Comfort and Active Safety of Road Vehicles

0 0.02 0.04 0.06 0.08 0.1 0.12 0.14 0.16 0.18 0.2
0

0.001

0.002

0.003

0.004

0.005

0.006

0.007

0.008

0.009

0.01

σ
z
..

2
 (m/s2)

σ z
 2

−
ζ 

(m
)

1S−PSD: any speed
2S−PSD: 1 m/s    
2S−PSD: 10 m/s   
2S−PSD: 50 m/s   

Fig. 5.15. 1 d.o.f. system model. Pareto-optimal set in the discomfort (σz̈2) and
working space (σz2−ξ) space. Vehicle data in Table 5.3, running condition data in
Table 5.2

Table 5.3. Data of the reference road vehicle taken into consideration

Design variable Passive suspension Active suspension

m1 (kg) 229 229
m2 (kg) 31 31
k1 (N/m) 120,000 120,000

k2(reference) (N/m) 20,000 0
r2(reference) (Ns/m) 1,200 0

Optimal σz̈2 , σz2−ξ and Optimal G1, G2 (2S-PSD)

The Pareto-optimal set in the objective functions space (Figs. 5.15 and 5.16)
is given by

σ∗2
z̈2

= 1/64(−4ωc(σ∗
2
z2−ξ)σ

1/4
1 + 16ω2

c (σ∗2
z2−ξ)

2
σ

1/4
1 − 3σ1/4

1 − σ3/4
1 − σ2)

(2ωc(σ∗
2
z2−ξ) − 1)2(12ωc(σ∗

2
z2−ξ)σ

1/4
1 + 3σ1/4

1 + σ2 + σ3/4
1 )

(3σ1/4
1 + 4ωc(σ∗

2
z2−ξ)σ

1/4
1 + σ3/4

1 + σ2)2/(σ
1/4
1 (σ∗2

z2−ξ)
3

(4ωc(σ∗
2
z2−ξ)σ

1/4
1 − σ2 − 3σ1/4

1 − σ3/4
1 )(−σ1/4

1 + 4ωc(σ∗
2
z2−ξ)σ

1/4
1

+σ3/4
1 + σ2)2) (5.63)
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Fig. 5.16. 1 d.o.f. system model. Pareto-optimal set in the discomfort (σz̈2) and
working space (σz2−ξ) spaces as function of G1. Vehicle data in Table 5.3, running
condition data in Table 5.2
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Fig. 5.17. 1 d.o.f. system model. Pareto-optimal set for the discomfort (σz̈2) – work-
ing space (σz2−ξ) problem represented onto the G1G2 space (relationship between
gains G1 and G2 for obtaining the best compromise between discomfort and working
space). Vehicle data in Table 5.3, running condition data in Table 5.2

The corresponding expression in the design variable space could not be sim-
plified to a proper extent, so it has been derived only numerically and plotted
in Fig. 5.17.

For the 1S-PSD the optimal gains G1 and G2 do not depend on vehicle
speed. For the 2S-PSD, G1 and G2 do depend on vehicle speed in a remarkable
way.

2 d.o.f. Model: Pareto-optimal Set

The mathematical procedure described in Sect. 3.7.1 has been used to optimise
the design variables of the suspension of an actively suspended road vehicle
described by the 2 d.o.f. model in Fig. 5.14 (see Sect. 5.3.2). The design
variables to be optimised are the active suspension controller gains G1, G2

and the tyre radial stiffness k1. The objective functions to be optimised are
σz̈2 (discomfort), σFz

(road holding) and σz2−z1 (working space).
By analysing the expressions given by Eqs. (5.52), (5.58) and Eqs. (5.54),

(5.59) one can notice that σz̈2 , σFz
, σz2−z1 increase monotonically with k1

(if reasonable variations for the suspension design variables are considered).
Thus, the tyre radial stiffness k1 has to be kept at the lower bound of the ad-
missible range. The problem can be simplified by considering only two design
variables G1 and G2.
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The following subsections describe the derivation of Pareto-optimal sets
for different combinations (2 × 2) of the three objective functions that have
been considered (σz̈2 , σFz

, σz2−z1). The two controller gains G1 and G2 have
been varied.

Optimal σz̈2 ,σFz
(1S-PSD)

By applying the procedure based on the constraints method (see Sect. 3.7.1),
we find the suspension setting for optimal σz̈2 − σFz

, leaving σz2−z1 free to
vary.

The Pareto-optimal set (Fig. 5.18) is given by

σ∗2
Fz

=
3(σ∗2

z̈2
)2m4

2+4(σ∗2
z̈2

)2m3
2m1+4k3

1m1

4σ∗2
z̈2

m2
2

k1

√
k1m1(3m2+4m1)

m2
< σ∗2

Fz
<∞, 0 < σ∗2

z̈2
< 2k1

√
k1m1

m3
2(3m2+4m1)

(5.64)

The corresponding expression in the design variable space (as shown in Fig.
5.22) is

G∗
1 =

2k1m2

m2 + 2m1
G∗

2 >=

√
k1m3

2(4m1 + 3m2)
m1(m2 + 2m1)2

(5.65)

The expression of the Pareto-optimal set referring to a passively suspended
vehicle (Fig. 5.18) is already found in Sect. 5.1.2. Sensible improvements can
be obtained by adopting the active system at all speeds.
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Fig. 5.18. 2 d.o.f. system model. Pareto-optimal sets for the σz̈2–σFz problem. Plot
in non-dimensional form (σz̈2 r and σFz r refer to the passively suspended reference
vehicle), vehicle data in Table 5.3, running condition data in Table 5.2
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It is important to notice that Eq. (5.64), if taken without the constraints
referring to σz̈2

2 and σFz

2, defines both Pareto-optimal solutions and non-
Pareto-optimal solutions. In order to compute correctly the Pareto-optimal
set, the inequalities have to be considered.

Optimal σz̈2 ,σz2−z1 (1S-PSD)

The Pareto-optimal set (Fig. 5.19) for optimal σz̈2 − σz2−z1 is given by

σ∗2
z2−z1

=
k1(m1 +m2)
σ∗2

z̈2
m2

2

(5.66)

Equation (5.66) is a limit curve being the corresponding parameters un-
bounded. The curve contains the whole Pareto-optimal set being σz̈2

2
(min) = 0

corresponding to σz2−z1
2 = ∞ and σz2−z1

2
(min) = 0 corresponding to

σz̈2
2 = ∞.
The corresponding expression of the Pareto-optimal set referring to a pas-

sive suspension (Fig. 5.19) can be found in Sect. 3.7.1.
It is important to notice that the Pareto-optimal set obtainable by consid-

ering a passive suspension is identical to the one obtainable with the active
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Fig. 5.19. 2 d.o.f. system model. Pareto-optimal sets for the σz̈2–σz2−z1 problem.
Plot in non-dimensional form (σz̈2 r and σz2−z1 r refer to the passively suspended
reference vehicle), vehicle data in Table 5.3, running condition data in Table 5.2.
The passively and the actively suspended vehicles perform in the same way; this is
due to fact that k2 = 0 for the optimal passively suspended vehicle
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system. This can be done only by setting a vanishing stiffness k2 for the pas-
sive suspension system. This configuration is obviously of no practical interest.
Lower performances can be obtained by setting a stiffness value (k2) different
from zero for the passive system.

Optimal σz2−z1 ,σFz
(1S-PSD)

The analytical derivation of the Pareto-optimal set for the σz2−z1 ,σFz
prob-

lem is impractical. The non-linear equations involved do not allow to sim-
plify the Pareto-optimal set expression to a compact analytical form. So the
Pareto-optimal set has been computed numerically. The Pareto-optimal set
has been approximated by applying the definition of Pareto-optimal solution
(see expression (2.11)). The Pareto-optimal set is shown in Fig. 5.20 into the
objective functions space and in Fig. 5.22 into the design variable space.

Optimal σz̈2 ,σFz
,σz2−z1 (1S-PSD)

The MOP problem can be reformulated by using the constraints method (see
Sect. 3.7.1) as

minG1,G2 σ
2
Fz

= ε1
σ2

z2−z1
≤ ε2

σ2
z̈2

≤ ε3
(5.67)
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Fig. 5.20. 2 d.o.f. system model. Pareto-optimal sets for the σz2−z1–σFz problem.
Plot in non-dimensional form (σz2−z1 r and σFz r refer to the passively suspended
reference vehicle), vehicle data in Table 5.3, running condition data in Table 5.2
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(k1 is not considered because it should be kept always at its minimum value)
σ2

Fz
(Eq. (5.54)) decreases monotonically with both G1 and G2 (if reasonable

variations for the suspension design variables are considered). According to
the monotonicity theorem4 there must exist one active constraint with op-
posite monotonicity with respect to G1 (σ2

z̈2
, see Eq. (5.52))) and one active

constraint with opposite monotonicity with respect to G2 (σ2
z2−z1

, see Eq.
(5.56)). So the two inequalities constraints in Eq. (5.67) are active (i.e. the
equality holds) and the problem (5.67) is reduced to the solution of

σ2
Fz

= h1

σ2
z2−z1

= h2

σ2
z̈2

= h3

(5.68)

The analytical expression of the surface which contains the Pareto-optimal
set in the σz̈2 , σFz

, σz2−z1 space is then

σ∗2
Fz

= k2
1σ

∗2
z2−z1

− 1
m2σ

∗2
z̈2

k3
1 − k1SQ − 2

m2
k1SQm1

+m2
2σ

∗2
z̈2

+ 2m2σ
∗2
z̈2
m1 + σ∗2

z̈2
m2

1 (5.69)

where
SQ =

√
σ∗2

z2−z1
m2

2σ
∗2
z̈2

− k1m1 − k1m2

The Pareto-optimal set (Eq. (5.69)) is plotted in the σz̈2 , σFz
, σz2−z1 space

(objective functions space) in Fig. 5.21.
The Pareto-optimal sets related to the problem formulated by considering

only two objective functions are obviously on the border of the projection
onto a bidimensional space (plane) of the surface which represents the Pareto-
optimal set related to the problem with three objective functions. Moreover,
they constitute the boundaries of the Pareto-optimal surface.

The Pareto-optimal set into the design variable space is shown as the
shaded area in Fig. 5.22. It is limited by the lines referring to the Pareto-
optimal sets related to the problems formulated by considering two objective
functions.

Optimal σz̈2 ,σFz
(2S-PSD)

When the road irregularity is defined by the 2S-PSD the analytical derivation
of the Pareto-optimal set is rather impractical. So the Pareto-optimal set has
been computed numerically. The Pareto-optimal solutions have been selected
by applying directly the definition of Pareto-optimality (see Definition 2.11).
The approximated Pareto-optimal set is plotted in Fig. 5.18 into the objec-
tive functions space. Three different vehicle speeds (1, 10, 50 m/s) have been
considered.
4 If the variable xi is explicitly represented in the objective function to be min-

imised, then there exists at least one active constraint with opposite monotonicity
with respect to xi [165,200]
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Fig. 5.21. 2 d.o.f. system model. Pareto-optimal set in the discomfort (σz̈2) – road
holding (σFz ) – working-space (σz2−z1) space. Plot in non-dimensional form (σz̈2 r,
σz2−z1 r and σFz r refer to the passively suspended reference vehicle), vehicle data
in Table 5.3, running condition data in Table 5.2. The 1S-PSD and 2 S-PSD are
considered. The reference vehicle is represented by the small circle
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Optimal σz̈2 , σz2−z1 (2S-PSD)

The numerical procedure introduced in Sect. 5.4.1 has been used to compute
the Pareto-optimal set referring to σz̈2 and σz2−z1 .

The shape of the curve (Fig. 5.19) that represents the Pareto-optimal set
σz̈2–σz2−z1 is different from the curve obtained by considering the 1S-PSD.

Optimal σz2−z1–σFz
(2S-PSD)

The Pareto-optimal set considering σz2−z1 and σFz
is shown in Fig. 5.20.

Three different vehicle speeds (1, 10, 50 (m/s)) have been considered.

Optimal σz̈2–σFz
–σz2−z1 (2S-PSD)

A numerical search algorithm has been designed [86] and used to approximate
the Pareto-optimal set considering three objective functions, namely σz̈2 , σFz

,
and σz2−z1 . Fig. 5.21 shows the comparison considering two different vehicle
speeds (1, 50 m/s).

The Pareto-optimal set into the design variable space (G1, G2) is reported
in Fig. 5.23 considering two different vehicle speeds (1, 50 m/s).
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Fig. 5.23. Pareto-optimal set into the G1, G2 design variable space considering the
2S-PSD excitation. Vehicle data in Table 5.3, running condition data in Table 5.2



5.5 Conclusion 157

5.5 Conclusion

Simple analytical formulae have been derived symbolically in order to describe
the active safety and ride comfort of actively and passively suspended road
vehicles. In particular, the response to random excitation generated by the
vertical road irregularity has been studied. Two different road irregularity
spectra have been considered (1S-PSD and 2S-PSD). The derived analytical
formulae should estimate with reasonable accuracy the dynamic behaviour of
an actual road vehicle running on rough road.

Depending both on the power spectral density of the road irregularity
(1S-PSD or 2S-PSD) and on the vehicle speed, the sensitivity of objective
functions to suspension parameters variations is dramatically high.

By using the derived analytical formulae, a theoretically rigourous
method – based multi-objective programming (MOP) (see Chap. 3) and
monotonicity analysis (see Sect. 3.7.1) – has been applied to find the best
trade-off among conflicting objective functions such as discomfort, road hold-
ing and working space.

If the excitation is given by a simplified road spectrum irregularity (1S-
PSD), simple analytical formulae have been derived symbolically for the op-
timal compromise among discomfort, road holding and working space. Cor-
respondingly, the optimal design variable parameters for the actively and the
passively suspended vehicle have been derived symbolically, too.

If the excitation is defined by the simple road spectrum (1S-PSD) the opti-
mal suspension settings do not depend on vehicle speed. The opposite occurs
considering the (2S-PSD) excitation spectrum. For the passively suspended
vehicle the best compromise between discomfort and road holding is obtained
by increasing (or decreasing) both the suspension stiffness and damping. The
relationship between stiffness and damping depends strongly on the vehicle
speed if the best compromise between road holding and working space has to
be obtained.

For a passively suspended vehicle when discomfort, road holding and work-
ing space have to be optimised contemporarily, the optimal suspension design
variables (stiffness and damping) have to be set within well-defined ranges
which have been derived (numerically) in the chapter. The tyre radial stiff-
ness has always to be kept at its minimum value.

For the actively suspended vehicle Sect. 5.4 highlights the direct depen-
dence of the gains on vehicle speed at least when simple car models are in-
volved. The optimal active suspension system gains can vary significantly as
function of the vehicle speed, and the variation can be set according to the
preferred compromise among road holding, comfort and working space.

The comparison between the performances of the optimal active and the
optimal passive suspension systems could be made on the basis of the derived
analytical formulae. This has given the mathematical proof (relevant mostly
from an academic point of view) that sensible improvements on the vehicle dy-
namic behaviour are obtainable by adopting active suspensions. The extents
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of these improvements (referring to comfort, road holding and working space)
are also defined in mathematical analytical form. In other terms, by the de-
rived analytical formulae, the theoretical limit values of the performance of
actual active suspension systems have been established.

5.6 Appendix: Tabulated Values of the Integral Form

The tabulated values of Ik for k = 4 and k = 5 reported in [180] are as follows:

Ik =
1
2π

∫ +∞

−∞

N(jω)N(−jω)
D(jω)D(−jω)

ds

where

N(jω) = nk−1(jω)k−1 + · · · + n0

D(jω) = dk(jω)k + · · · + d0

I4 (k = 4) reads

I4 =
n2

3cm+(n2
2 − 2n1n3)d0d1d4 + (n2

1 − 2n0n2)d0d3d4 + n2
0(−d1d24 + d2d3d4)

2d0d4(−d0d23 − d21d4 + d1d2d3)

where

cm = −d20d3 + d0d1d2

.

I5 (k = 5) reads

I5 =
n2

4cm0 + (n2
3 − 2n2n4)cm1 + nm0cm2 + (n2

1 − 2n0n2)cm3 + n2
0cm4

2d0(d1cm4 − d3cm3 + d5cm2)

where

nm0 = n2
2 − 2n1n3 + 2n0n4

cm0 = 1/d5(d3cm1 − d1cm2)

cm1 = −d0d3 + d1d2

cm2 = −d0d5 + d1d4

cm3 = 1/d0(d2cm2 − d4cm1)

cm4 = 1/d0(d2cm3 − d4cm2)

.
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Optimal Handling and Active Safety
of Road Vehicles

A basic study on the optimisation of the handling behaviour and active safety
of road vehicles, derived from [157], is presented. The aim of the chapter is to
describe how to tune the front and rear tyre cornering stiffness of a vehicle in
order to obtain a preferred compromise among the many conflicting objective
functions (i.e. performance indices) which describe the handling behaviour
and active safety.

In the literature many papers – and even books – exist (see, e.g. – one
for all – [167]) dealing with the problem of tyre stiffness selection, but they
are mostly devoted to the presentation of system models, capable only to
predict, more or less accurately, the vehicle dynamic behaviour. Indeed the
tyre stiffness selection problem has hardly been addressed and solved as a
pure optimisation problem.

To solve the addressed optimisation problem, a mathematical model of a
road vehicle – with some unreferenced features – has been derived and used. A
simple linear model has been used to derive in analytic mathematical form the
dynamic response of the vehicle at a given step steer input. In the literature, a
number of papers and books exist on this topic [46,167,193,262], but here the
specific objective functions relevant for performing the optimisation process
have been derived. The objective functions derived in analytical form refer
to a step-steering manoeuvre and represent the sideslip angle gain, the yaw
velocity peak response time, the yaw velocity overshoot and the initial yaw
acceleration. All of these metrics have shown a good and rather comprehensive
correlation with subjective driver ratings [9, 33–35,74,103,133,217,224].

From the linear vehicle model, a non-linear one has been derived by in-
troducing the non-linear tyre characteristics in a piecewise linear form. In
the literature non-linearities are mostly dealt with numerically [79, 167]. The
piecewise linear form has been chosen to simplify as much as possible the com-
plex non-linear tyre characteristic enabling the linear response of the vehicle
being related to the non-linear one.

The optimisation has been performed on the basis of MOP (see Sect. 2.10);
actually the objective functions referring to the metrics mentioned above are
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conflicting [154,166]. In references [87,93,144,159,161] the adoption of multi-
objective programming methods has been used effectively to solve complex
problems related to vehicle handling.

In a complex optimisation problem such as the one dealt with in the chap-
ter, the Pareto-optimal set has to be defined by computing its boundaries in
the design variable space [154,166]; this computation is rather involved. A new
numerical method [160] to compute the boundaries of the Pareto-optimal set
has been used.

In the first part of the chapter, two system models (linear and non-linear)
are introduced for the study of the handling performances of road vehicles. In
the second part of the chapter, given a vehicle, the tyre cornering stiffness is
tuned in order to get the best compromise among (the previously mentioned)
four conflicting indices describing the handling behaviour. A validation of the
optimisation process is proposed at the end of the chapter.

6.1 System Model

The adopted system model is shown in Fig. 6.1. It represents the well-known
single-track vehicle model used to simulate the vehicle-handling behaviour
[167]. Symbols appearing in Fig. 6.1 are reported in the chapter nomenclature.
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Fig. 6.1. Single track vehicle model
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The lateral force Fy at an axle is considered either as a linear or a non-linear
function of the slip angle α. Thus, two models will be considered

• a linear model (defined by linear lateral forces) and
• a non-linear model (defined by piecewise linear lateral forces)

The linear lateral forces at front and at rear axles (FyF , FyR) read respec-
tively

FyF = CαFαF

FyR = CαRαR
(6.1)

The non-linear lateral forces at front and at rear axles (FyF , FyR) are
assumed to be piecewise linear. FyF , FyR are plotted in Fig. 6.2. They can be
written as

FyF = CαFαF if |αF | < αFl

FyF = FyF l if |αF | ≥ αFl

FyR = CαRαR if |αR| < αRl

FyR = FyRl if |αR| ≥ αRl (6.2)

where FyF l and FyRl are respectively

FyF l = µFFzF = µFmglR/l

FyRl = µRFzR = µRmglF /l (6.3)

The angles αF and αR can be considered as function of β and ψ̇ (Fig. 6.1).
For small angles the following formulae hold [167]:

αF = −β + δ − lF ψ̇v
αR = −β + lR

ψ̇
v

(6.4)
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Fig. 6.2. Lateral forces transmitted by the tyres at front (F ) and rear (R) axle as
function of the lateral slip angle α
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The curvature κ of the c.g. trajectory is

κ =
1
ρ

=
d(β + ψ)
dξ

(6.5)

where ξ is the traveled distance of the c.g. When v = dξ/dt, the centripetal
acceleration can be written as

ac =
v2

ρ
= v2

(β̇ + ψ̇)
v

= v(β̇ + ψ̇) (6.6)

6.1.1 Vehicle Response to a Steering Step Input: Linear Model

At first, a linear model is considered. If the speed of the vehicle is constant,
considering Eqs. (6.1), (6.4) and (6.6), the equations of motion of the vehicle
can be written as

mvβ̇ + (CαF + CαR)β + [mv2 − (CαRlR − CαF lF )]
ψ̇

v
= CαF δ (6.7)

Jzψ̈ − (CαRlR − CαF lF )β + (CαF l
2
F + CαRl

2
R)
ψ̇

v
= CαF lF δ (6.8)

The steady-state conditions (ss) are derived from the above system by setting
β̇ and ψ̈ equal to zero

βs s =
CαF (CαRlRl −mlF v2)δ

CαFCαRl2 +mv2(CαRlR − CαF lF )
(6.9)

ψ̇s s =
vCαFCαRlδ

CαFCαRl2 +mv2(CαRlR − CαF lF )
(6.10)

ac s s =
v2CαFCαRlδ

CαFCαRl2 +mv2(CαRlR − CαF lF )

By considering Eqs. (6.4) the steady-state values of αF and αR can be derived

αF s s =
mv2CαRlRδ

CαFCαRl2 +mv2(CαRlR − CαF lF )
(6.11)

αR s s =
mv2CαF lF δ

CαFCαRl2 +mv2(CαRlR − CαF lF )
(6.12)

It is well known that the solutions of Eqs. (6.7) and (6.8), when δ = 0, are
β = β̄est and ψ̇ = ψ̄est. Considering the free motion of the system model,
a solution of Eqs. (6.7) and (6.8) exists only if the characteristic polynomial
reads [167]

s2 + 2ςs+ ν2 = 0 (6.13)
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where

ς =
m(CαF l

2
F + CαRl

2
R) + Jz(CαF + CαR)

2Jzmv
(6.14)

ν2 =
CαFCαRl

2 +mv2(CαRlR − CαF lF )
Jzmv2

(6.15)

ς is always positive. If ν2 is positive, the real part of the two solutions s1 and
s2 of the characteristic polynomial (6.13) are negative so the system is stable.
So the system is stable for every speed v if (CαRlR − CαF lF ) > 0, ν2 > 0.
But if (CαRlR − CαF lF ) < 0 there is a critical speed vcr at which the vehicle
motion becomes unstable

v2cr =
CαFCαRl

2

m(CαF lF − CαRlR)
(6.16)

To study the response to a steering step input (δ = δsteadystep(t)), Eqs. (6.7)
and (6.8) have been considered. The steady-state gain of yaw velocity ψ̇ and
sideslip angle β are respectively

Kψ̇ =

(
ψ̇s s

δsteady

)

Kβ =
(
βs s

δsteady

)

The Laplace transformation of Eqs. (6.7) and (6.8) is

(mvs+CαF +CαR)B(s)+[mv2− (CαRlR−CαF lF )]
Ψ̇(s)
v

= CαF∆(s) (6.17)

−(CαRlR−CαF lF )B(s)+(Jzvs+CαF l
2
F +CαRl

2
R)
Ψ̇(s)
v

= CαF lF∆(s) (6.18)

with B(s), Ψ̇(s) and ∆(s) being the Laplace transformation of β, ψ̇ and δ
respectively. This system of equations can be solved and the Laplace trans-
formation of sideslip angle β and yaw velocity ψ̇ can be obtained respectively
in the form

B(s) = Kβ
1 + Tz1s

1 + 2ς
ν2 s+ 1

ν2 s
2
∆(s)

Ψ̇(s) = Kψ̇

1 + Tz2s

1 + 2ς
ν2 s+ 1

ν2 s
2
∆(s) (6.19)

where ς and ν are given by Eqs. (6.14) and (6.15) and



164 6 Optimal Handling and Active Safety of Road Vehicles

Tz1 =
Jzv

CαRlRl − lFmv2
(6.20)

Tz2 =
mvlF
CαRl

(6.21)

To analyse the response to a steering step input the Laplace transformation
of the steering angle has been considered

∆(s) =
δsteady

s
(6.22)

The inverse Laplace transformation of Eq. (6.19) gives

β(t)
δsteady

= Kβ

[
1 +

s1 + 2ς − Tz1ν
2

−s1 + s2
es1t +

−s2 − 2ς + Tz1ν
2

−s1 + s2
es2t

]
ψ̇(t)
δsteady

= Kψ̇

[
1 +

s1 + 2ς − Tz2ν
2

−s1 + s2
es1t +

−s2 − 2ς + Tz2ν
2

−s1 + s2
es2t

]
(6.23)

where

s1 = −ς −
√
ς2 − ν2 (6.24)

s2 = −ς +
√
ς2 − ν2 (6.25)

for t = 0
ψ̇(0)
δsteady

= 0 (6.26)

There are different responses depending on the sign of ς, ν and ς2 − ν2.

Case 1. For ν2 > 0 and ς2 − ν2 > 0, s1 and s2 from (6.24) and (6.25) are
all real and negative, so the vehicle is stable and limt→∞ ψ̇(t)/δ = Kψ̇. In
this case the yaw velocity reaches the maximum value at a time equal to
∞.
Case 2. For ν2 > 0 and ς2 − ν2 < 0, from Eqs. (6.24) and (6.25), s1 and
s2 are complex conjugate. The vehicle is also stable because the real part
of s1 and s2 are negative. Equation (6.23) can be written as

ψ̇(t)
δsteady

= Kψ̇

[
1 − e−ςt

(
cos(

√
ν2 − ς2 t) +

ς − Tz2ν
2

√
ν2 − ς2

sin(
√
ν2 − ς2 t)

)]
(6.27)

Case 3. For ν2 < 0 (
√
ς2 − ν2 > ς), the solution s1 is real positive

and the solution s2 is real negative. So the vehicle is unstable because
limt→∞ ψ̇(t) = ∞.

In the present chapter only vehicles having CαRlR − CαF lF > 0 have been
considered. In this case the vehicle is stable for every speed (actually in this
case ν2 > 0 so case 1 or case 2 holds).
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6.1.2 Vehicle Response to a Steering Step Input:
Non-Linear Model

To analyse the motion of the non-linear model, different system models have
been considered. Actually, the non-linearities in Eq. (6.2) refer to a piecewise
linear tyre characteristic. In Fig. 6.3 the non-linear relationships among αF ,
αR, β and ψ̇ are plotted (see Eq. (6.4)). Referring to Fig. 6.3, domain (1) with
|αF | < αFl and |αR| < αRl has been defined. In this domain the motion of
the system model is obtained by integrating the linear system of Eqs. (6.7)
and (6.8). In domains (2+) and (2−) (|αF | > αFl and |αR| < αRl), the
system model is linear but the front tyres reach the maximum force level.
In this domain the front tyre forces are constant. In domains (3+) and (3−)
(|αF | < αFl and |αR| > αRl), the rear tyres reach the maximum force level and
these forces are constant. In domains (4++), (4+−), (4−+) and (4−−) (|αF | >
αFl and |αR| > αRl), both front and rear forces do not change by varying
the lateral slip angles αF and αR. Referring to the step-steering input (δ =
δsteadystep(t)) the following considerations hold

• Domains (1). The motion of the system model is obtained by integrating
Eqs. (6.7) and (6.8). The response of the system model depends on the sign
of ς and ν as explained in Sect. 6.1.1. At steady state (δ = δsteady), to keep
βs s and ψ̇s s within domain (1), from Eqs. (6.11) and (6.12) with αFl =
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Fig. 6.3. Lateral slip at front and rear axles (αF , αR) as a function of sideslip body
angle β and yaw velocity ψ̇
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FylF /CαF = µFmglR/(CαF l) and αRl = FylR/CαR = µRmglF /(CαRl), it
follows

|δsteady| <
min{µF , µR}g|CαFCαRl

2 +mv2(CαRlR − CαF lF )|
lCαFCαRv2

= δ̃

(6.28)
• Domains (2+), (2−). The motion of the system model in this domain is

obtained by integrating the system of equations

mvβ̇ + CαRβ + [mv2 − CαRlR]
ψ̇

v
= FylF sign(αF ) =

µFmglR
l

sign(αF )

(6.29)

Jzψ̈ − CαRlRβ + CαRl
2
R

ψ̇

v
= FylF lF sign(αF ) =

µFmglRlF
l

sign(αF )

(6.30)
The steady-state condition of this system is given by (the subscript refers
to domains (2+) and (2−))

βss 2 = −FyF lsign(αF )
lFmv

2 − CαRllF

CαRlRmv
2

= −µF gsign(αF )
lFmv

2 − CαRllF
CαRlv2

(6.31)

ψ̇ss 2 = FyF lsign(αF )
l

lRmv

= µF gsign(αF )/v (6.32)
|ac ss 2| = µF g

and the values of αF ss and αR ss are given by the equations

αF ss 2 = FyF lsign(αF )
mv2lF − CαRl

2

CαRlRmv
2 + δ

= µF gsign(αF )
mv2lF − CαRl

2

CαRlv
2 + δ (6.33)

αR ss 2 = FyF lsign(αF )
lF

CαRlR

= µFmgsign(αF )
lF
CαRl

(6.34)

In this domain, ν2 > 0 for every speed. The eigenvalues associated with
this motion have all negative real part so the system model is stable. At
steady state (δ = δsteady), to keep βs s 2 and ψ̇s s 2 within domains (2+)
and (2−), from Eq. (6.33) and with |αF ss 2| > αFl, it follows
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δ >
αFl[CαFCαRl

2 +mv2(CαRlR − CαF lF )]
CαRlRmv2

=

µF g[CαFCαRl
2 +mv2(CαRlR − CαF lF )]
CαFCαRlv2

or δ < −αFl[CαFCαRl
2 +mv2(CαRlR − CαF lF )]
CαRlRmv2

=

µF g[CαFCαRl
2 +mv2(CαRlR − CαF lF )]
CαFCαRlv2

(6.35)

Additionally, it follows that with |αR ss 2| < αRl the requisite µF < µR

must be satisfied (αRl = µRmglF /(CαRl)).

• Domains (3+), (3−). The motion of the system model is obtained by in-
tegrating the system of equations

mvβ̇ + CαFβ + [mv2 + CαF lF ]
ψ̇

v
= CαF δ + FylRsign(αR)

= CαF δ +
µRmglF
l

sign(αR)

Jzψ̈ + CαF lFβ + CαF l
2
F

ψ̇

v
= CαF lF δ − FylRlRsign(αR)

= CαF lF δ −
µRmglF lR

l
sign(αR)

The steady-state solution of this linear system is given by (the subscript
refers to domains (3+) and (3−))

βss 3 = −FyRlsign(αR)
lRmv

2 + CαF llF

CαF lFmv
2 + δ

= −µRgsign(αR)
lRmv

2 + CαF llF

CαF lv
2 + δ (6.36)

ψ̇ss 3 = FyRlsign(αR)
l

lFmv
= µRgsign(αR)/v (6.37)

|ac eq 3| = µRg

and the values of αF and αR are given by

αF ss 3 = FyRlsign(αR)
lR

CαF lF
= µRmgsign(αR)

lR
CαF l

αR ss 3 = FyRlsign(αR)
mv2lR + CαF l

2

CαF lFmv
2 − δ

= µRgsign(αR)
mv2lR + CαF l

2

CαF lv
2 − δ

In this domain, ν2 < 0 for every speed. The system model is unstable. At
steady state (δ = δsteady), to keep βs s 2 and ψ̇s s 2 within domains (3+) and
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(3−), the conditions |αF ss 3| < αFl and |αR ss, 3| > αRl must be satisfied
respectively. This is equivalent to impose the condition µR < µF . It must
be also verified that

δ <
αRl[CαFCαRl

2 +mv2(CαRlR − CαF lF )]
CαF lFmv2

=

µRg[CαFCαRl
2 +mv2(CαRlR − CαF lF )]
CαFCαRlv2

or δ > −αRl[CαFCαRl
2 +mv2(CαRlR − CαF lF )]
CαRlRmv2

µRg[CαFCαRl
2 +mv2(CαRlR − CαF lF )]
CαFCαRlv2

(6.38)

• Domains (4++), (4+−), (4−+), (4−−). In this case, the equations of motion
are

mvβ̇ +mv2
ψ̇

v
= FylF sign(αF ) + FylRsign(αR) (6.39)

Jzψ̈ = FylF lF sign(αF ) − FylRlRsign(αR) (6.40)
This case is rather complicated to be discussed in detail, and in any case
there are generally no stable equilibria.

The analysis of the non-linear system model behaviour is summarised in
Table 6.2 for (CαRlR − CαF lF ) > 0.

Table 6.1. Data of the reference vehicle taken under consideration

Design variable Reference value

m 1,100 (kg)
Jz 1,800 (kgm2)
lF 1.5 (m)
lR 1.1 (m)
l 2.6 (m)

CαFmin 50,000 (N/rad)
CαFmax 200,000 (N/rad)
CαRmin 50,000 (N/rad)
CαRmax 300,000 (N/rad)

Figures 6.4 and 6.5 show typical phase plane plots for µF < µR and
µF > µR respectively.

6.1.3 Objective Functions

The objective functions that will be considered for the optimisation of the
handling behaviour of a vehicle are related to the response of the vehicle to a
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Fig. 6.4. Phase plane plot, µF < µR. Vehicle running at v = 25 m/s. (a) δ = 0◦ < δ̃
and (b) δ = 7◦ > δ̃ (δ̃ is given by Eq. (6.28)). Stable equilibrium point ‘◦’ is given
by Eqs. (6.9) and (6.10). Stable equilibrium point ‘+’ is given by Eqs. (6.31) and
(6.32). Vehicle data are reported in Table 6.1
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(6.37). Vehicle data are reported in Table 6.1
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Table 6.2. Summary of the dynamic behaviour of the non-linear vehicle system
model ((CαRlR − CαF lF ) > 0, δ > 0, δ̃ is given by Eq. (6.28))

δ < δ̃ δ > δ̃

µF < µR 1 stable equilibrium point in do-
main (1) (Eqs. (6.9), (6.10), Fig.
6.4 (a))

1 stable equilibrium point in do-
main (2+) (Eqs. (6.31), (6.32)
for αF > 0, Fig. 6.4 (b))

µF > µR 1 stable equilibrium point in do-
main 1 (Eqs. (6.9), (6.10), Fig.
6.5 (a))

1 unstable equilibrium point in
domain (3−) (Eqs. (6.36), (6.37)
for αR < 0, Fig. 6.5 (b))

2 unstable equilibrium points in
domains (3+) and (3−) (Eqs.
(6.36), (6.37), Fig. 6.5 (a))

steering step input (δ = δsteadystep(t)) performed at different vehicle speed.
Similar objective functions are considered in [161,167].

The steering step input manoeuvre refers to the ISO standard 7401 [245].
The considered objective functions are as follows:

• Steady-state sideslip angle at centre of gravity (gain) Kβ = βs s/δsteady;
the steady-state sideslip angle at centre of gravity is strictly related to the
driver feeling [167, 245]; drivers should prefer βs s close to zero. For the
linear system model this objective function is given by

K2
β =

(
CαF (CαRlRl −mlF v2)

CαFCαRl2 +mv2(CαRlR − CαF lF )

)2

(6.41)

• Peak response time of the yaw velocity Tψ̇ (Fig. 6.6), a typical yaw velocity
response to a steering step input is shown; the peak response time (Tψ̇) is
highlighted in Fig. 6.6, low values are considered good

• The overshoot of the yaw velocity Oψ̇, the expression of the yaw velocity
overshoot for the linear system model (see Fig. 6.6) is

Oψ̇ =
ψ̇max − ψ̇s s

ψ̇s s

(6.42)

The overshoot defines the precision of response of the vehicle, low values
are considered good

• Yaw acceleration at t = 0 or ψ̈(0)/δ; the initial yaw acceleration response to
a steering step input has been considered because it is strictly correlated to
the maximum yaw moment for this manoeuvre, low values are considered
good

Deriving Eq. (6.23) with respect to time, the yaw acceleration can be
obtained as follows:
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Fig. 6.6. Peak response time, ψ̇max and ψ̇ss definition with reference to the yaw
velocity response

ψ̈(t)
δsteady

= Kψ̇

[
s1
s1 + 2ς − Tz2ν

2

−s1 + s2
es1t + s2

−s2 − 2ς + Tz2ν
2

−s1 + s2
es2t

]
(6.43)

for t = 0
ψ̈(0)
δsteady

= Kψ̇Tz2ν
2 =

CαF lF
Jz

(6.44)

Equation (6.23) can be used to obtain respectively the analytical formula
of the peak response time and the overshoot of the yaw velocity (Tψ̇ and
Oψ̇). There are different expressions of Tψ̇ and Oψ̇ depending on the cases
considered in Sect. 6.1.1

Case 1. In this case the yaw velocity reaches the maximum value for a
time equal to ∞. The peak response time (Tψ̇ ) is ∞ and the overshoot
(Oψ̇) is 0.
Case 2. In this case the function ψ̇(t) (Eqs.( 6.27)) is oscillating and it has
finite relative maxima for

Tψ̇ =

(
arctan

√
ν2 − ς2 Tz2

ςTz2 − 1
+ kπ

)
1√

ν2 − ς2
, k = 0, 1, 2 . . . (6.45)

One may always verify that the absolute maximum occurs for the minimum
positive Tψ̇. The overshoot value (Eqs. (6.27) and (6.42)) is equal to

Oψ̇ = e−ςTψ̇

√
ν2T 2

z2 − 2ςTz2 + 1 (6.46)

For high values of velocity (v → ∞), the following approximation holds
for Tψ̇ and Oψ̇
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Tψ̇ ≈ π

2

√
Jz

CαR lR − CαF lF
(6.47)

Oψ̇ ≈ mlF
lCαR

√
CαRlR − CαF lF

Jz
v (6.48)

Case 3. The vehicle is unstable because limt→∞ ψ̇(t) = ∞ and this case is
not to be considered for (CαRlR − CαF lF ) > 0.

As indicated above β has to be preferably equal to zero, so the first
objective function that is considered is F1 = K2

β . F2 = Tψ̇, F3 = Oψ̇ and
F4 = ψ̈(0)/δsteady are the other three functions. The objective functions are
defined in Table 6.3.

Table 6.3. Objective functions considered in the optimisation process

Objective functions

Linear vehicle
model

Non-linear
vehicle model

f1 Sideslip angle gain (K2
β) Eq. (6.41)

f2 Yaw velocity peak response time (Tψ̇) Eq. (6.45) Numerically
computed

f3 Yaw velocity overshoot (Oψ̇) Eq. (6.46)

f4 Initial yaw acceleration (ψ̈(0)/δsteady) Eq. (6.44)

The computation of the objective functions in the non-linear case is per-
formed by integration of the equations of motion. Only the stable solutions
having β̇ and ψ̈ equal to zero, when t→ +∞, are considered.

6.2 Results of the Optimisation

The mathematical procedure described in Sect. 3.6 has been used to optimise
the handling performance of the system model in Fig. 6.1. The tyres cornering
stiffness have been varied (see Sect. 6.1). The design variables to be optimised
are the front and rear cornering stiffness at front axle CαF and at rear axle
CαR respectively. The values of CαF and CαR are defined in the respective
ranges

CαFmin ≤ CαF ≤ CαFmax

CαRmin ≤ CαR ≤ CαRmax

Additionally, the following condition has to be satisfied (see Sect. 6.1.1)
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CαRlR − CαF lF > 0 (6.49)

The objective functions to be optimised are given in Table 6.3.

6.2.1 Analytical Solution (Linear Case)

The optimisation problem can be solved analytically if a very high vehicle
speed (v → ∞) is considered. As v → ∞ the objective functions read

min




f1 = K2
β =

(
CαF lF

CαRlR−CαF lF

)2

f2 = Tψ̇ = π
2

√
Jz

CαR lR−CαF lF

f3 = Oψ̇ = mlF
lCαR

√
CαRlR−CαF lF

Jz
v

f4 = ψ̈(0)/δsteady = CαF lF /Jz

(6.50)

If a bounded domain of the design variables is considered [Cmin, Cmax], the
absolute minimum of each objective function is obtained when CαF and CαR

get the values reported in Table 6.4.
Figure 6.7 shows the Pareto-optimal set (denoted by symbol ‘+’) in the

design variable space for the case v → ∞. In Fig. 6.7, the curve γ reads

CαR =
CαF lFCαRmax

(CαRmaxlR − CαF lF )
(6.51)

Equation (6.51) (γ–curve) is found by applying the constraints method (see
Sect. 3.4.10) and solving the optimisation problem analytically as follows.

Table 6.4. Values of the cornering stiffness defining each single absolute mini-
mum of the four objective functions that have been taken into consideration for the
optimisation of the handling behaviour of a road vehicle

Optimal cornering stiffness values
Objective function

CαF CαR

f1 K2
β CαFmin CαRmax

f2 Tψ̇ CαFmin CαRmax

f3 Oψ̇
lR
lF

CαR
lF
lR

CαF

f4 ψ̈(0)/δ CαFmin whichever ∈ [CαRmin, CαRmax]

Objective function minimum values
Objective function

v = low, medium v = high (v → ∞)

f1 K2
β f1(CαFmin, CαRmax)

(
CαF minlF

CαRmaxlR−CαF minlF

)2

f2 Tψ̇ f2(CαFmin, CαRmax) π
2

√
Jz

CαRmax lR−CαF min lF

f3 Oψ̇ 0 0

f4 ψ̈(0)/δ f4(CαFmin) CαF minlF
Jz
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Fig. 6.7. Pareto-optimal set plotted in the design variable space. Linear vehicle
model. The Pareto-optimal set is defined by symbol ‘+’. Boundaries have been
computed analytically. Vehicle data are given in Table 6.1. γ is defined by Eq.
(6.51). The time responses for cases < 1 >–< 7 > are plotted in Fig. 6.9

The γ–curve can be found relatively easily if the objective functions fi (i =
1, . . . , 4) are re-written, respectively, as the following new objective functions
f ′i , (i = 1, . . . 4)1

f ′1 =
(

CαF

CαRlR − CαF lF

)2

f ′2 =
1√

CαRlR − CαF lF

f ′3 =
√
CαRlR − CαF lF

CαR

f ′4 = CαF

In order to give a simple but general formulation of the optimisation prob-
lem, the design variables CαF and CαR can be set in non-dimensional form as
x1 = CαF /CαFmax, x2 = CαR/CαRmax, additionally, without introducing any
important restriction to the optimisation problem, we can set CαFmin = 0,
CαRmin = 0 and CαRmaxlR = CαFmaxlF .
1 Actually a set of non-dominated (i.e. optimal) solutions (see Sect. 2.11) remains

non-dominated by multiplying each objective function by a scale factor (different
scale factors for different objective functions are allowed)
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Fig. 6.8. Solution of the problem (6.52) ‘◦’ for different values of the parameters εO,
εβ and εT . Different values of these parameters determine the shape of the feasible
domain of the problem (6.52). The union of points ‘◦’ obtained for the problem
(6.52) solved for different values (εO, εβ , εT ) allows to obtain the Pareto-optimal set
of the problem considered
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The objective functions f ′i (i = 1, . . . , 4) can be re-written (once again) in
non-dimensional form as

f ′′1 =
(

CαF /CαFmax

(CαRlR − CαF lF )/(CαRmaxlR)

)2

f ′′2 =
1√

(CαRlR − CαF lF )/(CαRmaxlR)

f ′′3 =

√
(CαRlR − CαF lF )/(CαRmaxlR)

(CαR)/(CαRmax)
f ′′4 = CαF /CαFmax

and substituting the non-dimensional design variables x1, x2

f ′′1 =
(

x1

x2 − x1

)2

f ′′2 =
1√

x2 − x1

f ′′3 =
√
x2 − x1

x2

f ′′4 = x1

To solve analytically the addressed optimisation problem, the constraints
method will be applied (see Sect. 3.7.1), so

min
x1,x2

f ′′4 (x1)

f ′′1 (x1, x2) ≤ εβ
f ′′2 (x1, x2) ≤ εT
f ′′3 (x1, x2) ≤ εO
0 ≤ x1 ≤ 1
0 ≤ x2 ≤ 1
x1 − x2 < 0 (6.52)

In explicit form, the above mathematical problem reads

min
x1,x2

x1

x2 ≥ x1(
√
εβ + 1)/

√
εβ

x2 ≥ x1 + 1/ε2T
ε2Ox

2
2 − x2 + x1 ≥ 0

0 ≤ x1 ≤ 1
0 ≤ x2 ≤ 1
x1 − x2 < 0 (6.53)
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It can be noticed that the last three inequalities in (6.53), shown in Fig.
6.8(a), are given as the area shaped as a triangle whose edges are defined
by points (0,0), (0,1), (1,1). The points outside the triangle correspond to
solutions that have to be discarded. The optimal solutions have to be searched
into the triangle. The optimal solutions area is defined by applying the first
three inequalities in (6.53)). Let us assume (Fig. 6.8(a)) that the boundaries
defined by the first two inequalities (f ′′1 ≤ εβ and f ′′2 ≤ εT ) can be represented
as lines (Fig. 6.8), whereas the boundary given by the third inequality (f ′′3 ≤
εO) is a parabola whose axis is directed towards the x1–axis. For all the values
of εO, the point x1 = 0, x2 = 0 belongs to the given parabola and in this point
it is tangent to the line x2 = x1.

The first three inequalities in (6.53) depend on εβ , εT and εO. The Pareto-
optimal solutions (points) in the design variable space are found, (according
to the constraints method), by varying the constraints εβ , εT and εO within
their domain and then searching for the minimum x1. The domain of the
constraints is 0 < εβ < ∞, 0 < εT < ∞ and 0 < εO < ∞. The tics marks in
Fig. 6.8(a) define the borders of the excluded area in which optimal solutions
are not to be searched for.

For ease of presentation, and according to the constraints method, at first
εO will be varied from ∞ to zero, subsequently, each value of εO, εβ and εT
will be varied within their respective ranges.

• Let us consider 1 < εO < ∞. Figure 6.8(a) shows that as εO → ∞ the
parabola is shrunk to a line corresponding to the negative x1–axis. For
εO = 1 the point (0,1) belongs to the parabola. Let us consider Fig. 6.8(b)
in which a generic parabola (1 < εO < ∞) is plotted. Let us vary εβ
in the range 0 < εβ < ∞; this defines a set of lines as those plotted in
Fig. 6.8(a). Each couple of constraints εO, εβ define an area in which the
point with the minimum x1 is always found at x2 = 0. The variation
of εT in the range 0 < εT < ∞ produces the same effect. For the case
considered in Fig. 6.8(b), the Pareto-optimal points are those indicated by
the symbols ‘o’.
For 1 < εO < ∞, the Pareto-optimal set is the x2-axis (from x2 = 0 to
x2 = 1).

• Let us consider εO = 1 (Fig. 6.8(c)). The points x1 = 0, x2 = 0, x1 =
0, x2 = 1 belong to the parabola and in this case they represent the
domain of optimal x1, x2.

• Let us consider
√

2/2 ≤ εO < 1 (Fig. 6.8(d)). The domain contain-
ing optimal x1, x2 is defined again by the points denoted by the sym-
bol ‘o’. The two parabolas in Fig. 6.8(d) have been plotted in order
to show how the optimal points vary as εO varies. The points denoted
by black dots in Fig. 6.8(d) can be found as follows. Given the ab-
scissa x1, the two x2 values of the parabola ε2Ox

2
2 − x2 + x1 = 0 are

x2 = (1 ±
√

1 − 4ε2Ox1)/(2ε2O), where the minus sign denotes the black
dot. Setting x2 = 1 = (1 +

√
1 − 4ε2Ox1)/(2ε2O) and solving this equation
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with respect to ε2O gives ε2O = 1−x1, which represent the value of εO when
the point x2 = 1 belongs to the parabola.

The value of the ordinate of the black dot is found by substituting
ε2O = 1 − x1 in x2 = (1 −

√
1 − 4ε2Ox1)/(2ε2O) which gives

x2 =
x1

1 − x1
(6.54)

This relationship represents the locus of points denoted by black dots in
Fig. 6.8(e). This curve (named γ–curve in (6.51)) defines the set of optimal
solutions when

√
2/2 ≤ εO ≤ 1. The points of the line x2 = 1, 0 ≤ x1 ≤ 1/2

do belong to the Pareto-optimal set; in fact, in Fig. 6.8(d), the minimum
x1 is obtained at the black dots and at the corresponding points having the
same abscissa but ordinate x2 = 1. By introducing the design variables in
dimensional form in (6.54), the expression of the γ–curve given by (6.51)
can be obtained.

• Let us consider 0 < εO <
√

2/2. The Pareto-optimal set is denoted by
symbols ‘o’ in Fig. 6.8(f).

• In Fig. 6.8(g) the whole set of Pareto-optimal solutions is presented, the
main hypotheses are that the considered model is linear and its speed is
high.

Removing the hypotheses CαFmin = 0, CαRmin = 0 and CαRmaxlR =
CαFmaxlF does not modify the solution of the problem. In particular, the
γ–curve do maintain the same analytical form (see Eq. (6.51)). The γ–curve
bounds the domain in Fig. 6.7 and establishes a relationship between CαF

and CαR.
The Pareto-optimal set in Fig. 6.7 is multiply connected. Figure 6.9 shows

the different responses to a step steering input of the seven vehicle models
whose front and rear cornering stiffness are defined with the numbers <1>
to <7> in Fig. 6.7. Figure 6.10 shows the trends of each objective function,
the tradeoffs among objective functions can be assessed by inspection and
comparison of the four plots.

6.2.2 Numerical Solutions (Linear Case)

If the vehicle speed is not very high, the Pareto-optimal set has to be computed
numerically, and obviously, the Pareto-optimal set changes as the vehicle speed
varies. The numerical solution is obtained by using the method described in
Sect. 3.6.

Different Pareto-optimal sets at different vehicle speeds are shown in Fig.
6.11. The Pareto-optimal set is influenced only by the vehicle forward velocity
and not by the steering angle δ. As the speed increases, the Pareto-optimal
sets in Fig. 6.11 approach the shape of the Pareto-optimal set in Fig. 6.7. So
the analytical solution (γ–curve) can be considered as a reference solution, in
particular if the response at high speed is of interest. For the reference vehicle,
the Pareto-optimal set at v = 35 m/s is similar to the one obtained at v → ∞.
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Fig. 6.9. Time responses to a step steering angle input of cars (design solutions)
denoted by numbers < 1 > to < 7 > in Fig. 6.7. The symbol • indicates the peak
response time. The forward speed considered is v = 30 m/s. The solution < 1 > has
the best Tψ̇ and K2

β (see Table 6.4, min F1, F2), the solutions < 3 > and < 4 > have
the best Oψ̇ (see Table 6.4, min F3) and the solutions < 1 >, < 5 > and < 4 > have

the best ψ̈/δsteady(0) (see Table 6.4, min F4)

6.2.3 Numerical Solution (Non-Linear Case)

If the non-linear model is considered, the effect of the steering angle on the
Pareto-optimal set becomes important. Only the solutions for which the vehi-
cle motion is stable will be considered (limt→∞ ψ̇ �= ∞ and limt→∞ β �= ∞).
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Fig. 6.10. Pareto-optimal set plotted in the design variable space for the linear
vehicle model as in Fig. 6.7. The arrows indicate decreasing values of each objective
function, see Table 6.3. Vehicle data are given in Table 6.1

The results of the simulations are shown in Figs. 6.12–6.15. These plots
show how the Pareto-optimal set can be influenced by the steering angles and
by the values of µF and µR.

If µR < µF (Fig. 6.12), the area of Pareto-optimal set in design variable
space is shrunk because many design variables combination define an unstable
motion of the system model. In this case for high steering angles and high
speed (δ > δ̃ is given by Eq. (6.38)) the motion of the model is unstable
even if the condition (CαRlR − CαF lF ) > 0 is satisfied. If µR < µF cars are
commonly considered dangerous and the results presented in Fig. 6.12 have
only academic interest.

If µR > µF (Figs. 6.13–6.15), all the design variables combinations that
satisfy the condition (CαRlR − CαF lF ) > 0 refer to a stable motion of the
system model. For some values of the design variables, and for high speed
and high steering angles (where δ > δ̃ is given by Eq. (6.28)) the dynamic
behaviour of the vehicle changes with respect to the linear model. Figures
6.13–6.15 show the shape of the Pareto-optimal set together with the trends
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Fig. 6.11. Influence on the Pareto-optimal set of the vehicle speed. Linear vehicle
model as in Fig. 6.7. (a) v = 15m/s, (b) v = 20 m/s (c) v = 25 m/s and (d)
v = 35 m/s. The Pareto-optimal set is defined by symbols ‘+’. Vehicle data are
given in Table 6.1

of the objective functions. The change in the shape of the Pareto-optimal
solution set is due to change in monotonicity of the objective functions, as
highlighted by the trends of the objective functions shown in Figs. 6.13–6.15.
The Pareto-optimal set in these cases is not connected because the design
solutions that are stationary may become globally or locally Pareto-optimal.

6.3 Validation

6.3.1 Validation of the Model

The handling performance of an actual vehicle depends on many parameters
(e.g. 100 and more). So only a complex vehicle system model can be used to
assess accurately the handling behaviour. However, it is well known that even
a 2 d.o.f. linear model such as the one shown in Fig. 6.1 can represent fairly well
the handling behaviour of a road vehicle at relatively low lateral acceleration
levels [167]. Thus, the fundamental study presented in this chapter is based
on a system model of a road vehicle which represents a very good compromise
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Fig. 6.12. Pareto-optimal set plotted in the design variable space. non-linear vehicle
model: µR = 2.0 and µF = 2.2. Influence of speed and of steering input angles: (a)
v = 25m/s, δ = 6◦, (b) v = 35m/s, δ = 4◦ and (c) v = 35 m/s and δ = 6◦ . The
Pareto-optimal set is defined by symbols ‘+’. Vehicle data are given in Table 6.1
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Fig. 6.13. Pareto-optimal set plotted in the design variable space. non-linear vehicle
model, µR = 2.2 and µF = 2.0 (v = 25 m/s and δ = 6◦). The Pareto-optimal set is
defined by symbols ‘+’. Bottom: Trends of the objective functions (the arrows show
decreasing directions of the objective functions). Vehicle data are given in Table 6.1

between accuracy of numerical computations and simplicity of mathematical
formulation. In other words the adopted models allow to capture the essential
information on the actual dynamic behaviour of a road vehicle.



6.3 Validation 185

0 0.5 1 1.5 2 2.5 3 3.5

x10
5

0

0.5

1

1.5

2

2.5

3

3.5
x10

5

C
 F

 (N/rad)

C
 R

 (
N

/r
ad

)

v =35 m/s, =4º

 

0 1 2 3

x10
5

0

0.5

1

1.5

2

2.5

3

3.5
x10

5

x10
5

x10
5

x10
5

x10
5

x10
5

C
 F

 (N/rad)

C
 F

 (N/rad) C
 F

 (N/rad)

C
 F

 (N/rad)

C
 R

 (
N

/r
ad

)

C
 R

 (
N

/r
ad

)
C

 R
 (

N
/r

ad
)

C
 R

 (
N

/r
ad

)

(F
1
)1/2

0 1 2 3
0

0.5

1

1.5

2

2.5

3

3.5
x105

F
2

0 1 2 3
0

0.5

1

1.5

2

2.5

3

3.5

F
3

0 1 2 3
0

0.5

1

1.5

2

2.5

3

3.5

F
4

Fig. 6.14. Pareto-optimal set plotted in the design variable space. non-linear vehicle
model, µR = 2.2 and µF = 2.0. (v = 35 m/s and δ = 4◦). The Pareto-optimal set is
defined by symbols ‘+’. Bottom: Trends of the objective functions (the arrows show
decreasing directions of the objective functions). Vehicle data are given in Table 6.1

6.3.2 Validation of the Optimisation Process

The validation of an optimisation process such as that one presented here is
rather involved. Actually, in principle, one should verify that the whole set of
Pareto-optimal solutions are truly optimal, which would require the testing
on a proving ground of a huge number of vehicles. A different approach has
been used here to establish a relationship between the results of the presented
optimisation process and actual applications. A number of cars (sports, sedan,
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Fig. 6.15. (Left) Pareto-optimal set plotted in the design variable space. non-linear
vehicle model, µR = 2.2 and µF = 2.0 (v = 35 m/s and δ = 6◦). The Pareto-
optimal set is defined by symbols ‘+’. (Bottom) Trends of the objective functions
(the arrows show decreasing directions of the objective functions). Vehicle data are
given in Table 6.1

suvs, . . .) under present or former production have been considered. The tyre
cornering stiffness of these cars have been plotted in Fig. 6.16 and are reported
in Table 6.5.

The graph shows the Pareto-optimal set as a function of CαF lF /l and
CαRlR/l to allow the comparison of vehicles of different size and mass distri-
bution. All of the points in Fig. 6.16 referring to the considered vehicles lie
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Fig. 6.16. Pareto-optimal set (grey area) in the design variable space as a function
of CαF lF /l and CαRlR/l. Data denoted by ‘◦’ were derived from the literature
[46, 268, 269, 271], data denoted by ‘	’were available to the authors and measured
by a number of tyre manufacturers

in the optimal domain (linear vehicle, Fig. 6.7). Of course, it is difficult to
state, on the basis of this matter of fact, that the presented method allows
to tune the tyre stiffness of actual cars, however it is also true that, refer-
ring to the significant sample taken into consideration, no cars have cornering
stiffness that do not belong to the derived Pareto-optimal domain. Thus, one
may conclude that the presented optimisation method can help in avoiding
to analyse the dynamic behaviour of cars whose cornering stiffnesses do not
belong to the mentioned Pareto-optimal domain.

The optimal cornering stiffness values found by this method can be used
as a first approximation, useful for starting further researches and/or under-
standing the results found after ground tests.

6.4 Conclusion

The chapter presents a fundamental study on the optimisation of the handling
performances of road vehicles. The aim was that of giving, with reference to a
simple, but relatively accurate mathematical model, a scientific contribution
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Table 6.5. Vehicle data in Fig. 6.16

m l lR/l–lF /l CαF lF /l CαRlR/l
(kg) (m) (%) (N/rad) (N/rad)

Saloon [46] 727 2.04 62–38 11,550 13,500
Saloon [46] 1045 2.40 57–43 24,200 25,900
Coupé [46] 1175 2.58 55–45 20,250 22,900
Saloon [46] 1435 2.77 53–47 32,950 34,150
Saloon [46] 1945 3.07 49–51 46,700 49,450
Sport [46] 1600 2.50 50–50 38,200 38,200
Formula 1 [46] 625 2.72 40–60 59,000 59,000
Sport Prototype [46] 1020 2.91 41–59 69,350 69,350
Saloon [271] 1480 2.68 61–39 52,900 57,800
Saloon [268] 1600 3.2 56–44 26,250 28,100
Saloon [269] 1067 2.5 60–40 22,000 27,000
Saloon 1096 2.46 61–39 35,900 45,000
Saloon 1096 2.46 61–39 50,350 72,100
Saloon 1404 2.60 61–39 56,350 76,400
Saloon 1404 2.60 61–39 50,050 65,750
Saloon Station Wagon 1461 2.59 59–41 47,900 56,800
Saloon Station Wagon 1461 2.59 59–41 56,400 60,850
Saloon 1667 2.70 59–41 59,500 67,700
Saloon 1554 2.70 61–39 40,350 48,850
Saloon 1890 2.80 57–43 61,200 73,650
Sport 1820 2.66 54–46 112,550 114,500
Sport 1628 2.45 42–58 89,200 86,700
Sport 1620 2.60 44–56 66,950 87,850
Racing 1100 2.60 42–58 115,700 133,300

on how to tune the front and rear tyre cornering stiffness of a road vehicle, in
order to obtain the best handling and active safety performances.

The system model that has been adopted is the well-known 2 d.o.f. model
of a two axle road vehicle cornering on a flat horizontal surface.

The tyre characteristics have been introduced in two different ways: at
first a linear relationship between lateral slip and lateral force at a tyre was
introduced, then, to account for non-linearities, a piecewise linear character-
istic has been used. By means of these two mathematical models of a road
vehicle the response to a step steering input has been computed analytically
whenever possible.

In particular, the relevant objective functions for the handling optimisa-
tion process were derived in analytical form by exploiting the linear model.
The handling objective functions taken into consideration referred to a step
steering manoeuvre are the sideslip angle gain, the yaw velocity peak response
time, the yaw velocity overshoot, and the initial yaw acceleration.
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The selected handling objective functions are conflicting, i.e. improving one
implies the worsening of another. By using both the linear and the non-linear
road vehicle models, the optimal compromise among the selected handling
objective functions has been searched for. The front and the rear tyre cornering
stiffness have been considered as the design variables to be optimised.

The optimisation has been performed on the basis of multi-objective pro-
gramming. The values of the tyre cornering stiffness which minimise each
single objective function have been computed in analytical form for the linear
model of a vehicle running at high speed.

Together with numerical computations, an analytical formulation of the
boundary of the Pareto-optimal set in the design variable space (γ–curve) has
been derived.

The cornering stiffness computed by the optimisation process have been
compared to those ones pertaining to 24 cars under present or former produc-
tion. All of the values were inside the Pareto-optimal domain whose bound-
aries were computed analytically. This means that the presented optimal the-
ory allows at least to discard the non-optimal values of the front and rear cor-
nering stiffness of a road vehicle. Additionally, the boundaries of the Pareto
set in the design variable space do have a simple analytical form and this al-
lows a simple reasoning during engineering activities. Of course, the presented
problem solution cannot allow an accurate tuning of tyre cornering stiffnesses
of a road vehicle, anyway it has been shown that, referring to a significant set
of actual production cars, the tyre cornering stiffnesses that have been def-
initely adopted in the engineering practice do belong to the Pareto-optimal
set computed in the optimisation process proposed in this chapter.



7

Optimal Design of the Tyre-Suspension System
of a Racing Car

A racing car should be designed to improve the performance of the driver–
vehicle system. Unfortunately, at present no readily exploitable driver models
seem to be available. So the optimisation of a racing car refers mainly to the
car itself. Contemporary tuning of both tyre characteristics and suspesnion
system is of crucial importance. One of the main technical challenges is to
achieve maximum cornering speed while balancing tyre forces at front and
rear axles, improving handling ability.

In order to design effectively a racing car, one may be requested to tune
the entire set of design variables related to tyres, aerodynamics and chassis
characteristic (stiffness, damping and kinematics of the suspension system).
This is not a straightforward problem especially if one exploits very sophis-
ticated models defined by many parameters. In fact, when many design vari-
ables have to be changed, their tuning has to be performed by using adequate
optimisation theories (see Sect. 2.10) and related software tools. Tradition-
ally, the process of tuning the car has been performed by a trial-and-error
approach based on professional drivers’ feedback. A sensitivity analysis [32] is
of limited help to the designer if the number of design variables is high.

A more rational approach compared to a trial-and-error procedure is de-
sirable. Multi-objective optimisation is the most effective way for optimising
complex systems, i.e. systems, which are described by many design variables
and which perform many functions [149] (see Chap. 3).

In the literature, several papers [93,94,141] have dealt with the problem of
the optimisation of a car suspension system by means of the multi-objective
approach.

This chapter, derived from [161], presents a procedure that can be used
for the integrated design (tuning) of tyres and suspensions of a racing car.

A complete model of a racing car has been developed and implemented
through a series of programming codes. Elasto-kinematics of the suspen-
sion system, powertrain and braking systems have been described in de-
tail. Tyre characteristics have been identified and implemented by means of
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Pacejka’s Magic Formulæ. The aerodynamic characteristics of the body have
been measured in wind tunnel and included into the model.

A number of ground tests, according to the ISO standards, have been
performed to validate the vehicle model. The main dynamic responses of the
car have been recorded and compared with the computed responses, with fully
satisfactory results.

Proper objective functions have been defined after a subjective–objective
correlation analysis. Many different driving situations (steady-state, J-turn,
lane-change, power on–off while steering, braking on a bend, passing over a
kerb while steering) have been considered. By means of a multi-objective
(Sect. 2.10) approach, 26 objective functions, defined after a subjective–
objective correlation analysis, have been optimised by changing 18 design vari-
ables related with the suspension system and the tyre characteristics. A global
approximation model (see Sect. 4) has been followed (the original physical car
model has been substituted by another purely numerical model), allowing fast
optimisations.

7.1 System Model

A vehicle model, divided into modules, has been constructed on the ba-
sis of one presented in [93]. Each module represents a vehicle sub-system
(Fig. 7.1) which interacts with the other sub-systems by means of input/output
variables.

The result is an 18 d.o.f.s model that simulates satisfactorily the actual
vehicle dynamic behaviour (Table 7.2).

7.1.1 Vehicle Model

Car chassis is considered as a rigid body. Tyre forces are transmitted to
the front and rear axle modules respectively (Fig. 7.1). Front and rear axle
modules apply two resultant forces and two resultant torques to points A and
B respectively (Fig. 7.1). Aerodynamic forces are modeled assuming front lift,
rear lift and drag coefficients depending on front and rear vertical position of
points A and B with respect to the ground.

Front and rear independent suspension systems have a double wishbone
layout, different layouts can be easily considered referring to available li-
braries [158]. Shock absorbers are modeled as non-linear components; forces
transmitted by the shock absorber are function of the deformation speed.
Non-linearity due to bump-stop characteristics has been included.

The torque-speed characteristic of the differential has been derived exper-
imentally and accurately modeled. The braking system is modeled by consid-
ering the different distribution of braking force between front and rear axle.



7.1 System Model 193

Tyre and
suspension

model

Tyre and
suspension

model

Tyre and
suspension

model

Tyre and
suspension

model

Powertrain
and rear

axle model

Front
axle

model

Fig. 7.1. Vehicle model. Dotted arrows refer to input–output variables describing
the dynamics of each module

7.1.2 Tyre Model

A model that allows to estimate tyre forces with a good accuracy has
been implemented on the basis of Pacejka’s Magic Formulæ [10, 110, 194–
196]. Tyre characteristics have been measured on a flat-track machine [208].
Experimental measurements have been used to identify Pacejka’s model co-
efficients by applying the procedure reported in [187]. The model enables to
simulate tyre behaviour at high slip angles and high level of longitudinal slip.
The transient tyre behaviour is given by

χ (Fz)
dFy

dt
+ vw Fy = vw Fy,stat (α, Fz, γ) (7.1)

This formulation allows to include the relaxation length effect. Combined
effects of longitudinal and lateral slip have been considered [225].

Four d.o.f.s are used to simulate vertical motions of unsprung masses and
four d.o.f.s refer to the rolling of the wheels.

7.1.3 Validation

Results given by simulations have been compared with track test measures
on a test vehicle. The test vehicle is equipped with a data acquisition
computer, wheel speed sensors, throttle position sensor, gear position sen-
sor, brake circuit pressure sensors, steering wheel angle sensor, vehicle body
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Fig. 7.2. Severe lane-change manoeuvre, numerical and experimental data. The
measured steering wheel angle is used as input for the simulation code (throttle and
selected gear are constant during the manoeuvre). Non-dimensional values on the
y-axes (yactual/ymax,measured)

accelerometers and gyroscopes, optical vector speed sensor. Measurements are
matched directly with computed data. A parameter identification procedure
is not needed. Comparisons considering a severe lane-change manoeuvre (ISO
3888) are shown in Fig. 7.2. The agreement is good. A test run on track is
shown in Fig. 7.3. Again the model proves to represent fairly the dynamic
behaviour of the car under consideration.

7.2 Design Variables

Eighteen design variables have been considered for the optimisation process.
Design variables are related to suspension springs, anti-roll bars, hydraulic
dampers, static toe angles, static camber angles and tyre characteristics. These
design variables have been chosen as they are reputed to influence the behav-
iour of the vehicle taken under consideration. Moreover, these design variables
can be easily modified on the considered vehicle.

Three types of optimisation strategies have been performed:

(1) Changing the stiffness of the front and rear suspension springs, the front
anti-roll bar and the static toe and camber angles of front and rear wheels
according to a grid (see Sect. 3.4.2).
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values on y-axes (yactual/ymax,measured). The only relevant discrepancy between
measured and computed data (at t = 10–13 s) is due to the hitting of a kerb
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(2) Changing suspension characteristics (stiffness, damping, toe and camber)
by varying design variables continuously within specified ranges.

(3) Changing tyre and suspension characteristics by varying design variables
continuously within specified ranges.

The design variables variations are shown in Table 7.1.

Table 7.1. Variation of the design variables values with respect to the reference
vehicle

Design variable 1st optimisation 2nd optimisation 3rd optimisation

ks,F −20%, ref. [−50%, +10%] [−50%, +10%]

ks,R −20%, ref. [−60%, +10%] [−60%, +10%]

kr,F −40%, ref. [−80%, +60%] [−80%, +60%]

kr,R Ref. [−80%, +100%] [−80%, +100%]

rb,l,F Ref. [−60%, +90%] [−60%, +90%]

rb,l,R Ref. [−60%, +90%] [−60%, +90%]

rr,l,F Ref. [−50%, +50%] [−50%, +50%]

rr,l,R Ref. [−50%, +50%] [−50%, +50%]

δst,F −130%, −65%, ref., +65%, +130% [−130%, +130%] [−130%, +130%]

δst,R −80%, −40%, ref., +40%, +80% [−80%, +80%] [−80%, +80%]

γst,F −30%, −15%, ref., +15%, +30% [−30%, +30%] [−30%, +30%]

γst,R −30%, −15%, ref., +15%, +30% [−30%, +30%] [−30%, +30%]

p1,F Ref. Ref. [−15%, +15%]

p1,R Ref. Ref. [−15%, +15%]

p2,F Ref. Ref. [−15%, +15%]

p2,R Ref. Ref. [−15%, +15%]

CF Ref. Ref. [−15%, +15%]

CR Ref. Ref. [−15%, +15%]

Three optimisation strategies are considered. Design variables referring to the first
optimisation have only discrete values (‘ref.’ means ‘reference value’)

7.2.1 Suspension System

Twelve design variables (system’s model parameters) are tuned (Table 7.1)
referring to

– the suspension spring characteristic (front and rear);
– the anti-roll bar characteristic (front and rear);
– the characteristic of the hydraulic dampers (front and rear) (four design

variables);
– the suspension geometry (front and rear) (four design variables)
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Table 7.2. List of main parameters values used in the presented simulations

lF Distance ofbody centre of mass from 1.497 m
the front axle

lF + lR Wheelbase 2.568 m
cF /cR Half track front/rear 0.85 m/0.80 m
h Height of the vehicle body centre of mass 0.428 m
m Vehicle body mass 1,020 kg
mF /mR Wheel mass (right + left) front and rear 80 kg/100 kg
Jx/Jy/Jz Moments of inertia of the vehicle 330 kgm2, 1,600 kgm2,

body about x-, y-, z-axis 1,800 kgm2

CdS Drag 0.71 m2

ETmax Engine maximum torque 400 Nm@6,000 rpm
Cα,F /Cα,R Cornering stiffness front/rear tyres 121,000 N/rad,

182,000 N/rad

Suspension Springs

Front and rear stiffness of the suspension springs, have been varied. The values
of the design variables during the optimisation process are shown in Table 7.1.

Anti-roll Bars

Stiffness of front and rear anti-roll bar have been varied. These design variables
during optimisation process are shown in Table 7.1.

Hydraulic Dampers

The force transmitted as a function of damper speed is modeled as shown in
Fig. 7.4. Forces are given by

b,l
r

v

b,h

v0,r

v0,b

rr,h

r

F

d

d

r
r,l

Fig. 7.4. Non-linear hydraulic damper characteristic, force vs. damper speed
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Fd = rr,h (vd − v0,r) + rr,l v0,r vd > v0,r

Fd = rr,l vd vd > 0, vd ≤ v0,r

Fd = rb,l vd vd > v0,b, vd ≤ 0
Fd = rb,h (vd − v0,b) + rb,l v0,b vd ≤ v0,b

(7.2)

Four design variables rb,l, rr,l, rb,h, rr,h describe the shock absorber
characteristic [87]. Velocities v0,b and v0,r are kept fixed, only rb,l and rr,l

are varied during the optimisation process. Values assumed by these design
variables are shown in Table 7.1.

Suspension Geometry

Suspension geometry is optimised by changing the static values of camber and
toe angles. Values assumed by these design variables are shown in Table 7.1.

7.2.2 Tyre Characteristic

For pure lateral slip Pacejka’s Magic Formulæ express the side force Fy,stat

as a function of the side slip angle α. The general form for a given value of
vertical load and camber reads (Fig. 7.5)

Fy,stat = D sin {C arctan [B(α+ Sh) − E (B(α+ Sh)
− arctan (B(α+ Sh)))]} + Sv (7.3)

Figure 7.5 shows the meaning of coefficients BCD and D for a typical
tyre force characteristic. Coefficient D represents the peak value of the lateral
force (if Sv = 0) and the product BCD corresponds to slope at the origin of
the curve (if Sh = 0 and Sv = 0). The factor C controls the domain of the
sine function in Eq. (7.3), and determines the shape of the resulting curve.
The function of the cornering stiffness BCD reads
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Fig. 7.6. Cornering stiffness as a function of vertical load according to expression
(7.4) at camber zero

BCD = p1 sin
[
2 arctan

(
Fz

p2

)]
(1 − p3 |γ|) (7.4)

For zero camber, the cornering stiffness has a maximum p1 at Fz = p2. Figure
7.6 shows the relationship given in (7.4).
C, p1 and p2 are chosen as design variables their variations are reported

in Table 7.1.

7.3 Running Situations and Objective Functions

The vehicle–driver system and the external environment constitute a com-
plex closed-loop system. The evaluation of the handling behaviour is made
difficult by the human–vehicle interaction. Only a limited number of standard
manoeuvres and running conditions have been defined by ISO and generally
no evaluation criteria are given. In the following application a total number
of six running situations (26 objective functions) are at first introduced.

7.3.1 Steady-state Turning

The simulation of the steady-state turning manoeuvre is based on ISO 4138
standard. The vehicle has to be driven on a known circular path at different
speeds. This manoeuvre can be used to assess the tendency of the vehicle to
understeer–oversteer by computing understeer/oversteer gradient:

dδ

dac
(7.5)

This parameter is strictly related to driver perception. Oversteering vehi-
cles at high levels of lateral acceleration will be discarded during the search
procedure. Considered objective functions are reported in Table 7.3.
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Table 7.3. Optimisation scheme

Symbol Objective function Goal

Steady-state turning

ac,50m Maximum ac (ρ = 50 m) Maximise

β1.3 g,50m β (ac = 13 m/s2, ρ = 50 m) Minimise

P1.3 g,50m Power required (ac = 13m/s2, Minimise
ρ = 50m)

ac,120m Maximum ac (ρ = 120 m) Maximise

β1.3 g,120m β (ac = 13 m/s2, ρ = 120 m) Minimise

P1.3 g,120m Power required (ac = 13m/s2, Minimise
ρ = 120m)

J-turn

tψ̇ ψ̇ peak response time Minimise

Oψ̇ ψ̇ overshoot Minimise

ψ̇s,s Steady-state ψ̇ Maximise
tβ β peak response time Minimise
Oβ β overshoot Minimise

βmax Maximum β Minimise
βs,s Steady-state β Minimise
tac ac peak response time Minimise
Oac ac overshoot Minimise

ac,max Maximum ac Maximise
ac,s,s Steady-state ac Maximise

RMS(β̇)J turn Root mean-square of β̇ Minimise
ypath deviation from straight path Maximise

tac − tψ̇ time delay between ac and ψ̇ Minimise

TB TB factor Minimise

Power on–off

RMS(β̇)Pwr on−off Root mean-square of β̇ Minimise

Braking on a bend
Fz,max,left Minimum vertical load on left

rear wheel
Maximise

Fz,max,right Minimum vertical load on right
rear wheel

Maximise

Passing on a kerb while steering

RMS(Fz,f,left) Root mean-square of the front left
wheel vertical load

Minimise

RMS(Fz,r,left) Root mean square of the right left
wheel vertical load

Minimise
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7.3.2 J-Turn

The simulation of the J-turn manoeuvre (based on ISO 7401 standard with
some minor adaptations due to the fact that a racing car is considered)
provides information on transient vehicle response. The time histories of the
centripetal acceleration, of the sideslip angle and of the yaw rate are con-
sidered as responses to a standard steering-wheel ramp input. The objective
functions are the peak response time of the responses to a steering wheel step
input and the overshoots of the responses (related to damping level of the
system). In Fig. 7.7 a typical yaw velocity response to a steering step input is
shown. Peak response time (tψ̇) is highlighted. The expression of the overshoot
is

Oψ̇ =
ψ̇Max − ψ̇steady state

ψ̇steady state

(7.6)

The peak response time and the overshoot for β and ac are defined similarly
as in (7.6). The TB factor [167] is an important objective function referring
to a J-turn manoeuvre. TB is calculated as the product of the yaw velocity
peak response time and the steady-state sideslip angle at the vehicle centre
of gravity:

TB = tψ̇ · βs,s (7.7)

A low value of the TB factor seems implying good vehicle handling
characteristics. Objective functions for this manoeuvre are reported in
Table 7.3.

7.3.3 Power On–Off while Steering

This manoeuvre is included in order to analyse the vehicle reactions to a
power on–off input during turning. This type of input could excite undesirable
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reactions that are perceived negatively by the driver. The vehicle runs into
a bend in a steady-state condition at a high level of lateral acceleration and
suddenly the throttle is fully opened (< 0.3 s), after 3 s it is fully released and
then reopened (< 0.3 s). The steering-wheel angle is kept constant during the
whole manoeuvre. Root mean square of β̇ is the variable taken as a objective
function during this manoeuvre (Table 7.3). This variable shows the tendency
of the vehicle to oscillate around the centre of gravity.

7.3.4 Braking into a Bend

A typical braking manoeuvre before negotiating a bend is simulated. Load
transfer in this running situation drives to unstability. This manoeuvre is
composed by a sudden release of the throttle and subsequent full brake
application. During the turning the brake is released gradually. The steer,
brake and throttle inputs are shown in Fig. 7.8. The objective functions for
this manoeuvre are reported in Table 7.3.
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Fig. 7.8. Braking into a bend steer, brake and throttle inputs (non-dimensional
values on y-axes (yactual/ymax))

7.3.5 Passing over a Kerb While Steering

Passing over a kerb while steering provides information of both low-frequency
and high-frequency vehicle responses. The obstacle is asymmetric and excites
the roll motion of the vehicle body. The maximum height of the obstacle is
50 mm. The vertical shape of the kerb is shown in Fig. 7.9. The objective
functions are indicated in Table 7.3.
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7.4 Search Method

The optimisation method [87,88] is based on two different mathematical mod-
els of the same car whose design variables have to be optimised. The first is
a physical model, i.e. it is derived on the basis of a mechanical model strictly
related to the vehicle system (the model is described in Sect. 7.1.1). The sec-
ond model (‘global approximation’ see Chap. 4) is just a set of functions that
are able to approximate many different relationships that exist between the
design variables and the objective functions, describing the vehicle system
responses.

The global approximation model has been constructed by means of an
artificial neural network. Multi-layer perceptron neural networks have been
used to approximate (within a very small computation time) complex non-
linear functions with an arbitrary degree of accuracy [88, 113] (see Chap. 4).
To avoid overtraining, a cross-validation procedure (see Chap. 4) [127] has
been implemented.

7.4.1 Reduction of Objective Functions

N (<103) solutions have been analysed in order to reduce the number of objec-
tive functions that have to be taken into account. This has been done by using
the ‘Spearman rank correlation coefficient’ (see Chap. 3) [182]. Some strongly
correlated objective functions were found (even non-linear correlations were
detected, Fig. 7.10), so the existence of redundancy was discovered (see Table
7.4) and the number of objective functions could be reduced [87,182].

7.4.2 Pareto-optimal Solutions

The ‘global approximation’ model is used during the search procedure for the
computation of the Pareto-optimal set (see Sect. 2.10).

The main advantage of multi-objective programming is that it provides a
rational approach to decision making in the presence of conflicting criteria.

The global approximation allows a quick computation of the optimal sets
of design variables, generally much faster than the computation by using the
physical model.
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Fig. 7.10. Example of correlation between two objective functions in non-
dimensional form. Spearman Rank Correlation Coefficient = 0.971

Table 7.4. Objective functions eliminated by using the Spearman rank correlation
analysis

Eliminated
objective function

Correlated
objective function

rs

β1.3 g,50 m β1.3 g,120 m 0.997

P1.3 g,50 m P1.3 g,120 m 0.996

tψ̇ TB 0.926

tβ TB 0.950

βmax TB 0.964

βs,s TB 0.963

ac,max ψ̇s,s 0.947

ac,s,s ψ̇s,s 0.991

RMS(β̇)Jturn TB 0.971

ypath ψ̇s,s 0.974

Fz,max,right Fz,max,left 0.997

A large number (>106) of uniformly distributed solutions can be generated
by the neural net approximation within a short time (see Chap. 4). Condition
(2.11) can be checked and the Pareto-optimal solutions can be stored.

The designer can choose a preferred solution among those (and only those)
belonging to the Pareto-optimal set.
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7.5 Results

Two thousand uniformly distributed design variable vectors have been
generated and used to compute the responses of the physical model.

By applying the procedure described in Sect. 7.4.1 only 15 objective func-
tions were selected and considered for the subsequent optimisation. In fact
they resulted fully representative of the 26 objective functions initially con-
sidered.

A multi-layer perceptron neural network has been trained approximating
the 15 objective functions as a function of 18 design variables. The mean error
of the trained neural network is less than 3%.The network architecture has two
layers of 70 and 40 neurons respectively. The training set is composed of only
1,000 responses of the physical model out of the 1,200 generated. A number of
candidate optimal solutions have been selected from the Pareto-optimal set.

Figures 7.11 and 7.12 show two projections of the Pareto-optimal set onto
two planes. Data are reported in non-dimensional form. Improvements are
obtained for all the objective functions.

A preferred solution has been chosen from the Pareto-optimal set and
it has been denoted as optimised car. The results of the third optimisation
(Table 7.1) are reported, because the improvements obtainable by varying a
reduced set of design variables (first and second optimisation) were not fully
satisfactory. The improvements with respect to the reference car are shown in
Table 7.5.

The mean improvement (on all the 26 objective functions) is about 10%.
The handling behaviour is significantly improved. The reference car does not
seem belonging to the Pareto-optimal set. Comparisons between reference car
and optimised car are shown in Figs. 7.13–7.15, referring to a J-turn ma-
noeuvre, a steady-state turning manoeuvre and a power on–off while steering
manoeuvre. Steady-state turning manoeuvres (Fig. 7.14) show higher level of
centripetal acceleration that can be achieved by the optimised car with re-
spect to the reference car. This is due to a better load transfer distribution
between front and rear axles. Moreover, in this manoeuvre the sideslip angle is
reduced because of the higher cornering stiffness of the rear tyres. The power
required is reduced (up to 12% at the highest lateral acceleration) because the
slippages of the optimised vehicle are less than the slippage of the reference
vehicle. J-turn manoeuvre reveals (Fig. 7.13) a more damped motion of the
optimised vehicle with respect the reference vehicle due to a different stiffness
and damping distribution between front and rear axles. This is done by main-
taining the TB factor at about the same level. The same damping effect holds
for Power on–off manoeuvre (Fig. 7.15). Fz,max,left is improved because rb,l,F

is augmented and rr,l,R is reduced. RMS(Fz,r,left) is less because damping of
the rear shock absorbers are greatly decreased, being ks,R equal.
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7.5.1 Comparison of the Performances of Global Approximation
Methods

Three approximation methods, polynomial approximation, RBFNN and
MLPNN (see Chap. 4) are trained using a sample of 2,023 point obtained
from a (t, 16)-sequence in base 17 (see Sect. 3.4.2). The design variables and
the objective functions are normalised before the application of the methods.
The set of 2,023 design points is split into two set D(nD) and V(nV ) to train
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Table 7.5. Design variables and objective functions of a preferred car denoted as
‘optimised vehicle’

Design variable Variation with resp-
ect to the reference
car (%)

ks,F −10

ks,R 0

kr,F −15

kr,R +73

rb,l,F +83

rb,l,R −38

rr,l,F −18

rr,l,R −49

δst,F −43

δst,R +31

γst,F +9

γst,R +18

p1,F +1

p1,R +8

p2,F +12

p2,R −2

CF +3

CR +10

Objective function index Improvement
with respect
to the
reference car
(%)

ac, 50 m 3

ac, 120 m 3

β1.3 g,120 m 6

P1.3 g,120 m 2

Oψ̇ 24

ψ̇s,s 1

Oβ 16

tac 0

Oac 32

tac − tψ̇ 1

TB 0

RMS(β̇)Pwr on−off 36

Fz,max,left 15

RMS(Fz,f,left) 0

RMS(Fz,r,left) 16
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the multi-layer perceptron neural network. The D(ND) is the training set and
nD = 1,734, V(NV ) is the validation set used for cross-validation (see Sect.
4.6.1) and NV = 289. The models are tested on a set T(NT ) of NT = 14,739
points.

Different types of error estimators are considered.

1. The mean relative error is defined by

∆j =
1
NT

NT∑
i=1

|ŷij − yij |
|yij |

(7.8)

lower ∆j refers to a good approximation.
2. The normalised standard deviation is defined by

Σj =

√√√√∑NT

i=1 (ŷij − yij)2∑NT

i=1

(
yij − ¯̄yj

)2 (7.9)

where ¯̄yj = 1
NT

∑NT

i=1 yij . Lower Σj refers to good a approximation.
3. The correlation coefficient between the estimated ŷij output and the test

output yij
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Rj =

∑NT

i=1

(
ŷij − ˆ̄̄yj

) (
yij − ¯̄yj

)
√∑NT

i=1

(
ŷij − ˆ̄̄yj

)2∑NT

i=1

(
yij − ¯̄yj

)2 (7.10)

where ˆ̄̄yj = 1
NT

∑NT

i=1 ŷij . Value of Rj closer to 1 refers to a good
approximation.

Four approximation models have been compared in terms of accuracy:

1. linear approximation (Sect. 4.3.1). The number r of function employed is
17 for every objective function;

2. polynomial quadratic approximation (Sect. 4.3.1). The number r of func-
tion employed is 153 for every objective function;

3. radial basis function neural network regularised and trained using regres-
sion trees (Sect. 4.6.2) with Gaussian basis functions. Nmin is 2 (Nmin is
the unique parameter to be set by the user and refers to the number of
points that are considered to stop the generation of the regression tree);

4. Radial basis function neural network regularised and trained using regres-
sion trees (Sect. 4.6.2) with thin plate spline basis functions. Nmin is 2;

5. Multi-layer perceptron neural network (MLPNN) trained using early stop-
ping (Sect. 4.6.1). The final network architecture is composed by two hid-
den layers with 98 and 105 neurons.

It is important to notice that the approximations model based on NN needs
to be designed and trained properly. This procedure is time-consuming and the
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generation of the approximation model requires more time than other methods
(see Table 7.11). Actually, a trial-and-error procedure has to be completed for
the setting of the number of neurons and hidden layers. In contrast to the
complex setting of parameters referring to the architecture of MLPNN, the
RBFNN requires to set only one parameter: Nmin that defines the regression
tree structure (see Sect. 4.6.2).

By inspection of Table 7.6, one may easily notice that the MLPNN is
superior with respect to other methods for approximation purposes (see mean
∆j values). The same could be stated for the other test criteria (Eqs. (7.9) and
(7.10); Tables 7.7 and 7.8). In these cases RBFNN methods show performance
(both with Gaussian basis functions and with thin plate spline basis functions)
close to MLPNN, confirming the results presented in [229]. The results (Tables
7.6–7.8) show also that the linear approximation model is inadequate for the
problem under consideration. The quadratic approximation model may be
good for the approximation of some objective functions but for other objective
functions the approximation is insufficient (see maximum values in Tables 7.6–
and minimum values in Table 7.8)1.

Table 7.6. Relative errors

Method 1(%) 2(%)

Linear 5.67 27.92
Quadratic 4.16 26.52
RBFNN gaussian 2.87 9.49
RBFNN thin plate spline 2.91 9.38
MLPNN 2.44 15.46

(1) Mean	j over all the considered objective functions.
(2) Maximum	j over all the objective functions

Table 7.7. Normalised standard deviation

Method 1 2

Linear 0.270 0.482
Quadratic 0.175 0.402
RBFNN gaussian 0.156 0.385
RBFNN thin plate spline 0.158 0.386
MLPNN 0.132 0.298

(1) Mean Σj over all the considered objective functions.
(2) Maximum Σj over all the objective functions

1We must emphasise that this is only the time needed for a single training of
the MLPNN; MLPNN needs multiple training to determine the optimal network
architecture
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Table 7.8. Correlation coefficient between estimated ŷ and real y of different
methods

Method 1 2

Linear 0.898 0.732
Quadratic 0.948 0.809
RBFNN gaussian 0.971 0.877
RBFNN thin plate spline 0.970 0.881
MLPNN 0.980 0.960

(1) Mean Rj over all the considered objective functions.
(2) Minimum Rj over all the objective functions

Table 7.9. Pareto-optimal solutions classified correctly: solutions that in terms of
design variables are identical to the ones directly computed by means of the vehicle
model

Method PO(%)

Linear 66.60
Quadratic 67.60
RBFNN gaussian 73.01
RBFNN thin plate spline 74.55
MLPNN 77.10

PO is the ratio between the number of Pareto-optimal
solutions obtained by means of the approximated model
f̂ and the number of Pareto-optimal solutions obtained
by means of the vehicle model (expressed in percentage)

The ultimate purpose of multi-objective optimisation methods integrated
by global approximation is to compute a good approximation of the Pareto-
optimal set. The Pareto-optimal set has been computed for the test set T(NT )
by using Definition 2.7. The test set T(NT ) has been obtained directly by us-
ing the vehicle model. In the same way the approximated Pareto-optimal set
has been obtained by using the approximated models by considering the same
design variables vectors which define the test set T(NT ). Table 7.9 shows
the comparisons. By using the MLPNN, 77.1% of the points belonging to
the approximated Pareto-optimal set are the same Pareto-optimal points (in
terms of design variables) found directly by using the vehicle model. This is
the best performance even if the two RBFNN obtain 73.01 and 74.55%, not
so far from MLPNN. The Pareto-optimal set has been computed also for a
test set F(NF ), obtained from T(NT ) considering the solution that improve
all the objective functions with respect to the reference vehicle (NF = 787)
(see Table 7.10). In this case for the MLPNN, 71.00% of the points belong-
ing to the approximated Pareto-optimal set are coincident with the solutions
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Table 7.10. Pareto-optimal solutions correctly classified on the subset of the set
solutions that improve all the objective functions with respect to a reference vehicle:
solutions that in terms of design variables are identical to the ones directly computed
by means of the vehicle model

Method PO(%)

Linear 37.73
Quadratic 64.26
RBFNN gaussian 69.86
RBFNN thin plate spline 70.37
MLPNN 71.00

PO is the ratio between the number of Pareto-optimal
solutions obtained by means of the approximated model
f̂ and the number of Pareto-optimal solutions obtained
by means of the vehicle model (expressed in percentage)

obtained by using the vehicle model; in this case too this is the best perfor-
mance even if the two RBFNN (69.86 and 70.37%) perform in similar way as
MLPNN.

Finally, Table 7.11 shows respectively the time needed to generate the
training set, the time needed to obtain the parameters of the approximation
model to generate the approximated objective functions from the test set and
the time needed to complete the optimisation process on a Pentium PIII 800
using a sample of 100,000 solutions. The time needed to generate the Pareto-
optimal set from the test set by obtaining the objective functions directly from
the vehicle model without using global approximation is more than 1·107 s. In
all the cases the optimisation process obtained by using global approximation
is by far cheaper in terms of computation time with respect to the optimisation
process obtained without using the approximation method. The time needed
to the global approximation methods is mainly due to the evaluation of the
training set. For the MLPNN, the time needed for the determination of the
net architecture is relevant. RBFNN can be successfully used when a trade-off
between accuracy and computation time is required.

7.6 Conclusion

In order to achieve the best performances from a racing car, the contemporary
tuning of tyre and suspension design variables has proved to be necessary. To
optimise a racing car, the multi-objective optimisation approach has been
followed (see Chap. 3). This approach requires both validated models and a
well-defined experimental activity aimed to derive the design variables that
influence the dynamic behaviour of the car, namely tyre characteristics and
other chassis parameters.
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Table 7.11. Computation time, expressed in seconds, obtained using a Pentium
PIII 800 processor

Method 1 (s) 2 (s) 3 (s) Total (s)

Linear 1.4 × 105 6 2.4 × 102 1.4 × 105

Quadratic 1.4 × 105 7.0 × 101 7.0 × 102 1.4 × 105

RBFNN Gaussian 1.4 × 105 1.9 × 104 1.3 × 103 1.6 × 105

RBFNN thin pl. spl. 1.4 × 105 2.5 × 104 1.3 × 103 1.7 × 105

MLPNN 1.4 × 105 1.5 × 104 1.7 × 103 � 2.1 × 105

(1) Time needed to generate the training set.
(2) Time needed to generate the approximation model.
(3) Time needed to generate the Pareto-optimal set using the Quasi-Monte

Carlo method (100, 000 evaluations). The time needed to generate the Pareto-
optimal set using the quasi-Monte Carlo method without global approxima-
tion is >107 s

According to the global approximation procedure, the complex physical
model of the vehicle has been substituted by an artificial neural network that is
able to approximate very closely the relationships between tyre/chassis design
variables and objective functions. By means of the neural network many (>106)
simulations have been performed within an extremely short time (24 h). From
these simulations the optimal solutions have been selected according to Pareto
theory. The dynamic behaviour of a preferred optimal car has been discussed
in detail. Sensible improvements of the whole objective functions describing
the vehicle dynamic behaviour have been obtained for this optimised car, with
respect to the reference one.

Professional drivers have tested a number of cars fitted with the opti-
mal suspension/tyre settings. The simulation results have been confirmed by
ground tests.

The presented results showed that multi-layer perceptron neural network
gives the highest accuracy. A similar performance in approximating objective
functions is provided by radial basis function neural network. This result seems
very encouraging because the training of RBFNN require the user to set only
one parameter, contrary to MLPNN which requires much expertise to set
the number of hidden layers and the number of neurons in order to obtain
the best global approximation performance. Obviously, the presented results
are not intended to be a general comparison between the considered global
approximation methods, although the testing has been performed on an actual
and very complex engineering problem. The results can be reputed valid only
for similar optimisation problems.

The global approximation procedure may be used to analyse a large num-
ber of optimal solutions. The approach based on the presented low discrep-
ancy sequences allows not only to build good approximation models but also
to improve the knowledge of the designer about the relationships between
design variables and objective functions. From the analysis of the presented
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simulations, it appears that the Pareto-optimal set can be computed ade-
quately by using high accuracy approximators.

With reference to the design of a vehicle tyre/suspension system, the
adopted procedure has proved to be reliable and effective for obtaining higher
car performance reducing the time needed in expensive ground tests.

The method allowed both to synthesise and analyse the optimal solutions
in order to improve not only the performances of the car under consideration
but also the know-how and the skills of designers.
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Integrated Controls for the Improvement
of Ride, Comfort, Handling and Active Safety
of Road Vehicles

Sophisticated control applications are increasingly used in automobiles.
Active suspensions, active four-wheel steering, controlled four-wheel drive,
anti-skid brake systems, traction control are commercially available. All these
sophisticated controls have been developed separately, and now a method
for their integration is proposed the basis on of multi-objective optimisation
(MOO). MOO (see Chap. 3) is substantially a framework to help and guide a
designer who has to handle (optimise) many objective functions (i.e.
vehicle performances) at the same time. Many design variables (control gains
and suspension settings) have to be tuned to achieve the desired vehicle
performances during many different situations (curving, accelerating, brak-
ing on rough, curved, wet roads). This appears to be one of the main design
problems of chassis systems (either active or passive) [143, 214]. The
problem of the synthesis of a novel controller for integrated active chassis
systems cannot be separated from the problem of trade-off, i.e. the problem
of optimisation of complex systems [143]. The synthesis of this novel controller
is based on innovations proposed by the designer after an in-depth analysis
of trade-offs. In the literature, a number of attempts have been presented for
the integration of active chassis systems [63, 114, 139, 148, 186, 221, 255, 264].
All these attempts have focused on the analysis of physical phenomena
occurring during few special driving situations. Although these analyses are
very useful to provide an insight to the problem of integrated controls, they
are not sufficient for a final synthesis of a controller. Actually, a trade-off
stage is necessary to account properly for the inherent complexity of this
design task, as the following study will show. Similar studies to the one pre-
sented in this chapter have been proposed in [23, 66, 125, 126, 272]; they were
based on multi-criteria optimisation, but they were mostly not concerned with
integrated controls.

A numerical application, derived from [144], will illustrate the capabilities
of the method.
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8.1 System Models and Reference Driving Situations

8.1.1 System Models

Two models of the same automobile have been used for numerical simulations.
The first model (whose equations of motion have been reported in [158]) is
devoted essentially to simulate handling manoeuvres on smooth road. It has
18 d.o.f: 6 d.o.f. of the body, 4 d.o.f. of the wheels rotating around their axes,
8 d.o.f. of the vertical and lateral movements of the wheels.

The equations of motion read

M(q)q̈ = F (q, q̇)

where q is the vector of 36 coordinates. M is the mass matrix. F is the
vector of non-linear forces acting on each body of the vehicle. The complete
non-linear pneumatic tyre characteristics have been included in the model.
They have been measured and the data have been processed according to the
interpolation formulae reported in [195]. The tyre characteristics on wet road
have been extrapolated from the previous ones referring to a dry surface. The
extrapolation has been performed according to the indications reported in [29]
(see Fig. 8.8).

The second model is devoted to simulate ride dynamics on rough road [85].
It is linear and has 12 d.o.f: five rigid movements of the body (displacement
along x-axis is superimposed), four displacements of the wheels with respect
to the body, the displacement of the driver seat with respect to the body,
2 d.o.f. to account for engine vibrations. The equations of motion contain the
first-order-lag equations describing the lateral forces at the tyres [167]. During
the linearisation of the equations of motion the actual (non-linear) suspension
kinematics and damper characteristics are accounted for. The equations of
motion read

Mq̈ + Rq̇ + Kq = F

where q, in this case, is the vector of lagrangian coordinates; M,R,K are the
mass, damping and stiffness matrixes respectively; F is the vector of excitation
forces due to road irregularities.

8.1.2 Reference Driving Situations

In order to provide sufficient information for assessing robustness of the
proposed control schemes, a number of different driving situations have been
selected for simulations. Braking actions (and problems related to throttle
release, i.e. power-off) have not been considered here because the aim of this
research work is to show the effectiveness of the proposed method, more than
to provide an industrial solution to the problem of integrated controls.

The selected driving situations, each one of them corresponding to an ob-
jective function, are reported in Table 8.1. The way in which these driving
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Table 8.1. Driving situations relevant for assessing the overall dynamic behaviour
of an automobile

Driving situation # Objective function Symbols Model

1 Discomfort D
Ride Comfort/road holding: 2 Std. dev. dynamic σFz,F

running straight ahead wheel load (front)
on rough road 3 Std. dev. dynamic σFz,R 12 d.o.f.

wheel load (rear) linear
4 Std. dev. relative displ. σws,F

wheel–body (front)
5 Std. dev. relative displ. σws,R

wheel–body (rear)

6 Ramp steering input J1

on dry road
7 Ramp steering input J2

on wet road
Handling: steering 8 Power-on while steering P1

on even road on dry road
9 Power-on while steering P2 18 d.o.f.

on wet road non-linear
10 Wind gust W
11 Power-on µ–split Pµ

12 Lane change on L1

dry road
13 Lane change on L1

wet road

Each driving situation corresponds to an objective function.

situations have been characterised for the mathematical definition of the cor-
responding objective functions is now explained.

1. Discomfort. The discomfort index has been computed according to
the indications reported in [1,167]. While the car runs straight ahead
on rough road, the accelerations in each main direction at the driver
seat and the accelerations at hands and feet are filtered to account
for actual human perception. The computations are performed in the
frequency domain

D2 =
∫ +∞

−∞
PSD D(ω)dω

2, 3. Standard deviation of dynamical wheel loads (front and rear). With
reference to the computation of power spectral densities of the re-
sponses of the vehicle subjected to random inputs from the road [167],
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the index of wheel–ground contact derives from the integration of the
power spectral density of the dynamical wheel load

σ2
Fzi

=
∫ +∞

−∞
PSD Fzi

(ω)dω

i = F (front), R(rear)

4, 5. Standard deviation of relative displacement wheel–body (vertical
direction z, front and rear). Again, with reference to the computa-
tion introduced above, the index of wheel–body relative displacement
derives from integration of the corresponding power spectral density

σ2
ws,i =

∫ +∞

−∞
PSD ws,i(ω)dω

i = F (front), R(rear)

6, 7. Ramp steering-wheel input (on dry and wet roads). The manoeuvre is
defined in [245]. The vehicle runs at 100 km/h. The steering wheel is
turned at a speed of 200◦/s to reach a steady deviation (30◦). Due
to the ramp input at the steering wheel, the yaw rate ψ̇ and sideslip
angle β at the centre of gravity (Fig. 8.1) vary as indicated in Fig.
8.2. The two reference variables that have been used to build up the
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Fig. 8.1. Variables relevant for describing the horizontal motions of a vehicle, and
used by active controls. Angles are shown in their respective positive orientations.
Fw is the force related to wind gust
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Fig. 8.2. Ramp steering-wheel input. Peak response time of yaw rate ψ̇ and sideslip
angle at centre of gravity β (symbols in Fig. 8.1). Case A: with overshoot; case B,
without overshoot

objective function are the peak response time Tψ̇ and the sideslip
angle β (at different times). Tψ̇ is defined in Fig. 8.2: Two cases (A
and B) are possible depending on the parameters which influence the
phenomenon. β(t) is shown in Fig. 8.2. The objective function reads

Ji = Tψ̇ + qi
k∑

j=1

β2
j (tj)

i = 1 (dry), 2 (wet)

where qi is a weighting parameter.
8, 9. Power-on while steering (on dry and wet roads). The throttle is pushed

down for 0.5 s from the position which is needed to maintain the veloc-
ity of 30 km/h on a path with radius 40 m, to a position which is next
to that one corresponding to full spin of both wheels. The steering
wheel is kept fixed. This manoeuvre involves particularly the wheel
slip controls [227]. In this study, the objective function has been con-
structed on the basis of (1) the maximum distance of the c.g. from the
reference steady-state path, (2) the sum of sideslip angles at different
times (Fig. 8.3). The objective function reads

Pi = di + qP,i

k∑
j=1

β2
j (tj)

i = 1 (dry), 2 (wet)

where qP,i is a weighting parameter.
10. Wind gust. A typical wind gust has been described as follows. The

vehicle is running at 100 km/h, when at the pressure centre on the
side of the vehicle, a lateral force equal to 1000 N acts as a step input.
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The road surface is considered wet (worst case). The steering wheel is
kept fixed. The objective function has been constructed on the basis
of (1) the maximum distance of the c.g. from the reference path (2)
the sum of sideslip angles β at different times (Fig. 8.4). The objective
function reads

W = d+ qW
k∑

j=1

β2
j (tj)

where qW is a weighting parameter.
11. Power-on on µ-split. The vehicle is running at 100 km/h. When the

driving wheels encounter the µ-split road surface, the throttle is set to

c.
g.

 s
id

es
lip

 a
ng

le
 (

ra
d)

Time (s)
t1 t2 t3 tk

x (m)
Reference path

Actual path
d

y 
(m

)
F

  (
N

)
w

Fig. 8.4. Wind gust. Reference path and actual path of the c.g of a vehicle subjected
to a wind gust Fw. Typical c.g. sideslip during this manoeuvre for a vehicle having
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a fixed level (rather high) after a ramp input lasting 0.2 s. The steering
wheel is kept fixed. The objective function has been constructed on
the basis of (1) the maximum distance of the c.g. from the reference
path (2) the sum of sideslip angles β at different times (Fig. 8.5). The
objective function reads

Pµ = d+ qPµ

k∑
j=1

β2
j (tj)

where qPµ
is a weighting parameter.
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Fig. 8.5. Power-on µ–split. Reference path and actual path of the c.g of the vehicle.
Throttle position tr. Typical c.g. sideslip during this manoeuvre

12, 13. Lane change (on dry and wet roads). The vehicle has to follow the path
indicated in Fig. 8.6. The lane-change manoeuvre requires a driver
model that has been modelled as shown in Fig. 8.6. A commonly
accepted driver model is still under development [102,168]. Here, the
driver is assumed to act in order to minimise the error ε

ε = ydes(xprev(t+ τ)) − yprev(t+ τ)

and the steering wheel angle is then

δ = κε

The stability of the vehicle–driver system depends on the values of κ

and τ . After preliminary investigations, the following values for driving
on dry and wet roads have been set

κ = 0.012m−1, τ = 0.73 s (dry)
κ = 0.006m−1, τ = 0.97 s (wet)



222 8 Integrated Controls and Road Vehicles

3.5 m

x (m)

y 
(m

)

0
G

vτ

x(t)

y(t)

yprev

ydes

25 m

Fig. 8.6. Lane change and driver’s control (des: desired; prev: preview)

The objective function has been constructed on the basis of (1) the
maximum distance of the c.g. from the reference path di (2) the sum of
sideslip angles βj at different times (Fig. 8.7). The objective function
reads

Li =
k∑

j=1

d2j (tj) + qL
k∑

j=1

β2
j (tj)

x (m)

y 
(m

)

d
1

d
i

Actual path

Reference path

Fig. 8.7. Lane change. Distances di of the actual path from the reference path
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8.2 Numerical Application

An application of the design method presented is shown. It has been
developed with the only aim to illustrate how the designer can perform his
task of developing integrated controls. Two iterations will be performed to
achieve a satisfactory integration between active chassis controls.

Fig. 8.8. Tyre characteristics of front and rear tyres on dry and wet roads. These
characteristics have been employed for the presented numerical simulations

In Fig. 8.9, the scheme adopted for the design of an integrated active
chassis control is presented. It is inspired both by the strategy presented in
[144] and by the study reported in [143].

8.2.1 First Iteration

Stage 1: Innovation (First Iteration)

At this level design innovation is demanded. As a reference design, that of a
common production automobile may be introduced.

f (r) = {f1(x(r)), f2(x(r)), . . . , fnof
(x(r))}

Alternatively, the output design of a previous optimisation can be taken into
account to start a new iteration.

f (i+1) = {f1(x(i+1)), f2(x(i+1)), . . . , fnof
(x(i+1))}

The designer is free to propose new design issues on the basis of his own
reasoning and cleverness. There is not any limitation to the kind of controller
to be adopted. It can be based either on classical control schemes or on other
schemes, e.g. [260,265].

A high performance rear-wheel drive production automobile is taken into
consideration (main parameters in Table 8.2). A significant improvement of
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Fig. 8.9. A strategy for the design of an integrated active chassis control
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Table 8.2. Main design variable values used for the presented numerical simulations

Design variable Value

lF Relative distance front axle – c.g. 1.42 m
lR Relative distance rear axle – c.g. 1.03 m
cF /cR Front/rear halftrack 0.77 m/0.78 m
dw Distance of c.g. from wind pressure

centre
0.125 m

Fw Wind force 1,000 N
h c.g. height 0.4 m
JwF/R Wheel polar moment of inertia 2 kg m2

Jx/Jy/Jz Chassis principal moments of 378, 1713, 1751 kg m2

inertia
ksF , ksR Front/rear suspension stiffness Passive car 43,000/39,000

N/m
krF /krR Front/rear anti-roll bar stiffness Passive car 30,000/22,000

Nm/rad
kwF /kwR Tyre vertical stiffness 330,000/350,000 N/m
rF /rR Front/rear suspension damping Passive car 7,750/14,500

Ns/m
m Unsprung mass 1,600 kg
mF /mR Front/rear wheel mass 35/45 kg
� Front/rear wheel radius 0.300 m/0.312 m

Table 8.3. Active chassis controls to be integrated

# Active chassis control Symbol

1 Active suspensions A-SUSP-SH
(sky-hook damper)

2 Active suspensions
(active anti-roll bar, i.e. roll A-SUSP-RM
moment distribution control)

3 Active four-wheel steering A-4WS
4 Traction control TC-CD

(controlled differential)

ride and handling is proposed to be achieved by the adoption of four active
chassis controls (Table 8.3).

The integration of these four active controls is the task of the designer.
The performances of the vehicle have to be assessed according to the driving
situations reported in Table 8.1.
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Initial Design of Active Chassis Controls (First Iteration)

The following initial design schemes of each active chassis control have been
adopted. They are subjected to be changed during iterations between Stage
1 (Innovation) and Stage 2 (Trade-off) (Fig. 8.9).

– Active suspensions (sky-hook damper). In parallel with the spring and the
damper, at each wheel an ideal actuator is fitted [25, 130] (see Sect. 5.3).
The actuator characteristic is

Fact = G1(zw − zb) +G2żb

By a proper combination of the linear damping characteristic of the
actuator and the non-linear damping characteristic of the conventional
damper, an effective tuning of suspension design variables can be obtained
in particular driving situations [49]. It seems that a limited number of state
variables could be used to control an active suspension system with satis-
factory performances [250].

The design variables Gi have to be tuned for integration with other con-
trols.

– Active suspensions (roll moment distribution control). An active anti-roll
bar is fitted at the front axle of the vehicle. Such a device (see, e.g. [130,213])
is able to vary the roll moment distribution between the front and the rear
axle. The following control scheme is proposed (similar, but simpler to that
introduced in [264])

Rm = Rm0 −KRψ̇(ψ̇� − ψ̇)

where Rm0 is a reference value for the ratio between the front roll moment
RF and the total roll moment front and rear RF +RR, and Rm is the same
ratio at time t

Rm =
RF

RF +RR

A simple expression for the reference yaw velocity ψ̇� is (the symbols are
reported in Fig. 8.10)

ψ̇� = v
δ

l

which corresponds to the kinematical yaw velocity, i.e. the yaw velocity of
a vehicle with equal lateral slips at the front and rear axles.

This kind of control is known as model following.
The design variable KR has to be tuned for integration with other controls.

– Active four-wheel steering (A-4WS). A possibly effective control law for rear
wheel steering is
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Fig. 8.10. The four active chassis controls to be integrated

δR = −KS(ψ̇� − ψ̇)

The rear wheel steering angle δR is proportional to the difference between
the reference yaw velocity ψ̇� and the actual yaw velocity ψ̇. This is, again,
a model following control scheme. The introduced control law does not
guarantee a negligible c.g. sideslip (as achieved by other control schemes
[75, 227, 264]), but it has the great advantage that the implementation of
the control is very simple; actually, only the forward speed v, the front
steering angle δ and the wheelbase l are used. On this concept the traction
control scheme will be developed too (see, e.g. [50]). The design variable
KS has to be tuned for integration with other controls.

– Traction control (controlled differential). The influence of traction forces on
handling and stability of automobiles has been dealt with in [50, 138, 142,
228,264]. The proposed control law is

∆T = To − Ti = Kdfr(ψ̇� − ψ̇)

where ∆T (the difference of the two torques at the inner and outer wheel)
acts in order to make the vehicle achieve the requested yaw velocity
ψ̇�. The design variable Kdfr has to be tuned for integration with other
controls.

The design variable to be tuned are collected in Table 8.4. The ranges have
not been set too wide because the dynamic behaviour of a new vehicle has not
to be very different to that of the reference vehicle. This is strongly requested
in order to avoid the driver to adapt, while driving, to a completely different
vehicle with respect to conventional ones.

Stage 2: Trade-off (First Iteration)

At this level, a trade-off among conflicting requirements is performed. This is
the key part of the method. The design variables x∗ satisfying the opposed
requests on objectives fi are the solutions. If the requests cannot be satisfied,
new design variable ranges X or new design issues have to be proposed.
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Table 8.4. Design variables to be tuned for the initial design process of the four
integrated controls reported in Table 8.3. The allowed ranges of design variable
variations are reported too. Data of the reference car in Table 8.2. (One additional
design variable will be added in the final design, see Table 8.5).

Design variables to be tuned Symbols ranges

susp. stiffness (front) ksF 20–50 kN/m

susp. stiffness (rear) ksR 20–50 kN/m

susp. damping (front) rF 1–15 kNs/m

susp. damping (rear) rR 1–15 kNs/m

active susp. sky-hook G1F 0.1–10 kNs/m
design variables G1R −1–5 kNs/m
(front and rear) G2F 0.1–10 kNs/m

G1R −1–5 kNs/m

active susp. roll moment distribution KR 0.1–5 s2/rad2

control design variable

four wheel steering design variable KS 0.1–2 s

traction control design Kdfr 0.5–2 Nms
variable (controlled differential)

Table 8.5. Additional design variable to be tuned for the second (and final) iteration
of the presented design process of the four integrated controls reported in Table 8.3.
The other design variables are reported in Table 8.4. The allowed range of variation
of this design variable is reported too.

Design variable to be tuned Symbols ranges

second traction
control design variable Kdfr2 0.5–2kNms
(controlled differential)

In the exploratory step, the designer acquires information on the possibil-
ities that may come from the current control scheme, i.e. he learns how much
can be achieved in terms of the values of the objective functions. Either a
structured or a non-structured procedure may be followed to investigate the
problem under consideration. An example of unstructured investigation will
be given in Sect. 8.2.1. To perform a structured investigation, the following
procedure may be followed.

(a) The nof objective functions are optimised (minimised) separately.
x(p) is the solution that minimises the p–objective function

x(p) = {x(p)
1 , x

(p)
2 , . . . , x

(p)
ndv

} p = 1, 2, . . . , nof
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(b) The following matrix is computed which collects the values of the
objective functions related to each previous minimisation (matrix of
separate optimisations)

min f1 ⇒ p = 1
min f2 ⇒ p = 2

...
min fnof

⇒ p = nof



f1(x1) f2(x1) · · · fnof

(x1)
f1(x2) f2(x2) · · · fnof

(x2)
...

...
. . .

...
f1(xnof ) f2(xnof ) · · · fnof

(xnof )




This matrix can be analysed in terms of correlations between indexes.
Spearman’s rank–order correlation coefficient (see Sect. 3.3.3) can be em-
ployed. The following matrix of correlation coefficients can be constructed
(see Sect. 3.3.3).

In the formulation step the multi-objective problem is converted into a
single objective-constrained problem (scalarisation by constraints method, see
Sect. 3.4.10).

The constraints εp have to be set within the extrema M (p) and m(p) that
are extracted from the p–column of the matrix. The number of intervals nv

suitable for reconstructing the Pareto-optimal space or for getting a suffi-
ciently refined result is set:

εp = m(p) +
(

t

nv − 1

)
(M (p) −m(p))

t = 0, 1, 2, . . . , (nv − 1); p = 1, 2, . . . , nof

The constrained problem is solved for a suitable combination of constraints
εp. The constraints may be chosen according to the results of the exploration
performed in the previous step.

In the search step numerical techniques are adopted to find efficient solu-
tions. The numerical techniques for solving this kind of optimisation problem
are dealt with in Part I. The numerical examples that are presented in the
next section have been obtained by the numerical method SUMT [11] (see
Sect. 3.4.7).

In the evaluation step, the concept of synergism, which is fundamental for
the design of integrated controls in the automotive field [148], is introduced.
Let us consider the variation of the ith objective function of a vehicle fitted
with a number of active controls with respect to a reference vehicle

∆fi = fi − fref
i

As objective functions are supposed to be always minimised by new design
issues (i.e. ∆fi < 0 ), by definition, the target of the synergism between nac

active controls may be expressed as

∆f
(nac)
i <

nac∑
j=1

∆f
(j)
i (8.1)

∀i = 1, . . . , nof (8.2)
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where nof , as before, is the number of objective functions under consideration.
f

(j)
i represents the ith objective function of a vehicle fitted with one active

chassis control (the jth one). Alternatively, one may require, at least, to have
an improvement extended over the whole set of objective functions

nof∑
i=1

qi∆f
(nac)
i <

nof∑
i=1

qi

nac∑
j=1

∆f
(j)
i (8.3)

where qi are suitable weights. This requirement cannot be satisfied when
physical limitations hold (e.g. approaching tyre-ground adhesion limit). Un-
fortunately, this is always the case.

Let us consider the number s of subsets composed of the combination of
nac − 1 elements, extracted from a set of nac active chassis controls

s =
nac!

(nac − 1)!
=

nac(nac − 1) · · · (1)
(nac − 1)(nac − 2) · · · (1)

= nac

If nac = 4 then s = 4. Let us consider this subset, and the element with the
minimum value among the other elements

∆f
(nac−1)
i,min = min{f (nac−1)

1 , f
(nac−1)
2 , . . . , f (nac−1)

nof
}

This minimum variation (with respect to a reference objective function)
represents the best performance (related to the ith objective function) that
can be obtained by a proper combination of nac − 1 active chassis controls.
Usually, one finds

∆f
(nac+1)
i,min � ∆f (nac)

i,min � ∆f (nac−1)
i,min � · · · � ∆f (k)

i,min < f
(k−1)
i,min < · · · < fref

i,min

If this happens for a relevant number of the nof objective functions, obviously,
there is no need to adopt additional nac − k controls, and the number k of
controls is sufficient. In any case the minimum requirement on synergism must
be

∆f
(nac)
i < ∆f

(nac−1)
i,min

∀i = 1, . . . , nof

or at least
nof∑
i=1

∆f
(nac)
i <

nof∑
i=1

qi∆f
(nac−1)
i,min

(∆f (nac)
i < ∆f

(nac−1)
i,min , ∀i = 1, . . . , nof )

where qi are suitable weights. These last minimum requirements are consistent
with the scalarisation proposed above. At this stage an analysis of control
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A-SUSP-RM

TC-DC

A-SUSP-RM

A-4WS
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ax

ay

Fig. 8.11. The ranges in which each control is particularly effective are shown in
terms of longitudinal and lateral accelerations of the centre of gravity of the vehicle
(symbols in Table 8.3). The combinations of longitudinal and lateral accelerations
that have been considered in this study are indicated

strategies from an MOP point of view can be conducted in order to have an
insight to the addressed problem of integrated controls.

As an example of a non-structured investigation, the dynamic perfor-
mances obtainable from the adoption of each active chassis control have
been studied, with reference to the prescribed driving situations of Table
8.1. From this preliminary analysis the following conclusions have been drawn
(Fig. 8.11). All controls – but active suspensions (sky-hook damper) – seem to
have slight influence on vehicle dynamic performances on rough road. Active
suspensions (roll moment distribution control) seem almost ineffective during
manoeuvres at low lateral acceleration level. On the contrary, at high lateral
acceleration level this control seems quite effective both on dry and wet road.
Active four-wheel steering (A-4WS) seems to provide good dynamic perfor-
mances on dry road. On wet road, particularly during step steering input, the
proposed control may cause a spin. This is due to the implemented control
scheme which, trying to reach the kinematical yaw rate, makes the vehicle
rotate around its centre of gravity instead of around the centre of the bend.
Traction control by a controlled differential has given good simulated results
at each lateral acceleration level on dry road, yet it revealed itself quite inef-
fective on wet road. This is due to the fact that the requested reference yaw
velocity ψ̇� is too high, and consequently, the torque difference ∆T between
the half-axles is too high.

By following a structured research, the matrix of separate optimisations
and the corresponding matrix of correlation coefficients (see Sect. 3.3.3) have
been computed. Strong conflicts between lane-change manoeuvre and power-
on on µ–split appeared. The dynamic behaviour was not satisfactory because
complete spin occurred during steering-wheel ramp-input on the wet road,
even when this manoeuvre was being optimised.

The reason for this bad dynamic behaviour was mainly the traction control
scheme which was not adequately effective. So a new scheme for the traction
control had to be studied, and a new iteration was needed and performed.
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8.2.2 Second (and Final) Iteration

Stage 1. Innovation (Second Iteration)

Final Design of Active Chassis Controls (Second Iteration)

Referring to the analysis in the previous section the following traction control
scheme is proposed to be adopted

∆T = To − Ti = Kdfr(ψ̇� − ψ̇) −Kdfr2(Ωo −Ωi)

where, as before, ∆T refers to the difference of the two torques at the inner
and outer wheels. On dry road the second term

Kdfr2(Ωo −Ωi)

vanishes with respect to the first one. Actually, the difference of the angular
speeds of the two wheels is small. On wet road, the two wheels may have
considerably different angular speeds and this makes the second term compa-
rable and possibly greater with respect to the first one. This implies that the
torque at the inner wheel may be greater than the torque at the outer wheel
(the controlled differential works as a common limited slip differential).

The design variable Kdfr2 has to be tuned for integration with the other
controls.

Stage 2: Trade-off (Second Iteration)

Exploratory Step (Second Iteration)

The matrix of separate optimisations (Sect. 3.3.3) is reported in Table 8.6.
From the analysis of this matrix, considerable enhancements of the objective
functions that are separately minimised can be observed. A conventional value
(104) has been inserted whenever instability (e.g. spin) occurred. In Table 8.7
the values of the design variables which refer to the separate optimisations
are reported.

The matrix of correlations (Sect. 3.3.3) is reported in Table 8.8. The
Spearman’s rank–order correlation coefficient has been reported for each com-
bination of two objective functions. The significant relationships have been
marked with a bold script letters. The significance of the correlations has been
verified properly (see Sect. 3.3.3).

Surprisingly, the discomfort D and the standard deviations of dynami-
cal wheel loads (i.e. road holding) σFz,F and σFz,R, are correlated (rs12 >
0, rs13 > 0), instead of being anti-correlated (rs12 < 0, rs13 < 0). This is due
to the fact that the stiffness and the damping rates have been set in the neigh-
bourhood of the reference passive car, which has very stiff suspensions. Thus,
in this case, by minimising discomfort, road holding is improved too.
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Table 8.6. Matrix of separate optimisations

min D min σFz,F min σFz,R min σws,F min σws,R min J1 min J2

D 2.87E+01 4.33E+01 2.87E+01 3.12E+01 5.02E+01 7.48E+01 4.83E+01
σFz,F 1.02E+03 1.00E+03 1.02E+03 1.00E+03 1.29E+03 1.25E+03 1.38E+03
σFz,R 1.16E+03 1.51E+03 1.16E+03 1.19E+03 1.45E+03 2.24E+03 1.17E+03
σws,F 4.38E-03 5.90E-03 4.38E-03 3.83E-03 5.00E-03 5.14E-03 5.10E-03
σws,R 6.70E-03 4.22E-03 6.70E-03 7.68E-03 3.73E-03 5.04E-03 5.76E-03

J1 1.62E+01 4.37E+01 1.62E+01 6.19E+01 4.33E+01 8.13E+00 1.74E+01
J2 5.90E+01 6.10E+01 5.90E+01 6.20E+01 5.90E+01 6.40E+01 5.30E+01
P1 2.79E-01 4.06E-01 2.79E-01 1.25E+00 3.51E-01 3.00E-01 4.13E-01
P2 2.46E+00 2.94E+00 2.46E+00 1.00E+04 2.21E+00 7.79E+00 2.00E+00
W 9.91E-02 1.00E-01 9.91E-02 9.01E-02 9.80E-02 1.04E-01 1 .06E-01
Pµ 4.32E-02 6.87E-03 4.32E-02 1.93E-01 3.25E-02 4.48E-02 7.55E-02
L1 6.58E+00 6.63E+00 6.58E+00 5.64E+00 6.98E+00 6.57E+00 6.43E+00
L2 1.62E+01 1.74E+01 1.62E+01 1.21E+01 1.70E+01 1.57E+01 1.68E+01

min P1 min P2 min W min Pµ min L1 min L2

D 2.87E+01 4.33E+01 7.72E+01 5.42E+01 4.78E+01 3.12E+01
σFz,F 1.02E+03 1.23E+03 1.73E+03 1.58E+03 1.00E+03 1.00E+03
σFz ,R 1.16E+03 1.24E+03 2.04E+03 1.18E+03 1.51E+03 1.19E+03
σws,F 4.38E-03 4.79E-03 5.38E-03 5.14E-03 9.53E-03 3.83E-03
σws,R 6.70E-03 4.96E-03 4.83E-03 5.41E-03 5.87E-03 7.68E-03

J1 1.62E+01 1.03E+01 1.00E+04 1.65E+01 8.73E+01 6.19E+01
J2 5.90E+01 5.70E+01 1.00E+04 7.50E+01 8.10E+01 6.20E+01
P1 2.79E-01 7.48E-01 1.80E+00 1.00E+04 1.00E+04 1.25E+00
P2 2.46E+00 1.01E+00 1.00E+04 5.94E+00 1.59E+01 1.00E+04
W 9.91E-02 8.00E-02 5.89E-02 7.62E-02 1.19E-01 9.01 E-02
Pµ 4.32E-02 1.67E-02 1.28E-02 4.23E-03 1.00E+04 1.93E-01
L1 6.58E+00 7.68E+00 8.00E+00 7.94E+00 5.38E+00 5.64E+00
L2 1.62E+01 1.77E+01 1.73E+01 1.79E+01 1.29E+01 1.21E+01
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Table 8.7. Design variables corresponding to the separate optimisations

min D min σFz,F min σFz,R min σws,F min σws,R min J1 min J2

ksF 4.36E+04 2.46E+04 4.46E+04 2.87E+04 2.24E+04 4.94E+04 4.24E+04
ksR 3.29E+04 2.53E+04 3.34E+04 4.24E+04 3.03E+04 4.73E+04 3.92E+04
rF 1.12E+04 5.81E+03 3.84E+03 1.47E+04 8.56E+03 8.26E+03 9.67E+03
rR 3.62E+03 1.21E+04 4.23E+03 2.83E+03 1.46E+04 1.48E+04 5.49E+03

G1F 1.68E+03 3.21E+02 3.00E+03 3.07E+03 1.29E+03 1.22E+03 4.75E+03
G1R −4.55E+02 −3.62E+02 4.93E+03 −3.04E+02 3.72E+03 3.48E+03 4.25E+03
G2F 3.23E+03 5.88E+03 3.01E+03 3.00E+02 4.07E+03 1.88E+03 4.21E+03
G2R 3.42E+02 1.66E+03 −3.77E+02 3.71E+01 −4.68E+02 4.09E+03 3.78E+02
KR 3.92E+00 1.21E+00 3.2JE+00 4.71E+00 1.13E+00 5.86E-01 6.47E-01
KS 8.61E-01 7.73E-01 1.51E-01 1.72E-01 6.88E-01 9.87E-01 1.37E-01
Kdfr 4.89E+02 4.96E+02 4.10E+02 3.79E+02 2.38E+02 1.91 E+02 4.92E+02
Kdfr2 1.50E+03 9.25E+02 1.72E+03 7.38E+02 8.63E+02 1.36E+03 1.78E+03

min P1 min P2 min W min Pµ min L1 min L2

ksF 4.36E+04 2.95E+04 2.08E+04 2.36E+04 3.98E+04 2.87E+04
ksR 3.29E+04 2.83E+04 4.51E+04 4.15E+04 2.59E+04 4.24E+04
rF 1.12E+04 9.70E+03 1.19E+04 1.18E+04 1.28E+03 1.47E+04
rR 3.62E+03 7.71E+03 1.39E+04 6.83E+03 4.78E+03 2.83E+03

G1F 1.68E+03 4.08E+03 4.51E+03 3.53E+03 1.23E+03 3.07E+03
G1R −4.55E+02 3.06E+03 4.82E+03 4.61E+03 7.58E+02 −3.04E+02
G2F 3.23E+03 4.51E+03 4.29E+02 4.95E+03 3.78E+03 3.00E+02
G2R 3.42E+02 4.19E+02 3.70E+03 −3.31E+02 4.53E+03 3.71E+01
KR 3.92E+00 3.35E+00 8.09E-01 2.46E+00 2.37E+00 4.71E+00
KS 8.61E-01 7.96E-01 8.11E-01 1.45E+00 5.78E-01 1.72E-01
Kdfr 4.89E+02 1.70E+02 3.54E+02 2.27E+02 4.2JE+02 3.79E+02
Kdfr2 1.50E+03 8.84E+02 1.67E+03 8.81E+02 1.34E+03 7.38E+02
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Table 8.8. Matrix of Spearman’s rank–order correlation coefficients between the objective functions reported in Table 8.1

D σFz,F σFz,R σws,F σws,R J1 J2 P1 P2 W Pµ L1 L2

D 1.00 0.81 0.73 0.70 −0.69 0.22 0.48 0.53 0.31 −0.18 −0.28 0.35 0.38
σFz,F 1.00 0.45 0.51 −0.33 0.37 0.46 0.69 0.38 −0.26 0.03 0.13 0.17
σFz,R 1.00 0.64 −0.61 0.33 0.57 0.45 0.37 0.03 −0.07 0.10 0.06
σws,F 1.00 −0.71 0.22 0.43 0.39 0.10 0.33 −0.33 0.27 0.45
σws,R 1.00 0.03 −0.03 −0.05 0.33 0.02 0.67 −0.67 −0.74

J1 1.00 0.53 0.62 0.65 −0.09 0.19 −0.18 −0.19
J2 1.00 0.65 0.76 −0.19 0.02 −0.02 −0.18
P1 1.00 0.66 −0.32 0.06 −0.04 0.06
P2 1.00 −0.12 0.41 −0.41 0.49
W 1.00 0.42 −0.57 0.30
Pµ 1.00 −0.96 −0.91
L1 1.00 0.88
L2 1.00

The bold script letters refer to statistically significant correlations
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The objective function σFz,F is correlated with P1 (rs28 > 0). This is due
to the fact that the higher is the σFz,F , the higher is the ksF , which means
higher front axle lateral slip, which finally means higher P1.

The objective function σws,F is anti-correlated with L1, L2 (rs5,12 < 0,
rs5,13 < 0). This depends on the fact that lower the σws,F , the higher is
the rR, which means higher dynamic load transfer at the rear axle, which
involves higher lateral slips and finally higher L1 and L2. Strong anti-
correlation exists between power-on on µ–split and lane-change manoeuvres
(rs11,12 < 0, rs11,13 < 0). This is due to the fact that in the first case the
vehicle is requested to run straight ahead, in the second case it is requested
to negotiate a bend as fast as possible.

Formulation Step (Second Iteration)

The adopted scalarisation (see 1.2.6) is presented in Table 8.9. The discomfort
has been chosen for minimisation, while the other objective functions have
been constrained to be better than the best ones of cars having three controls
(nac − 1 controls). This aligns with the requirement on synergism.

Table 8.9. Scalarisation proposed for the minimisation of the four integrated
controls reported in Table 8.3

D Minimised

σFz,F

σFz,R

σws,F

σws,R

J1

J2 Constrained
P1

P2

W
Pµ

L1

L2

Evaluation Step (Second Iteration)

In Table 8.10 the objective function set which comes from the previous
numerical search is reported. The corresponding design variable set can be
found in Table 8.11. The objective functions of the passive vehicle and the
best vehicle with one less control are also reported for providing a comparison
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Table 8.10. Objective functions of the car with four active chassis controls as they
can be obtained from the presented design method of integrated controls

A-SUSP-SH, A-SUSP-SH, Passive
A-SUSP-RM, A-SUSP-RM, TC-CD
A-4WS, TC-CD

D 30.6 30.6 40.6
σFz,F 1,005 N 1,050 N 1,050 N
σFz,R 1,160 N 1,170 N 1,430 N
σws,F 0.0058 m 0.0067 m 0.0068 m
σws,R 0.0057 m 0.0066 m 0.0066 m
J1 9.16 14.0 21.2
J2 54.0 61.0 61.5
P1 0.31 0.36 0.89
P2 2.3 3.3 17.1
W 0.082 0.126 0.130
Pµ 0.12 0.16 0.26
L1 6.4 7.4 8.7
L2 17.5 18.3 19.6

These objective functions are compared with those of two other cars
(symbols in Tables 8.1 and 8.3)

Table 8.11. Optimised design variable set of the vehicles with active controls that
have been considered in Table 8.10

A-SUSP-SH, A-SUSP-SH,
A-SUSP-RM, A-4WS, A-SUSP-RM, TC-CD

ksF 38,400 N/m 45,500 N/m
ksR 39,300 N/m 43,900 N/m
rF 5,900 Ns/m 4,100 Ns/m
rR 5,400 Ns/m 4,000 Ns/m
G1F 5,400 Ns/m 3,600 Ns/m
G1R 5,500 Ns/m 4,200 Ns/m
G2F 100 Ns/m 130 Ns/m
G2R 580 Ns/m 200 Ns/m
KR 0.64 s2/rad2 0.29 s2/rad2

KS 0.95 s –
Kdfr 2,000 Nms/rad 930 Nms/rad
Kdfr2 500 Nms/rad 200 Nms/rad
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to the reader. The car with four active controls is superior to the other two,
but, as physical limits are approached the improvement is decreasing as chas-
sis complication increases. The evaluation of the obtained result is positive,
because the search has succeeded in finding a solution consistent with the
requirement on synergism.

New Design

A sample of the expected dynamic performances from the adoption on a real
car of the designed active chassis integrated controls is shown in Figs. 8.12–
8.15 (also see Table 8.12). Additional simulations have been performed to
show how much the performances of the car under consideration (i.e. the car
with four active chassis controls, see Table 8.3) are improved with respect to
those ones of other less complicated cars. Table 8.11 summarises the cars that
have been taken into consideration and the associated combination of active
chassis controls.

Table 8.12. Combination of active chassis controls associated with five cars whose
performances have been presented in Figs. 8.12–8.15

# Active chassis controls Note
fitted into car

1 A-SUSP-SH, Four active chassis controls
A-SUSP-RM,
A-4WS, TC-CD

2 A-SUSP-SH, Active suspensions and traction control
A-SUSP-RM, TC-CD

3 A-SUSP-SH, Active suspensions and four-wheel steering
A-SUSP-RM, A-4WS

4 A-SUSP-SH, A-4WS Simple active suspensions and four-wheel steering

Acronyms (symbols) are reported in Table 8.3

From the analysis of Fig. 8.12, on dry road, all cars appear to have good
response to ramp steering wheel input. As the centre of gravity sideslip is not
controlled to zero, all cars have a non-zero β. On wet road, the car without
traction control and active suspensions (roll-moment distribution control) is
not able to apply the proper vertical and longitudinal forces in order to avoid
a spin. The passive car reaches a spin after 3.5 s (not shown in the figure).

Figure 8.13 refers to power-on while steering. On dry road, the car with
four active controls shows the minimum oscillations both with respect to ψ̇
and to β. On wet road, the differences between the dynamic behaviours of the
considered cars are very marked. The passive car becomes strongly oversteer-
ing. Only the cars with traction control avoid spin.
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Fig. 8.12. Ramp Steering input on dry road (a, b, c) and on wet road (d, e, f).
Objective functions J1 and J2 (Table 8.1). Vehicle seed 30 m/s. Symbols in Fig.
8.10 and in Table 8.3. Description of the manoeuvre in Sect. 8.1.2. Vehicle data in
Table 8.2

Figure 8.14 refers to perturbations due to wind gust and µ–split. Trac-
tion control is relatively not very effective at low lateral accelerations; on the
contrary A-4WS proves to be effective. Only the passive car deviates consid-
erably from the original path.

In Fig. 8.15 the lane-change manoeuvre is shown both for dry and wet
roads. Again traction control proves to be not very effective, by itself, to
provide quick steering response.
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Fig. 8.13. Power-on while steering on dry road (a, b, c) and on wet road (d, e,
f). Objective functions P1 and P2. Vehicle speed 30 m/s. Symbols in Fig. 8.10 and
in Table 8.3. Description of the manoeuvre in Sect. 8.1.2. Vehicle data in Table 8.2
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Fig. 8.14. Wind gust on wet road (a, b, c). Power-on µ–split (d, e, f). Objec-
tive functions W and Pµ (Table 8.1). Initial vehicle speed 30 m/s. Symbols in Fig.
8.10 and in Table 8.3. Description of the manoeuvre in Sect. 8.1.2. Vehicle data in
Table 8.2
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Fig. 8.15. Lane change on dry road (a, b, c) and on wet road (d, e, f). Objec-
tive functions L1 and L2 (Table 8.1). Initial vehicle speed 30 m/s. Symbols in Fig.
8.10 and in Table 8.3. Description of the manoeuvre in Sect. 8.1.2. Vehicle data in
Table 8.2
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8.3 Conclusions

A method for the design of a common control scheme for integrated active
chassis systems has been proposed. The method is based on multi-objective
optimisation (see Chap. 3). The designer is proposed to iterate between an
innovation stage and a trade-off stage, in order to assess the effectiveness of
candidate design issues for the synthesis of new control schemes. The method
has been applied in order to improve the ride and the handling of an au-
tomobile fitted with four active suspensions (sky-hook dampers, active anti-
roll bars), active four-wheel steering, traction control (controlled differential).
By minimising the discomfort index on rough road (ride), the design vari-
ables of the active suspensions and the gains of the other controlled systems
have been determined, provided that other ride and handling performances
were kept within user-defined limits. A new control scheme has been proposed
which is particularly effective during power-on manoeuvres on curved and wet
roads. According to numerical simulations, this new control scheme provides
excellent dynamic performances in almost every driving situation.
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Optimal Design of a Double-Cone Synchroniser

The aim of the present chapter is to introduce and apply a method to design
a synchroniser of a road vehicle gearbox in order to improve shiftability and
driver comfort. In the literature, a few papers exist which deal with gearshift
system design [2,115,116,177,185,234,267]. In [2] some performance equations
are derived for multi-cone synchronisers. In [177] a number of shiftability
indices are introduced and discussed in order to improve the shiftability of a
manual transmission. In [185] different types of synchronisers (single cone and
multi-cone) are compared in terms of shift-operating forces.

This chapter, derived from [95], is based on previous research studies in
which a physical multi-body model of a synchroniser and selector mecha-
nism [54,115] has been developed by using the software ADAMS. An experi-
mental validation of the physical model has been performed with satisfactory
results [54]. A reference gearshift event has been defined and simulated and a
number of objective functions have been defined showing a good correlation
with subjective shiftability ratings [54,177].

A multi-objective programming approach has been followed (see Sect. 2.10)
to perform the synchroniser optimal design. This approach is particularly
suited to deal with the optimisation (i.e. design) of complex mechanical sys-
tems, such as synchronisers. According to the multi-objective programming
approach, given the (validated) physical model of the synchroniser, the de-
signer has to define the values of many design variables (geometric dimensions,
number of teeth and spring stiffness, see Figs. 9.1 and 9.3), in order to im-
prove a number of chosen objective functions. Constraints on design variables
are referred to shift events, teeth and cone geometry and pre-synchronisation
mechanism. The optimal design problem and its mathematical formulation
are rather involved and clearly require a special approach to find a feasible
solution.

The optimisation has been performed according to a global approximation
procedure (see Chap. 4); the original physical model of the synchroniser sys-
tem (a complex multi-body ADAMS model) has been substituted by another
purely mathematical model based on an artificial neural network (multi-layer
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perceptron and radial basis function neural networks). This purely mathemat-
ical model is able to approximate the relationship between design variables
and objective functions approximately as the original model based on physical
laws would do. The computational time for evaluating the objective functions
is extremely reduced if an artificial neural network is used instead of the orig-
inal multi-body model based on physical laws.

A global sensitivity method has been applied in order to analyse the in-
fluence of each design variable on each objective function (see Chap. 3).

By means of the artificial neural network many simulations have been per-
formed by varying the design variables. Subsequently, from the simulation
set, the so-called Pareto-optimal solutions have been selected. These optimal
design solutions (representing the best compromise among objective func-
tions) have been checked for robustness by applying the minimum sensitivity
method. By this way Pareto-optimal and robust design solutions have been
found and their performances are discussed.

A peculiar aspect of the considered optimisation problem is the presence
of many design constraints. To solve this special problem the original design
variable domain has been modified according to the constraints prior to the
global approximation step, to find the actual feasible design variable domain.

9.1 Synchroniser System Model

Gearbox synchroniser functions can be split into three phases: synchronising,
synchroniser indexing, and gear indexing. Referring to Fig. 9.1, gearshift is
accomplished by synchronising the rotational speed of the transmission output
shaft with that of the idle gear to be engaged. Synchronising is performed by
using the cone(s) torque. Synchroniser indexing is the phase in which the sleeve
indexes the outer ring after the completion of the synchronisation (engagement
of sleeve teeth and outer ring teeth).

Gear indexing is the engagement of the sleeve with the clutch gear teeth.

9.1.1 Physical Model

The multi-body physical model of the synchroniser has been implemented in
ADAMS [54].
The model is composed of three subsystems:

1. Selector mechanism (internal to the gearbox)
2. Geartrain
3. Synchroniser

The selector mechanism includes input gearbox lever, command shaft and
fork-shaft. The neutral detent mechanism acting on the command shaft is
modeled by considering the spring stiffness and pres-load, and the sphere/cavity
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Fig. 9.1. Double-cone synchroniser (Borg–Warner)

geometry. The fork deflection and the fork-sleeve contact stiffness are taken
into account.

The geartrain is composed of clutch disk, primary shaft and secondary
shaft, gear pairs and differential gear. Plain bearings rolling and hydraulic
losses are taken into account.

A double-cone Borg–Warner type synchroniser [181] has been considered
(Fig. 9.1). It consists of the following components:

1. Hub
2. Sleeve
3. External ring
4. Intermediate ring
5. Internal ring
6. Clutch gear
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The model can simulate the behaviour of the detent mechanism, the con-
tact forces on the sleeve, outer ring and engagement teeth, as well as jamming
on the synchroniser cones. Extensive experimental tests have been performed
to validate the model [54]. The results of the comparison between numerical
simulations and experimental data are shown in Fig. 9.2.

Fig. 9.2. Comparison of simulated and experimental test data. Gearshift manoeuvre
from second to first gear. Initial equivalent vehicle speed 20 km/h. The maximum
shift effort of actuator has been constrained to 160 N
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9.2 Formulation of the Design Problem
for the Optimisation of a Synchroniser

9.2.1 Design Variables

The design variables defining the synchroniser system have been divided into
three subsets:

– Independent design variables (V): parameters that have to be varied (opti-
mised).

– Parameters (P): parameters that have not to be varied in this optimisation
(but could be varied for future applications).

– Dependent design variables (VP): parameters that have to be varied (opti-
mised); these are functions of the others independent design variables.

A total of 32 design variables have been considered: 19 independent design
variables, 8 parameters and 4 dependent design variables.

The 32 design variables pertaining to the synchroniser model under consid-
eration are described in Table 9.1. In Fig. 9.3 the chamfer teeth geometry and
pre-synchronisation mechanism are shown to better understand the meaning
of design variables and parameters.

9.2.2 Objective Functions

A gearshift manoeuvre from second to first gear is considered. External
selector mechanism is not taken into account, and a force actuator acts on
the input gearbox lever. The initial equivalent vehicle speed is 20 km/h. The
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Fig. 9.3. Chamfer teeth geometry and pre-synchronisation mechanism [134]
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Table 9.1. Design variables pertaining to the synchroniser under optimisation (V :
independent design variable; P : parameter; VD: dependent design variable)

Name Type Lower/upper bounds

Neutral detent
Axial clearance detent – outer ring GPS V −70, +140
Axial clearance outer ring – sleeve GSP V −70, +30
Axial clearance outer ring – clutch teeth tiro V −60, +200
Stroke – End corsam P

Blocking-indexing
Pre-synchronisation sphere radius rsfere P
Number of pre-synchronisation spheres nsfere P
Pre-synchronisation spring stiffness kmolla V −50, +90
Pre-synchronisation spring pre-load p0molla V −50,+300
Cavity slope angsca V −50, +10
Cavity depth prosca V −50, +140

Sleeve
Teeth modulus msc VD
Number of teeth ndenti V −15, +15
Pitch diameter Dp P
Teeth thickness spcdm V −30, +30
Chamfer angle angspm V −20, +20
Overlap (rotational clearance ricoprf VD
hub-outer ring)

Outer ring
Teeth thickness spcds V −30, +40
Outer ring chamfer angle angsps V −15, +25
Outer ring teeth axial length sas P
Outer ring cone angle angCONO1 V −15, +30
Outer ring cone mean diameter dANE1c V −7 +7
Outer ring cone axial length LANE1c V −25, +20
Equivalent dynamic friction coeff. coedin1 P
(outer/intermediate rings)
Equivalent static friction coeff. coesta1 P
(outer/intermediate rings)

Intermediate ring
Intermediate ring cone angle angCONO2 P
Intermediate ring mean diameter dANE2c V −7, +7
Intermediate ring axial length LANE2c V −20, +30
Equivalent dynamic friction coeff. coedin2 VD
(Inner/intermediate rings)
Equivalent static friction coeff. coesta2 VD
(Inner/intermediate rings)

Clutch gear
Clutch gear teeth thickness spcdi V −30, +35
Clutch gear chamfer angle angspi V −11, +30
Clutch gear teeth axiallength sasi P

Design variables ranges are reported as percentage variation with respect to the
reference synchroniser. These bounds define the design variable domain
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maximum shift effort of actuator has been constrained to 160 N, with an
objective maximum velocity of 225 mm/s.

The fundamental events in the process of gear-shifting [20] are

1. Neutral detent
2. Blocking-indexing (and pre-synchronisation)
3. Synchronisation
4. Blocking release
5. Teeth engagement
6. Full engagement

During phase (1), the fork moves taking off the axial fork-sleeve clear-
ances, the sleeve slides and takes off the detent–outer ring clearance. When the
detent mechanism contacts the outer ring, the pre-synchronisation starts (2).
The outer ring moves into the groove of the hub, then it takes off rota-
tional clearance (blocking-indexing). Sleeve chamfers act on outer ring cham-
fers and synchronisation (3) begins. Outer ring teeth ‘block’ sleeve until the
end of synchronisation. At the end of synchronisation the sleeve teeth engage
with the outer ring teeth: there is an impact, causing an increment of shift
effort (‘double bump’) with one or more axial load peaks. Before the full
engagement is completed the sleeve and clutch gear teeth impact each other.

We can put these events in relation with subjective feelings:

– One of the most important criteria affecting the evaluation of shiftability is
the shift effort (i.e. the effort required to execute gear changes). Shift effort
is determined by the maximum synchronisation load.

– The smoothness of the shift lever operation is another important cri-
terion of shiftability. Two factors are mainly responsible for feeling a
deterioration in shift smoothness: ‘block striking’ (i.e. sensation that the
shift action stops momentarily at the moment of synchronisation), ‘second
load peak’ (i.e. the feeling that a huge second load peak occurs following
synchronisation). The block striking force is evident when the peak force at
the beginning of synchronisation is extremely larger than the average load
during synchronisation. This index shows relatively good correlation with
subjective evaluations [2].

The seven objective functions which have been considered for the optimisation
of a synchroniser are reported in Table 9.2.

9.2.3 Constraints

The correct operation of both the synchroniser and the selector mechanism
requires 14 geometric and operating constraints to be satisfied.

Some constraints that have been considered are reported in Table 9.3.
Inequality 1 guarantees the correct engagement sequences, allowing the com-
pletion of the pre-synchronisation event (defined by GPS) before the synchro-
nisation (see also Fig. 9.1). Inequalities 5 and 6 are related to the radial gap
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Table 9.2. Objective functions that have been considered for the optimisation of
the synchroniser (see Fig. 9.4)

Performance Index Definition Target

Fmax,s (kg) Maximum synchronisation effort MIN
∆F%,s = (Fmax,s − Fmin,s)/Fmax,s

(%)
Difference synchronisation load,
minimum load after synchroni-
sation over synchronisation load
(%)

MAX

∆F,inn = (Fmax,inn − Fmin,s) (kg) Difference ‘double bump’ load peak,
minimum load after synchronisa-
tion

MIN

∆F%,inn = (Fmax,inn − Fmin,s)
/(Fmax,s − Fmin,s) % ∆F,inn over the difference synchro-

nisation load, minimum load after
synchronisation (%)

MIN

Ḟ (kg/s) Ḟ after synchronisation MIN
Lmax,s mm Distance synchronisation travel-

stroke end
MIN

Lmax,inn mm Distance ‘section load’ peak travel–
Stroke end

MIN
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Fig. 9.4. Shift effort as function of the shift travel distance and its time-history
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Table 9.3. Constraints as functions of design variables

Constraints

1 GPS < GSP
5 (spcds + spcdm) < msc × π
6 (msc × π − spcds − spcdm) < 0.5
8 angsps < angspm
14 angspi < angspm

between sleeve and outer ring teeth. Constraint 8 allows the synchronisation
torque to be governed by the chamfer angle of the outer ring. Constraint 14
allows an easier movement of the sleeve chamfers with respect to the clutch
gear ones. Other constraints allow the compatibility between axial clearances,
between geometric dimensions of the teeth; they also refer to the detent mech-
anism and to the geometry of the synchronisation cones.

9.3 Method for the Optimal Design of a Synchroniser

The procedure that has been followed to optimise a synchroniser has a
sequential form. The steps are listed in Table 9.4.

9.3.1 Feasible Design Variables Domain

A feasible design variable domain has to be found by modifying the original
design variable domain. This is due to the fact that, the design variable domain
(see, e.g. Table 9.1) does not take into account the design constraints (see, e.g.
Table 9.3). After the constraints have been rearranged, the lower and upper
bounds of the variation range of the design variables have been redefined in
order to be compatible with the introduced constraints. This may require a
special study because the constraints might be ranked in order to allow the
definition of one design variable at a time.

9.3.2 Global Sensitivity Analysis

Standard sensitivity analysis (see Chap. 3) refers to the change in system
response due to small variations of the parameters of the system (partial deriv-
atives of the system responses with respect to the system parameters). This
gives the designer a very limited insight to the optimisation problem. Global
sensitivity analysis has been performed here (instead of standard sensitivity
analysis) because it describes the behaviour of the system when parameters
are varied within broad given intervals [220] (e.g. within the whole design
variable domain reported in Table 9.1). Referring to our case involving de-
sign variables, global sensitivity analysis refers to the measure on how much
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Table 9.4. Sequential optimisation method based on global optimisation adopted
for the gear synchroniser

Step subproblem Method Result

A Re-definition of the design
variable domain taking into
account the constraints

Feasible design vari-
able domain

Modified design vari-
able domain

B Preliminary investigation
for simplifying as much as
possible the optimisation
problem

Global sensitivity
Analysis

Elimination of the
objective functions
strongly correlated

C Substitution of the physical
model of the synchroniser
with a purely mathematical
model based on ANNs

global
approximation

ANN able to
simulate the
dynamic behaviour
of the synchroniser
(very small
simulation time)

D Computation of the
Pareto-optimal set

Quasi-Monte carlo
Search
Multi-objective
optimisation

Pareto-optimal set

E Understanding optimal
solutions

Global sensitivity
analysis

Insight on optimal
design solutions

F Checking for robustness
Pareto-optimal solutions

Synthesis Robust & optimal
solutions

each design variable contributes to build up the value of each performance
index. This analysis can help to identify the key design variables whose varia-
tion affects mostly the performance indices. Of course, also the less influential
design variables are identified, that is, those design variables for which a large
tolerance in their specifications can be released.

There are many kinds of global sensitivity analysis. Variance-based
methods [220] are the most effective ones in giving, quantitatively, the ad-
dressed information to the designer. Unfortunately, in our case, a complete
variance analysis could not be completed because the number of design vari-
ables is very high and the model requires much time for simulations. In fact
variance-based analysis requires a one-factor-at-a-time treatment.

If the monotonicity of the system model response is properly checked and
confidently assessed, a Spearman rank correlation analysis (SRCA) can be em-
ployed successfully [220] (see Sect. 3.3.3). The rank transformation can cope
with non-linear relationships and allows a robust estimation of the global
sensitivity, but it underestimates higher order terms. Another advantage of
using SRCA is that the coefficient of determination rs can be used to check the
validity of the estimated influence of the design variables. A low value of rs in-
dicates that the sensitivity analysis is failing (non-monotonic relationship). In
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case of existence of non-monotonic relationships, the global sensitivity analysis
can be performed anyway after a proper partition of design variables domain.
An empirical method, which has been used in the present application, is the
partition of the design variables domain into a number of sub-domains and the
evaluation of the global sensitivity in each sub-domain. If the normalised im-
portance of each design variable remains constant by varying the number and
the hyper-volumes of the sub-domains, it is reasonable to consider a design
variable as influencing.

By means of an Artificial Neural Network (see Chap. 4) it is possible to
perform global sensitivity [109].

By analysing the interconnection weights of the trained network (wij) we
can get an insight into the influence of each design variable on the performance
indices.

9.3.3 Global Approximation

According to the global approximation procedure, the original physical model
(e.g. the ADAMS model presented in Sect. 9.1) is used for defining the
parameters of a purely mathematical model able to simulate (approximately)
the dynamic behaviour of the actual system. The simulations for solving
the optimal design problem, i.e. computing the Pareto-optimal set, will be
performed by means of the derived purely mathematical model which is very
fast in computing the performance indices as functions of design variables.

In this work two artificial neural network algorithms (ANNs) [87,88,109],
namely, multi-layer perceptron neural networks (MLPNN) and radial basis
function neural network (RBFNN) [109, 159, 229] have been used and their
performances compared. The MLPNN is the most employed ANN type in the
literature. The RBFNN has been developed more recently and it is based on
a linear regression process, which makes the training process (definition of
parameters) easier (see Chap. 4). The different approximation methods which
have been employed are described and compared in Table 9.5.

Table 9.5. Global approximation methods applied for solving the optimal design
problem.

Method Training effort Accuracy

Polynomial n-dimensional Average Average
interpolation

Neural network Very high Very good
‘Multi-layer perceptron’

Neural network Average/high Good
‘Radial basis function’

Training effort and accuracy are evaluated referring to the considered
optimisation problem
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For artificial neural networks, the ‘training’ process requires the determi-
nation of all the ‘weights’ and ‘offsets’ (see [109]). The ANNs are generally
trained by considering [109]the mean-squared error (MSE)

MSE =
1
2

Nt∑
i=1

(yi − ŷi)2

Nt

where Nt is the number of simulations performed by the original physical
ADAMS model used for the training of the artificial neural network, ŷi is
the output of the artificial neural network, yi is the performance index value
computed by the original physical ADAMS model. This value will be called
‘nominal value’.

Three different types of error metrics are considered by using the Nv

simulations that constitute the validation set
Percentage error with respect to the nominal value yi

EPN =
ŷi − yi
yi

(useful in presence of limited variations of ŷi with respect to the nominal
values yi).

Percentage error with respect to the variation of yi

EPI =
ŷi − yi
∆yi

(useful in presence of large variations ∆yi due to small variation of design
variables).

Correlation coefficient between yi and ŷi. A linear regression (ranked) be-
tween ŷi and di is performed, and the coefficient of determination R can be
used as error metric.

R =

Nv∑
i=1

(
ŷi − ˆ̄y

)
(yi − ȳ)√

Nv∑
i=1

(
ŷi − ˆ̄y

)2 Nv∑
i=1

(yi − ȳ)2

where ˆ̄y = 1
Nv

Nv∑
i=1

ŷi and ȳ = 1
Nv

Nv∑
i=1

yi

9.3.4 Quasi-Monte Carlo Search

To find the Pareto-optimal set (i.e. the optimal design solutions) many
simulations are needed. This can be performed quickly by means of a purely
mathematical model (e.g. a mathematical model based on ANNs). The
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strategy that can be followed is computing by simulation a huge number
of performance indices as function of a huge number of design variables com-
binations selected from the feasible design domain. The implemented search
algorithm is a Quasi-Monte Carlo algorithm [246] based on low discrepancy
sequences [154] (see Chap. 3). This process generates a set of design solutions
containing a sub-set composed of the Pareto-optimal solutions.

9.3.5 Multi-Objective Optimisation

The set of design solutions generated has to be processed in order to extract
from this set the Pareto-optimal design solutions. To perform this selection, a
multi-objective programming problem has to be solved. The multi-objective
programming problem optimisation of a synchroniser can be formulated (see
Sect. 2.10). Reference will be made to our particular case (synchroniser defined
in Sects. 9.1 and 9.2).

The Pareto-optimal solutions pertaining to the synchroniser are defined
as follows. Given the minimisation problem (10.1) with seven performance
indices and 32 design variables, a solution xi is Pareto-optimal if it is non-
dominated by applying Definition 2.7. This definition can be used to find
directly the Pareto-optimal design variables combinations xi [87, 88,159].

9.3.6 Robust Design and Synthesis of Optimal Design Solutions

Pareto-optimal design solutions must be checked for robustness. Robust
design requires to minimise the effects on performance indices of uncontrol-
lable variations of design variables (of any kind, the design variables can be
dependent, parameters and independent). These uncontrollable variations are
typically related to the loading conditions, tolerances, temperature changes,
etc.

An optimal solution which minimises the performance indexes may be
unacceptable if the variance (due to design variable uncontrollable variation)
is large.

The minimum sensitivity method is a straightforward approach for achiev-
ing robustness [3]. No probability distributions related to the uncontrollable
variation of design variables are needed and it can be proved that minor sen-
sitivity implies greater robustness. Relying on minimum sensitivity method,
a standard sensitivity analysis has been performed, referring to each optimal
design solution. High sensitivity involves poor robustness.
A ‘robustness index’ defined as the mean of the normalised sensitivity indices
will be used.

When additional statistical information are available about the variations
of the design variables, it is possible to obtain a more accurate estimate of the
‘level of robustness’ of the optimal design solution under study.
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By imposing that the uncertain design variables (xi i = 1, . . . , ndv)
have a Gaussian distribution, the covariance matrix of the objective functions
CFOBS can be computed as

CFOBS(x) = J(x)CxJT (x)

where Cx is the covariance matrix of the uncertain design variables and J(x)
is the Jacobian matrix of the partial derivatives of the performance indices
with respect to the design variables vector. The reference design variables
vector x is obviously one of the Pareto-optimal design solutions.

9.4 Optimal Design of a Synchroniser

The optimisation of the reference production synchroniser defined in Table
9.1 has been performed according to the method in Sect. 9.3 (Table 9.4).

Step A. The feasible design variable domain has been determined. A special
study had to be performed to take into account the constraints (Table 9.3).
Step B. About 1,000 simulations have been performed by means of the
physical ADAMS multi-body model described in Sect. 9.1. The design vari-
able vectors have been generated by using a Sobol uniformly distributed
sequence (see Sect. 3.4.2). The Global Sensitivity Analysis has been per-
formed on the 1,000 simulation output data. The relationships between
design variables and performance indices, and between performance indices
and performance indices have been highlighted. In Table 9.6 the most influ-
encing design variable on each performance index is shown. It is emphasised
a strong influence on performance indices of the design variables related to
the pre-synchronisation mechanism. It is also shown that Fmax,s (see Table
9.2) seems to have only a weak dependence on the selected design variables.
This aspect will bring difficulties during the global approximation phase.

Important correlations between performance indices have not been found.

Table 9.6. Global sensitivity analysis

Parameter Performance index rs R

GSP Lmax,s −0.992 0.99
tiro Lmax,inn −0.362 0.51

p0molla Ḟ −0.497 0.70
prosca ∆F%,s −0.497 0.72
prosca ∆F,inn −0.635 0.81
prosca ∆F%,inn −0.403 0.67
angsps Fmax,s −0.615 0.46
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Step C. In order to allow an effective optimisation within a reasonable
computation time, the physical ADAMS model is substituted by a purely
numerical mathematical model. A study is presented for assessing the
accuracy of the approximation obtainable by different artificial neural net-
works. The results are summarised in Table 9.7. The training process
of both artificial neural networks (see Chap. 4) has been performed by
means of the 1,000 simulations (training set) used for the global sen-
sitivity analysis presented in Sect. 3.3. The approximation errors have
been computed on a ‘validation set’ constituted by 200 solutions not
belonging to the training set.

By inspection of Table 9.7, it is evident that the performance index Fmax,s

cannot be approximated with a sufficient accuracy. This is due to the fact
that the maximum force is limited in the ADAMS model by means of a
feedback controller, so it is almost independent from all the design variables
as already shown in the previous sections.

Table 9.7 shows that the performances of the MLPNN artificial neural
network described in Table 9.8 are evidently superior.

Table 9.7. Artifical neural networks(MLPNN and RBFNN) approximation errors
on the seven performance indices

MLPNN Fmax,s ∆F%,s ∆F,inn ∆F%,inn Ḟ Lmax,s Lmax,inn

Mean (||EPN ||)
*100

0.6 1.6 2.8 2.5 9.8 0.9 6.7

Mean (||EPI ||))
*100

5.8 2.7 3.2 3.9 5.1 1.9 4.1

R ‘ranked’ 0.61 0.96 0.97 0.96 0.96 0.98 0.91

RBFNN Fmax,s ∆F%,s ∆F,inn ∆F%,inn Ḟ Lmax,s Lmax,inn

Mean
(||EPN ||))
*100

0.9 6.6 9.5 5.9 16.9 4.9 14.0

Mean (||EPI ||)
*100

9.0 11.2 10.9 9.2 10.1 10.3 9.1

R ‘ranked’ 0.28 0.84 0.89 0.77 0.80 0.79 0.63

Table 9.8. Back-propagation multi-layer perceptron neural network

Training set 1◦ hidden layer
(# of neurons)

2◦ hidden layer
(# of neurons)

Output layer
(# of neurons)

1200 70 80 7
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By employing the adopted artificial neural network the simulation time was
reduced by about 1,000 times with respect to the same simulation performed
by the physical ADAMS model.
Steps D, E, F. A large number (nearly 106) of design solutions were
generated by the artificial neural network in a short time. Optimal solutions
could be obtained by resorting to the Pareto-optimal solution definition.

The solutions which improve all the performance indexes have been
considered. The performance index Fmax,s, which is independent from all the
design variables in the ADAMS model, will not be taken into account in the
following.

Ten Pareto-optimal solutions have been selected (Table 9.9). The solu-
tions numbered from 1 to 6 are the ones with the maximum improvement on
each performance index. The solutions numbered from 7 to 10 are the best
according to the designer preferences.

Table 9.9. Variation of the performance indices of ten Pareto-optimal solution with
respect to the reference configuration

%∆F%,s ∆F,inn ∆F%,inn Ḟ Lmax,s Lmax,inn Robustness

1 −2.5 −20 −17 −48 0 −31 2.2
2 1 −34 −26 −42 −1 −36 4.9
3 1 −31 −32 −51 −1 −32 2.3
4 1 −17 −16 −62 −1 −21 1.4
5 1 −9 −8 −17 −10 −8 1.3
6 −2 −19 −21 −16 −4 −55 1.3
7 0 −20 −21 −29 −6 −29 1.1
8 1 −29 −29 −44 −4 −27 1.4
9 1 −33 −31 −47 −6 −45 2.1
10 −2 −27 −22 −47 −4 −44 2.9

The average robustness index must be as close as possible to 1

The final selection of the preferred optimal and robust design solution de-
pends upon the designer which acts as a decision maker. The solution indicated
with number 7 is the one with the highest level of robustness, and anyway it
gives very important improvements on all the performance indices (average
>17%). The performance of this optimal design solution can be compared with
that of the reference synchroniser in Figs. 9.5 and 9.6.

9.5 Conclusion

A new procedure for designing a double-cone synchroniser (together with se-
lector mechanism) has been proposed and applied.



9.5 Conclusion 261

Actuator load vs. travel

Synchronisation
distance

Double bump
effort

Double bump
travel

Shift travel (mm)

A
ct

ua
to

r 
ef

fo
rt

 (
da

N
)

Fig. 9.5. Shift effort as function of the shift travel distance for the reference and
optimised solution number 7
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Fig. 9.6. Time-history of shift actuator effort for the reference and optimised solu-
tion number 7

A multi-objective programming approach has been followed. A global ap-
proximation procedure has been adopted to simulate quickly the dynamic
behaviour of the synchroniser. According to the global approximation pro-
cedure, the physical model of the system (a complex multi-body ADAMS
model) has been substituted by another purely mathematical model based on
an artificial neural network, able to approximate at the desired extent the
relationship between design variables and performance indices. The method
is an improved version of the one described in [87].

Very effective and reliable metrics have been introduced in order to eval-
uate the performance of two different artificial neural network types. For the
considered optimisation problem, the multi-layer perceptron neural network
trained by means of the back-propagation algorithm seems clearly the best
approximation model.
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A peculiar aspect of the considered optimisation problem is the presence
of many design constraints. This has requested a special study to define the
actual feasible domain for the design variables.

A global sensitivity method has been applied in order to analyse the in-
fluence of the design variables on each performance index. This has allowed
to detect a strong influence on performance indices of the design variables
related to the pre-synchronisation mechanism.

A gearshift event has been simulated by varying 32 design variables and
considering seven performance indices which have shown a good correlation
with subjective shiftability ratings.

Pareto-optimal solutions have been computed within an acceptable time.
These solutions have been checked in terms of robustness by applying the
minimum sensitivity method. Finally, some optimal and robust design solution
have been found.

The dynamic behaviour of a preferred optimal solution has been shown in
time domain. The efficiency of the proposed procedure is clear and the adopted
design method can be used for further studies and actual engineering design
activity. The prosecution of this research project will involve the reformulation
of the problem to a multi-objective stochastic framework.



10

Optimal Design of the Suspension System
of Railway Vehicles

In the present chapter the dynamic response of rail vehicles due to ran-
dom excitation is dealt with by deriving very simple analytical formulae.
The optimisation of railway vehicle suspension system is proposed by using
multi-objective programming. Basic hints are given on how to select the
railway vehicle suspension design variables to obtain the best trade-off be-
tween standard deviation of vertical acceleration at the body and standard
deviation of secondary suspension stroke.

In the literature the authors have not found papers dealing with the prob-
lem of deriving simple analytical formulae for the estimation of the dynamic
response of railway vehicles to random excitations generated by vertical track
irregularity. With reference to vehicle–bogie vibrations and to vehicle–track
interaction, a number of authors have dealt with the problem of deriving ba-
sic concepts useful for rail vehicle design [60, 76, 99, 199]. They usually have
resorted to numerical simulations even when dealing with simple models.

Successful applications of multi-objective programming in the field of rail-
way vehicle design are reported in [51,147,151].

In the first section of the chapter analytical formulae are derived [151] to
describe the dynamic behaviour of a railway vehicle. These formulae are then
used in the second section of the chapter to derive the best trade-off between
the standard deviations of body acceleration and secondary suspension stroke
[151].

10.1 System Model

10.1.1 Equations of Motion and Responses to Stochastic
Excitation

The adopted system model is shown in Fig. 10.1. The system has two de-
grees of freedom. The mass m1 represents one-fourth of the mass of the bogie
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m2

z2

z1

r1

r1

k1

k2

m1

Fig. 10.1. Railway vehicle system model

and the mass m2 represents one-eighth of the mass of the body. The exci-
tation comes from the displacement (ξ) which represents the motion of the
axle-box, the track being regarded as an uneven and infinitely stiff structure.
This hypothesis had to be forcedly introduced to preserve both the analyti-
cal formulation and the analytical solution to the problem. In Sect. 9.2.3 the
accuracy of the response of the model will be discussed.

The equations of motion may be written in matrix form as

M z̈ + Rż + Kz = F (10.1)

M, R, K are the mass, damping and stiffness matrixes, respectively

M =
(
m1 0
0 m2

)
(10.2)

R =
(
r1 + r2 −r2
−r2 r2

)
(10.3)

K =
(
k1 + k2 −k2
−k2 k2

)
(10.4)

F is the vector of external forces related to excitation from the uneven track

f =
(
r1ξ̇ + k1ξ

0

)
(10.5)

z is the vector of the independent variables
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z =
(
z1
z2

)
(10.6)

The displacement ξ (track irregularity) is assumed to be a random variable
defined by a stationary and ergodic stochastic process. This assumption is
consistent with the results of the studies, performed by many authors and or-
ganisations (see, e.g. [108,188]), on the stochastic properties of track (vertical)
irregularity. A number of analytical formulae have been adopted (see [76,199])
to interpolate the measured data referring to the power spectral density (PSD)
of the stochastic process defining ξ. In the present chapter two of those ana-
lytical formulae have been considered

Sξ (ω) =
Ab (2π v)3

ω4
(10.7)

Sξ (ω) =
Avω

2
cv

ω2 (ω2 + ω2
c )

(10.8)

In a log–log scaled plot (abscissa ω), the spectrum in Eq. (10.7) (reported
in [199]) takes the shape of a line sloped at rate 4. In the following, it will be
indicated as one-slope power spectral density (1S-PSD). The PSD in Eq. (10.8)
has been reported in [76], and is widely used in railway vehicle dynamics
simulations. In the log–log scaled plot shown in Fig. 10.2, Eq. (10.8) takes
approximately the shape of a two-slope curve, thus reference to it will be
made by the acronym 2S-PSD.

Fig. 10.2. Power spectral density (PSD) of the irregularity of the track in the
vertical plane. Two slope PSD (2S-PSD, Eq. 10.8), at 177 km/h, (adapted from
Ref. [76]).
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The system (10.1) can be rewritten in a more convenient form

ż = A z + B u
y = C z + D u

(10.9)

z is the vector of state variables

z =



ż1
ż2
z1
z2


 (10.10)

A and B are the state matrixes

A =




− r1+r2
m1

r2
m1

−k1+k2
m1

k2
m1

r2
m2

− r2
m2

k2
m2

− k2
m2

1 0 0 0
0 1 0 0


 B =




1/m1

0
0
0


 (10.11)

u is the input variable, related with track irregularity ξ

u =
(
r1ξ̇ + k1ξ

)
(10.12)

y is the vector of output variables

y =


 Fz

z̈2
z2 − z1


 (10.13)

The output variables represent, respectively, the force on the axle-box (Fz),
the vertical acceleration of the body (z̈2), the (vertical) relative displacement
body–bogie (stroke of the secondary suspension) (z2 − z1).

C and D matrixes read respectively

C =


−r1 0 −k1 0

r2
m2

− r2
m2

k2
m2

− k2
m2

0 0 −1 1


 (10.14)

D =


 1

0
0


 (10.15)

The frequency response of the linear dynamic system (10.9) is

Hy,u (s) = C (sI − A)−1 B + D (10.16)

where I is the identity matrix. The input is represented by u, the output is
represented by vector y.
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Given the PSD, PSDu of the excitation input, the PSDj of the jth element
of vector y, can be computed as (see, e.g. Sect. 5.1.1)

PSDj (s) = Hj (s) Hj (−s) PSDu (s) (10.17)

H (s) =


H1 (s)
H2 (s)
H3 (s)


 =


 HFz,u (s)

Gz̈2,u (s)
Gz2−z1,u (s)


 (10.18)

Hj(s), being a frequency response function of a mechanical system, is obvi-
ously a ratio of two polynomials (of variable s), i.e. Hj (s)=N(s)/D(s). PSDu

and PSDξ are linked by the following expression:

PSDu (s) = Lu,ξ (s) Lu,ξ (−s) PSDξ (s) (10.19)

where Lu,ξ (s) = k1 + s r1.
In order to write PSDj(s) (Eq. (10.17)) in a form matching with that of

following Eq. (10.24) (the reason for this need will be explained in the next
section), PSDξ(s) has to be written as

PSDξ (s) =WqS LqS (s) LqS (−s) , q = 1, 2 (10.20)

where for q = 1 reference is made to the 1S-PSD, and it follows from
Eq. (10.7) that s = jω (j =

√
−1), L1S (s) = 1/s2 and W1S = Ab (2πv)3;

for q = 2 reference is made to the 2S-PSD (Eq. (10.8) ), so L2S (s) =
1/{s (s+ ωc)} and W2S = Avω

2
cv.

The PSDj of the jth element of vector y can be finally written as

PSDj (s) =WqS LqS (s)Lu,ξ (s) Hj (s) Hj (−s)Lu,ξ (−s)LqS (−s) (10.21)

This form is convenient for computations that will be presented in the next
section (Eqs. (10.23) and (10.24)).

The (vertical) relative displacement bogie–axle box (stroke of the primary
suspension) (z1− ξ) and the force on the axle-box are related by the following
expression:

Lz1−ξ,Fz
(s) = − 1

k1 + sr1
= − 1

Lu,ξ (s)

So, the PSD of (z1 − ξ) reads

PSD z1−ξ (s) =WqSLqS (s) HFz,u (s)HFz,u (−s)LqS (−s) (10.22)

10.1.2 Derivation of Standard Deviations in Analytical Form

By definition (see Sect. 5.1.1) the variance of a random variable described by
a stationary and ergodic stochastic process is
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σ2
j =

1
2

+∞∫
−∞

PSDj (s) ds (10.23)

In [180] it is shown that an analytical solution exists for σ2
j if PSDj can be

written as

PSDj =
Nk−1 (s) Nk−1 (−s)
Dk (s) Dk (−s) (10.24)

where Dk is a polynomial of degree k, and Nk−1 is a polynomial of maximum
degree k − 1 (k�1 ). This is actually the case, in fact it can be verified that
PSDj may be written as in Eq. (10.24) both by inspection of Eqs. (10.21) and
(10.22) and by analysing the expressions of Hj and HFz,u.

For example, considering the vertical acceleration of the vehicle body (z̈2),
the following expression for Nk−1(s)/Dk(s) can be obtained:

• for the 1S-PSD (q = 1, Eqs. (10.20), (10.7)), k = 4

N3 (s)
D4 (s)

=
√
W1sL1S (s) Lu,ξ (s) Hz̈2,u (s)

where (setting r1 = 0) assuming

W1S = Ab (2πv)3 , L1S (s) =
1
s2
, Lu,ξ (s) = k1,

Hz̈2,u (s) = (k2 + r2s) s2/
(
k1k2 + k1r2s+ k2m1s

2 + k1m2s
2 + k2m2s

2

+m1r2s
3 +m2r2s

3 +m1m2s
4
)

we obtain

N3(s) = (Ab)1/2(2πv)3/2(k1k2 + k1r2s)

D4(s) = (k1k2 + k1r2s+ k2m1s
2 + k1m2s

2

+k2m2s
2 +m1r2s

3 +m2r2s
3 +m1m2s

4)

• for the 2S-PSD (q = 2, Eqs. (10.20), (10.8)), k = 5

N4 (s)
D5 (s)

=
√
W2sL2S (s) Lu,ξ (s) Hz̈2,u (s)

where (setting r1 = 0) assuming

W2S = Avω
2
cv, L2S (s) =

1
s (s+ ωc)

we obtain
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N4(s) = (Avω
2
cv)

1/2(k1k2s+ k1r2s2)

D5(s) = (k1k2 + k1r2s+ k2m1s
2 + k1m2s

2 + k2m2s
2 +

m1r2s
3 +m2r2s

3 +m1m2s
4)(s+ ωc)

The analytical formulae presented in the following subsections have been
derived by means of the analytical solutions of the integral (10.22) reported
in Sect. 5.6.

10.1.3 Complete Formulae Using the 1S-PSD (Eq. (10.7))

The 1S-PSD (Eq. (10.7)) has been considered because it allows a full and
compact analytical solution of the problem. For the standard deviations of
interest, by solving analytically Eq. (10.23) one gets

σFz
= 2π2v3/2

√
Ab

√
n1

d1
(10.25)

n1 = r21m1m2

(
r1r

2
2k1 + r21r2k2 + r1k2

2m1 + r2k2
1m2 + r1k2

2m2

)
+

(m1 +m2) (r2m1 + r1m2 + r2m2)
[
(m1 +m2)

(
r22k

2
1 + r21k

2
2

)
−

2k2
1k2m1m2

]
+ k1k2 (m1 +m2)

2 [−m1m2 (r2k1 + r1k2) +
(r2m1 + r1m2 + r2m2) (r1r2 + k2m1 + k1m2 + k2m2)] +

(r2k1 + r1k2)
[
−2r1 (r2k1 + r1k2)m1m2 (m1 +m2) +

(r1r2m1 + r1r2m2 + k1m1m2)
2

]

d1 =
[
−m1m2 (r2k1 + r1k2)

2 − k1k2 (r2m1 + r1m2 + r2m2)
2 +

(r2k1 + r1k2) (r2m1 + r1m2 + r2m2) (r1r2 + k2m1 + k1m2 + k2m2)
]

σz̈2 = 2π2v3/2
√
Ab

√
n2

d2
(10.26)

n2 = r21r
2
2 (r2k1 + r1k2) +

(
r22k

2
1 + r21k

2
2

)
(r2m1 + r1m2 + r2m2) +

k1k2 [−m1m2 (r2k1 + r1k2) + (r2m1 + r1m2 + r2m2) (r1r2+
k2m1 + k1m2 + k2m2)]

d2 =
[
−m1m2 (r2k1 + r1k2)

2 − k1k2 (r2m1 + r1m2 + r2m2)
2 +

(r2k1 + r1k2) (r2m1 + r1m2 + r2m2) (r1r2 + k2m1 + k1m2 + k2m2)
]
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σz2−z1 = 2π2v3/2
√
Ab

√
m2

2

n3

d3
(10.27)

n3 = r21k2 (r2m1 + r1m2 + r2m2) + k1 [−m1m2 (r2k1 + r1k2) +
(r2m1 + r1m2 + r2m2) (r1r2 + k2m1 + k1m2 + k2m2)]

d3 = k2

[
−m1m2 (r2k1 + r1k2)

2 − k1k2 (r2m1 + r1m2 + r2m2)
2 +

(r2k1 + r1k2) (r2m1 + r1m2 + r2m2) (r1r2 + k2m1 + k1m2 + k2m2)
]

σz1−ξ = 2π2v3/2
√
Ab

√
n4

d4
(10.28)

n4 = k1 (r2k1 + r1k2)m2
1m

2
2 + k1 (m2 +m1) (r2m1 + r1m2+

r2m2)
(
r22m1 + r22m2 − 2k2m1m2

)
+

+k2 (m1 +m2)
2 [− (r2k1 + r1k2)m1m2+

(r2m1 + r1m2 + r2m2) (r1r2 + k2m1 + k1m2 + k2m2)]

d4 = k1

[
−m1m2 (r2k1 + r1k2)

2 − k1k2 (r2m1 + r1m2 + r2m2)
2 +

(r2k1 + r1k2) (r2m1 + r1m2 + r2m2) (r1r2 + k2m1 + k1m2 + k2m2)
]

The above-mentioned standard deviations (σz̈2 , σz2−z1 , σFz
) depend on the

cube of the square root of the power of vehicle speed v, on the square root
of track irregularity coefficient Ab, and on analytical functions of the model’s
parameters. These analytical expressions are rather complex. As the square
roots do not depend on v, according to this formulation, the optimal settings
of suspension design variables do not depend on vehicle speed.

10.1.4 Formulae for Vanishing Primary Damping Using
the 1S-PSD (Eq. (10.7))

Primary dampers are commonly not fitted into the bogies of urban and sub-
urban railway vehicles. This is due to the fact that, the primary stiffness (k1)
being relatively high (due to the high ratio payload/tare mass), the pitching
of the bogie is already limited by the primary stiffness itself and dampers are
not necessarily needed to limit the dynamic pitching oscillations. However,
primary dampers can be adopted for reducing track wear.

Setting the primary damping to zero, i.e. r1 = 0, the standard deviations
(10.25), (10.26), (10.27), (10.28) assume relatively simple expressions

– Force on the axle-box
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σFz
= 2π2v3/2

√
Ab·√

k2
1m2

1m2
2+k1(m1+m2)

2[r2
2(m1+m2)−2k2m1m2]+k2(m1+m2)

2[k2(m1+m2)
2+k1m2

2]
r2k1m2

2

(10.29)
– Body acceleration

σz̈2 = 2π2v3/2
√
Ab

√
r22k1 (m1 +m2) + k2

2 (m1 +m2)
2 + k1k2m2

2

r2k1m2
2

(10.30)

– Secondary stroke

σz2−z1 = 2π2v3/2
√
Ab

√
k2 (m1 +m2)

2 + k1m2
2

r2k1k2
(10.31)

The primary stroke is obviously σz1−ξ = σFz
/k1.

10.1.5 Simplified Formulae Using the 1S-PSD (Eq. (10.7))

Equations (10.29)–(10.31) can be simplified by neglecting those terms which
vanish when parameter values refer to actual railway vehicles1:

σFz
= B

√
k1m2

1

r2
(1 + βµ2 + β2µ2) +m1r2(3 + µ) (10.32)

σz̈2 = B
√
r2
m2

+
k2
r2

(10.33)

σz2−z1 = B

√
m2

2

r2k2
(10.34)

A comparison has been made between the standard deviations σz̈2 , σz2−z1 , σFz

computed by Eqs. (10.29)–(10.31) and the corresponding standard deviations
σz̈2 , σz2−z1 , σFz

computed by Eqs. (10.32)–(10.34) (vehicle parameters in
Table 10.1.). The absolute value of the error was 0.49% for the force on the
axle-box (Eq. (10.32)), 1.7% for the body vertical acceleration (Eq. (10.33)),
0.37% for the secondary stroke (Eq. (10.34)).

1For actual railway vehicles usually one finds

5 < µ < 10, 0.01 < β < 0.2

with µ = m2/m1 and β = k2/k1. Assuming that (1+µ)/µ ≈ 1 and
√

β + 1 ≈ 1
Eqs. (10.29)–(10.31) and Eqs. (10.39)–(10.41) can be simplified
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Table 10.1. Data of the reference railway vehicle taken into consideration (data
from [76])

m1r 773 kg
m2r 5,217 kg
k1r 28,240,000 N/m
k2r 162,000 N/m
r1r 21,890 Ns/m
r2r 14,600 Ns/m

10.1.6 Complete Formulae Using the 2S-PSD (Eq. (10.8))

The analytical expressions of the standard deviations of the force on the
axle-box (Fz), of the vertical acceleration of the body (z̈2), of the (vertical)
relative displacement body–bogie have been derived by solving analytically
Eq. (10.23). They are not reported here because of their extreme complexity.
In this case it is more convenient to solve Eq. (10.23) numerically. It has to
be noticed that, due to the employed spectrum, contrary to what happens in
Eqs. (10.25)–(10.28), the speed v is mixed among the parameters Av, ωc, mi,
ri, ki. According to this formulation the optimal suspension design variables
do depend on vehicle speed v.

σFz
= l1DS (v,Av, ωc,m1,m2, r1, k1, r2, k2) (10.35)

σz̈2 = l2DS (v,Av, ωc,m1,m2, r1, k1, r2, k2) (10.36)

σz2−z1 = l3DS (v,Av, ωc,m1,m2, r1, k1, r2, k2) (10.37)

σz1−ξ = l4DS (v,Av, ωc,m1,m2, r1, k1, r2, k2) (10.38)

10.1.7 Formulae for Vanishing Primary Damping
Using the 2S-PSD (Eq. (10.8))

If the primary damping vanishes (i.e. r1 = 0) the standard deviations in
Eqs. (10.35)–(10.38) assume relatively simple expressions

– Force on the axle-box

σFz
= ωc

√
π v Av

√
nv1

dv1
(10.39)

nv1 = k2
1m

2
1m

2
2

(
k2 + r2ωc +m2ω

2
c

)
+ k1 (m1 +m2) (−2k2m1m2+

m1r
2
2 +m2r

2
2

) (
k2m1 + k2m2 +m1r2ωc +m2r2ωc +m1m2ω

2
c

)
+

+k2
2 (m1 +m2)

2 (
k2m

2
1 + 2k2m1m2 + k1m2

2 + k2m2
2+

m2
1r2ωc + 2m1m2r2ωc +m2

2r2ωc +m2
1m2ω

2
c +m1m

2
2ω

2
c

)
dv1 = 2m2

2r2
(
k1k2 + k1r2ωc + k2m1ω

2
c + k1m2ω

2
c + k2m2ω

2
c+

m1r2ω
3
c +m2r2ω

3
c +m1m2ω

4
c

)
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– Body acceleration

σz̈2 = ωc

√
π v Av

√
nv2

dv2
(10.40)

nv2 =
[
k1r

2
2 (k2m1 + k2m2 +m1r2ωc + r2m2ωc+

m1m2ω
2
c

)
+ k2

2

(
k2m

2
1 + 2k2m1m2 + k1m2

2 + k2m2
2+

m2
1r2ωc + 2m1m2r2ωc +m2

2r2ωc +m2
1m2ω

2
c +m2

2m1ω
2
c

)]
dv2 =

[
2m2

2r2
(
k1k2 + k1r2ωc + k2m1ω

2
c + k1m2ω

2
c + k2m2ω

2
c+

m1r2ω
3
c +m2r2ω

3
c +m1m2ω

4
c

)]
– Secondary stroke

σz2−z1 = ωc

√
π v Av

√
nv3

dv3
(10.41)

nv3 = k2m2
1 + 2k2m1m2 + k1m2

2 + k2m2
2 +m2

1r2ωc+
2m1m2r2ωc +m2

2r2ωc +m2
1m2ω

2
c +m1m

2
2ω

2
c

dv3 = 2r2
(
k1k2 + k1r2ωc + k2m1ω

2
c + k1m2ω

2
c + k2m2ω

2
c+

m1r2ω
3
c +m2r2ω

3
c +m1m2ω

4
c

)
The primary stroke is obviously σz1−ξ = σFz

/k1.

10.1.8 Simplified Formulae Using the 2S-PSD (Eq. (10.8))

Equations (10.39)–(10.41) can be simplified by neglecting those terms which
vanish when parameter values refer to actual railway vehicles (see footnote 1).

– Force on the axle-box

σFz
= ωc

√
π v Av

√
na1

da1
(10.42)

na1 = k2
1m

2
1

(
β k1 + r2ωc +m1µ ω

2
c +

1
k1m1

(
−2β k1m1 + r22

)
·(

β k1µ+ r2ωcµ+m1µ ω
2
c

))
da1 = 2r2

(
β k2

1 + k1r2ωc +m1k1ω
2
cµ+ r2m1ω

3
cµ+m2

1µ ω
4
c

)
– Body acceleration

σz̈2 = ωc

√
π v Av ·√√√√ k1r2

m1µ (β k1 + r2ωc +m1ω2
c ) + β2 k2

1
r2

(k1 + r2ωc +m1ω2
c )

2 (β k2
1 + k1r2ωc +m1k1ω2

cµ+ r2m1ω3
cµ+m2

1µ ω
4
c )

(10.43)
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– Secondary stroke

σz2−z1 = ωc

√
π v Av ·√

m2
1µ

2 (k1 + r2ωc +m1ω2
c )

2r2 (β k2
1 + k1r2ωc +m1k1ω2

cµ+ r2m1ω3
cµ+m2

1µ ω
4
c )

(10.44)

The primary stroke is obviously σz1−ξ = σFz
/k1.

A comparison has been made between the σz̈2 , σz2−z1 , σFz
computed by

Eqs. (10.39)–(10.41) and the σz̈2 , σz2−z1 , σFz
computed by Eqs. (10.42)–

(10.44) (vehicle parameters in Table 10.1.). In the vehicle speed range 20–100
m/s, the error varies from −1.5 to 0.3% for the force on the axle-box (Eq.
(10.42)), from −2.2 to 1.2% for the body vertical acceleration (Eq. (10.43)),
from −0.2 to −1.4 for the secondary stroke (Eq. (10.44)).

10.2 Validation

In order to validate the simple model described in Sect. 10.1, a comparison
with the data presented in [76] is performed. In [76] a model for the study
of the vertical dynamics of railway vehicles has been proposed. The model
is rather complex as it accounts for the heave, pitch and roll of body and
bogies. Vehicle body bending and torsional modes of vibration have been
also included. From [76] it is argued that the output model responses were
validated experimentally with satisfactory results. The data of the vehicle
studied in [76] are reported in Table 10.1.

In [76] the adopted PSD of the stochastic process defining track irregularity
in the vertical plane (2S-PSD, see Eq. (10.8)) is

PSDξ (ω) =
Avω

2
cv

ω2 (ω2 + ω2
c )

=
AvΩ

2
cv

3

ω2 (ω2 + v2Ω2
c )

(10.45)

where Av=0.035 cm2 rad/m is the track quality coefficient and ΩC = 0.99
rad/m is the break wave number. PSDξ (ω) is plotted in Fig. 10.2.

In [76] an in-depth sensitivity analysis was performed referring to the stan-
dard deviations of body acceleration and of secondary stroke. Unfortunately,
no data are available on primary stroke and force on the axle-box.

The following validation has been performed by considering Eqs. (10.36)
and (10.37) which refer to the model shown in Fig. 10.1 and described in
Sect. 10.1. The adopted PSD of the track irregularity is given by Eq. (10.45).
A steady speed v equal to 177 km/h has been considered.

10.2.1 Primary Stiffness

In [76] the primary suspension stiffness k1 was at first increased by a fac-
tor 4, then decreased by the same factor relatively to the reference value
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Table 10.2. Comparison between computed results and data referring to an actual
vehicle (adapted from [76])

k1 σz̈2(m/s2), σz̈2(m/s2), σz2−z1(mm), σz2−z1(mm),
from [76] Eq. (10.36) from [76] Eq. (10.37)

k1r/4 0.56 0.62 9.6 9.8
k1r 0.72 0.68 9.5 9.6
4k1r 0.67 0.69 9.5 9.5

Variation of the primary stiffness k1 (k1r is reported in Table 10.1)

(Table 10.1). In Table 10.2 the values of standard deviations σz̈2 and σz2−z1

computed by means of Eqs. (10.36) and (10.37) are compared with the corre-
sponding values reported in [76]. Body acceleration is substantially unaffected
by primary stiffness variation: The error given by the model with respect to
the corresponding data in [76] is always less than 10%. For the secondary
stroke the error is always less than 2%.

10.2.2 Natural Frequency

The natural frequencies of the body rigid modes (heave, pitch and roll) were
varied in [76] without changing their damping ratios. This was achieved by
suitable variations in the secondary suspension stiffness, k2 and damping
r2. The effect of halving and doubling the reference natural frequencies was
investigated. The results are reported in Table 10.3. The effect is relevant both
on body acceleration and on secondary suspension stroke. Again the simple
model is able to give the responses of the reference vehicle with a limited
error.

10.2.3 Damping Ratio

The effect of the secondary damping on body acceleration and secondary
stroke was studied by varying the coefficient r2, such that body’s heave
damping ratio ς = r2/

(
2
√
k2m2

)
was increased from the reference value (0.25)

Table 10.3. Effect of the vehicle body natural frequency

Natural fh k2 r2 σz̈2 (m/s2), σz̈2 (m/s2), σz2−z1 (mm), σz2−z1 (mm),

frequency (Hz) (N/m) (Ns/m) from [76] Eq. (10.36) from [76] Eq. (10.37)

Halved 0.445 162,000/4 14,600/2 0.39 0.41 15.1 13.8

Base 0.885 162,000 14,600 0.72 0.68 9.5 9.6

Double 1.769 162,000·4 14,600·2 1.17 1.27 5.3 6.6

Comparison between computed results and data referring to an actual vehicle
(adapted from [76])
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Table 10.4. Comparison between computed results and data referring to an actual
vehicle (adapted from [76])

Damping ratio ς r2 σz̈2 (m/s2), σz̈2 (m/s2), σz2−z1 (mm), σz2−z1 (mm),
(Ns/m) from [76] Eq. (10.33) from [76] Eq. (10.34)

r2 0.250 14,600 0.72 0.68 9.5 9.6
r2·1.5 0.375 14,600 · 1.5 0.85 0.81 7.5 7.7
r2·2 0.50 14,600 · 2 1.02 0.96 6.4 6.6

r2·2
√

2 0.707 14,600 · 2
√

2 1.20 1.19 5.4 5.5

Variation of the secondary suspension damping r2 (r2r is reported in Table 10.1)

to 0.375, 0.50 and 0.707 (Table 10.4) (ς is defined as if k1 were infinity). Refer-
ring to the vertical body acceleration, the error given by the model is always
less than 6%. For the secondary stroke the error is always less than 3%.

10.3 Parameter Sensitivity Analysis

The dynamic response of the railway vehicle system model in Fig. 10.1 is
analysed on the basis of Eqs. (10.29)–(10.31) and Eqs. (10.39)–(10.41). The
same analysis (not reported here for sake of space) has been performed by
means of Eqs. (10.32)–(10.34) and Eqs. (10.42)–(10.44). The discrepancies
were negligible.

A typical railway passenger vehicle for intercity service is taken into
consideration (Table 10.1). The results of the parameter sensitivity analysis
are shown in Figs. 10.3–10.5. The parameters are varied within wide ranges.
The data are presented in non-dimensional form, i.e. the standard deviation of
interest σ is divided by the corresponding one (σr) computed by considering
the parameters at their reference values (see Table 10.1)

σFzr = σFz
(m1r,m2r, r1r, r2r, k1r, k2r) (10.46)

σz̈2r = σz̈2(m1r,m2r, r1r, r2r, k1r, k2r) (10.47)

σz2−z1r = σz2−z1(m1r,m2r, r1r, r2r, k1r, k2r) (10.48)

The non-dimensional standard deviations derived from Eqs. (10.29)–(10.31)
do not depend on vehicle speed. The opposite occurs for the non-dimensional
standard deviations derived from Eqs. (10.39)–(10.41) (referring to 2S-PSD,
Eq. (10.8)). For this reason the last non-dimensional standard deviations are
analysed at two different vehicle speeds, low speed (10 m/s) and high speed
(100 m/s).

10.3.1 Standard Deviation of Force on Axle-box

Figure 10.3 shows that
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Fig. 10.3. σFz /σFzr, non-dimensional standard deviation of force on the axle-box
as function of model parameters. Data of the reference vehicle in Table 10.1. Each
diagram has been obtained by varying one single parameter, the other ones being
constant and equal to those of the reference vehicle

– σFz
depends almost linearly on the primary suspension stiffness k1,

– σFz
does not depend significantly on the secondary suspension stiffness k2,

– σFz
depends almost linearly on m1 (non-linear at start),

– σFz
does not depend significantly on m2 if the excitation is given by Eq.

(10.8) (2S-PSD),
– the secondary suspension damping r2 has an important influence on the

standard deviation σFz
.

Some of the above considerations can be derived by a simple inspection of
Eqs. (10.32) and (10.42).

10.3.2 Standard Deviation of Body Acceleration

By inspection of Fig. 10.4 one may notice that

– k1 does not influence significantly σz̈2 ,
– m1 does not influence significantly σz̈2 if the excitation is given by Eq. (10.7)

(1S-PSD),
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Fig. 10.4. σz̈2/σz̈2r, non-dimensional standard deviation of body acceleration as
function of model parameters. Data of the reference vehicle in Table 10.1. Each
diagram has been obtained by varying one single parameter, the other ones being
constant and equal to those of the reference vehicle

– σz̈2 may decrease strongly as m2 increases,
– the parameters of secondary suspension (k2, r2) have a remarkable

influence on the σz̈2 . For a 2S-PSD excitation the effect of an increase
of the secondary suspension damping r2 is positive at low speed but nega-
tive at high speed. For a 1S-PSD excitation the effect of an increase of the
secondary suspension damping r2 is positive at any speed.

Some of the above considerations can be derived by a simple inspection of
Eqs. (10.33) and (10.43).

10.3.3 Standard Deviation of Secondary Stroke

By inspection of Fig. 10.5, one may notice that

– σz2−z1 is not influenced by primary suspension stiffness k1,
– the stiffness of the secondary suspension k2 has a remarkable influence on

the σz2−z1 . For a 2S-PSD excitation the effect of a variation of k2 is less
relevant increasing the vehicle speed,
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– σz2−z1 is not influenced significantly by m1,
– σz2−z1 depends almost linearly onm2 considering a 1S-PSD excitation. The

relationship is non-linear considering the 2S-PSD excitation,
– σz2−z1 is influenced remarkably by secondary suspension damping r2.

Some of the above considerations can be derived by a simple inspection of
Eqs. (10.34) and (10.44).

10.3.4 Optimal Secondary Suspension Design Variables

The constraints method introduced in Sect. 3.7.1 has been used to optimise
the design variables of the secondary suspension of a railway vehicle described
by the simple system model in Fig. 10.1. The design variables to be optimised
were the stiffness k2 and the damping r2 of the secondary suspension, the
objective functions were σz̈2and σz2−z1 .

Fig. 10.5. σz2−z1/σz2−z1r, non–dimensional standard deviation of secondary stroke
as function of model parameters. Data of the reference vehicle in Table 10.1. Each
diagram has been obtained by varying one single parameter, the other ones being
constant and equal to those of the reference vehicle.
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Derivation of Optimal σz̈2 , σz2−z1 and Optimal k2, r2 Using
1S-PSD

The objective functions are defined by Eqs. (10.33) and (10.34). The optimi-
sation procedure based on constraints method and described in Sect. 3.7.1 is
applied as follows:

a) from Eq. (10.34) the expression of r2 as function of σz2−z1 and k2 is derived

r2 =
B2m2

2

k2 · σ2
z2−z1

(10.49)

b) the expression of σz̈2 as function of r2 and σz2−z1 by substituting the
expression of r2 (Eq. (10.49)) in Eq. (10.33)

σz̈2 = B

√
B2m2

k2σ2
z2−z1

+
k2
2σ

2
z2−z1

B2m2
2

= B
√

(·) (10.50)

c) the following derivative equal to zero gives the stationary solution

dσz̈2

dk2
= B

d
√

(·)
dk2

= B
1

2
√

(·)
d(·)
dk2

= 0 (10.51)

the term 1

2
√

(·)
is always greater than zero, so solving with respect to k2

− B2m2

σ2
z2−z1

k2
2

+ 2
k2
B2m2

2

σ2
z2−z1

= 0 (10.52)

thus

k2 = 3

√
B4m3

2

2σ4
z2−z1

(10.53)

d) finally, by substituting Eq. (10.53) in Eq. (10.49) and Eq. (10.33), the
expression of σz̈2 as function of σz2−z1 is obtained

σz̈2 = 6

√
27
4

B8

σ2
z2−z1

(10.54)

this equation defines the relationship between the standard deviation of
the acceleration of the body and the standard deviation of the secondary
suspension stroke when both the standard deviations are minimised.

e) The equation which defines the optimal design variable set is

r2 = r2ott =
√

2k2m2 (10.55)
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For the system composed by the mass m2 , the damper r2, and the spring k2
(mass m1 fixed), the critical damping may be defined as

r2crit =
√

4k2m2 (10.56)

it follows
r2ott =

1√
2
· r2crit (10.57)

By setting the stiffness and the damping of the secondary suspension as indi-
cated above, the best compromise between the standard deviation of the body
acceleration and the standard deviation of the secondary stroke is obtained.

Derivation of Optimal σz̈2 , σz2−z1 and Optimal k2, r2 Using 2S-PS

On the basis of Eqs. (10.40) and (10.41), a numerical search has been under-
taken to find both the optimal set σz̈2 ,σz2−z1 and the optimal set k2, r2. The
corresponding plots are reported in Figs. 10.6 and 10.7, respectively.

¨¨

Fig. 10.6. Optimal σz̈2 and optimal σz2−z1 plotted in non-dimensional form. The
curves are obtained by varying k2 and r2, the points highlighted by using special
symbols (triangle, square, . . . .) refer to the points in Fig. 10.7. Vehicle parameters
in Table 10.1.
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Optimal σz̈2 , σz2−z1 and Optimal k2, r2

Both for the 1S-PSD (Eqs. (10.54), (10.55)) and for the 2S-PSD excitations,
optimal σz̈2 , σz2−z1and optimal k2, r2 are plotted in non-dimensional form
in Figs. 10.6 and 10.7, respectively. To obtain non-dimensional values, refer-
ence is made to a railway passenger vehicle whose relevant parameters are
reported in Table 10.1. σz̈2 increases when σz2−z1 decreases, i.e. these two
standard deviations are conflicting. The designer should choose, on the ba-
sis of given technical specifications, the desired compromise between σz̈2 and
σz2−z1 by selecting one point lying on the curves plotted in Fig. 10.6, e.g. one
of those marked with special symbols (triangle, square, . . . ). Having chosen
the preferred compromise between σz̈2and σz2−z1 , the corresponding values of
the design variables k2, r2 are uniquely defined. This correspondence between
the points of the curves plotted in the σz̈2 , σz2−z1 plane (Fig. 10.6) and the
points of the curves in the k2, r2 plane (Fig. 10.7) are highlighted by special
symbols in Figs. 10.6 and 10.7. By inspection of Fig. 10.6 one may notice
that for the 1S-PSD the non-dimensional σz̈2 and σz2−z1 do not depend on
vehicle speed. This is consequence of the fact that for this excitation spec-
trum, the speed parameter v is not mixed with those of the vehicle system k2,
r2, . . . (see Sect. 10.1). On the contrary, for the 2S-PSD, which is very fre-
quently found in actual applications, the non-dimensional σz̈2and σz2−z1 do
depend on vehicle speed (see Sect. 10.1). This suggests that vehicle suspension
design variables should vary with vehicle speed in order to keep the optimal-
ity conditions. This is technically easily achievable and hopefully in the future
adaptive suspensions could be adopted for railway vehicles.

Fig. 10.7. Optimal k2 and optimal r2 plotted in non-dimensional form for min-
imising σz̈2 and σz2−z1 , the points highlighted by using special symbols (triangle,
square, . . . .) refer to the points in Fig. 10.6. Vehicle parameters in Table 10.1.
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In Fig. 10.7 the relationship between optimal stiffness k2 and optimal
damping r2 is highlighted. To keep the best compromise between σz̈2 and
σz2−z1 , the damping r2 has to increase with the stiffness k2, both for the 1S-
PSD and for the 2S-PSD excitation. The rate of change of r2 with respect to
k2 does not depend on vehicle speed for the 1S-PSD and varies considerably
with the vehicle speed for the 2S-PSD excitation.

10.4 Conclusion

Analytical formulae have been derived in order to estimate the response of
railway vehicles to random excitations generated by the vertical track irregu-
larity. The accuracy of the derived formulae has been assessed by comparison
with data presented in the literature. The analytical formulae should estimate
with reasonable accuracy the dynamic behaviour of an actual railway vehicle
running on rigid track. Referring to the performed validation, the sensitivity of
body acceleration and secondary stroke to vehicle suspension design variables
(primary and secondary stiffness, secondary damping) is captured satisfacto-
rily by the analytical formulae. It has been found that analytical formulae (in
complete form) predicted the standard deviations of both body acceleration
and secondary stroke with an error always less than 10%, and often less than
2%. On the basis of the validated analytical formulae, a theoretical parameter
sensitivity analysis has been performed with reference to the standard devia-
tions of force on the axle-box, of body acceleration, of secondary suspension
stroke. All these standard deviations are influenced by secondary suspension
design variables. Particularly, the secondary damping affects significantly the
body acceleration. A general result (confirmed by common experience) is the
strong influence of the type of track irregularity on all the considered standard
deviations. The bogie mass and the primary stiffness do not seem to influence
considerably the secondary stroke.

By using the derived analytical formulae in the second part of the chapter,
the constraints method has been applied to find the best trade-off between
conflicting objective functions such as σz̈2 (standard deviation of the body ac-
celeration) and σz2−z1(the standard deviation of the secondary stroke). The
design variables of the secondary suspension (stiffness k2 and damping r2)
of a railway vehicle have been optimised with the aim of minimising both
σz̈2 and σz2−z1 . Simple analytical formulae have been derived for the optimal
σz̈2 ,σz2−z1 and correspondingly optimal k2, r2. Optimal σz̈2 increases when
both optimal k2 and optimal r2 increase, the opposite occurs for optimal
σz2−z1 . If the excitation is defined by the 1S-PSD the optimal secondary sus-
pension settings do not depend on vehicle speed. The opposite occurs for the
more realistic 2S-PSD excitation, thus it seems reasonable to recommend, for
future research, comprehensive studies on the application of adaptive stiffness
and damping elements to railway vehicle secondary suspension systems.
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Optimal Design of the Layout
of Railway Passenger Vehicles

A basic study on definition of the optimal layout of railway passenger vehi-
cles, derived from [150], is presented in this chapter. An attempt to answer
the following questions will be performed on the basis of multi-objective pro-
gramming.

– Which could be the architecture of a railway passenger vehicle that would
guarantee the lowest possible life cycle cost (LCC)?

– How long should a railway passenger vehicle be?
– And how many wheelsets (or axles) should it have?
– Which could be the optimal inner layout?

These basic questions seem not easy to be answered, especially if one requires
responses derived from rigourous (i.e. mathematical) reasoning. The present
chapter tries to answer the addressed questions by presenting and applying a
method to design optimal railway passenger vehicles.

In the last years, a number of non-conventional railway vehicles have been
designed and built. Apart from Talgo [24], which dates back many decades
and may be well reputed as an outstanding revolutionary realisation, the Paris
metro train called BOA [215], the recent sub-urban trains of München and
Copenhagen [48, 71, 235], represent new important attempts to improve the
performances (LCC) of rail vehicles by adopting new layouts.

According to the knowledge of the authors, a limited number of papers
have been presented in the literature on the concept design of optimal rail-
way vehicles [69, 147, 199]. In [69], a description of future railway vehicles
is made. Maybe, for the first time in the specialised technical literature
the problem of reducing the mass of railway vehicles by means of reducing
their length is addressed. Additionally, in [69], the importance of newly de-
signed wheelsets/bogies is clearly stated for making possible the adoption of
non-conventional vehicle layout. In [199], the design of railway passenger ve-
hicles is reviewed by means of in-depth analyses and considerations on mass
distribution among the different sub-systems which the vehicle is composed



286 11 Layout of Railway Passenger Vehicles

of. In both these two fundamental papers (as well as in [51, 52]), the engi-
neering effort for orienting the design of railway vehicles was not based on
optimisation theory. In [147] and later in [174], the first attempt to optimise
the layout of railway passenger vehicles was made by means of multi-objective
programming (MOP). With respect to [147], a more structured and compre-
hensive work is presented on the topic. Genetic algorithms have been chosen
and employed here as the appropriate mathematical tool to compute the op-
timal solutions (Pareto-optimal set) [28,67,190,236,251].

The objective functions for obtaining an optimal railway passenger vehicle
are introduced. These refer to minimum LCC, i.e. maximum payload, mini-
mum tare weight, maximum ride comfort, minimum track damaging, etc. An
analysis of the proposed optimal solutions referring to urban-, sub-urban-,
and IC-trains is presented.

11.1 Design Aims and Related Objective Functions

One of the main objectives in the design of a railway vehicle is minimising
the life cycle cost (LCC) of the whole vehicle or, alternatively, minimising
the LCC of the different sub-systems the vehicle is composed of. LCC is the
estimated cost relative to the entire life of the vehicle, and can be expressed
as

CLCC = CC + CM + CE − VR

= CC +
N∑

j=1

CMj

(1 + i)j
+

N∑
j=1

CEj

(1 + i)j
− VR

(1 + i)N

where

• CC is the vehicle purchase cost
• CM the maintenance costs (entire life)
• CE the operating costs (entire life)
• VR the residual value of the vehicle at the end of the life cycle
• N the vehicle life (years)
• i the interest rate
• CMj

the maintenance cost at the jth year
• CE the operating costs at the jth year.

The computation of LCC is not straightforward; CM , CE , VR are very difficult
to be estimated because they depend on i which varies considerably in the
time span of vehicle life. Additionally, the number of years N a vehicle is run
is not known exactly and this makes the estimation of i almost impossible at
the requested accuracy.

Together with LCC, other important aspects (such as safety, comfort, vi-
sual attractiveness, environmental impact, etc.) have to be taken into account
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to design an optimal vehicle. These aspects are often conflicting and this ob-
viously involves the finding of the best compromise among them. The best
compromise can be ultimately determined by the designer by means of a
proper application of MOP.

The reduction of vehicle mass is strongly correlated with the reduction
of LCC [147] provided that the structural properties (safety against fatigue
failure and adequate response to crash) are maintained (LCC is reduced due
reduction of vehicle purchase cost, reduction of energy consumption during
service, expected reduction of track damaging, etc.). The known methods to
reduce mass [69, 145, 147] are reducing vehicle length, eliminate or re-design
bogies (i.e. reducing the number of wheelsets per car) [69, 169] and/or adopt
light materials [145]. Reducing the number of wheelsets causes the increase of
axle loads which might have a negative effect on track/wheel damage. Another
fundamental objective is the return maximisation that is related to the pay-
load maximisation. Obviously, it is important to increase the payload without
reducing sensibly the room available for the passengers. More comfortable
and wider vehicles are reputed to increase income, but train length should be
minimised to save space along platforms.

From above considerations, it is clear that designing the layout of a railway
vehicle is just finding a satisfactory compromise among conflicting require-
ments.

In the following sections a number of applications will be presented, with
the only aim to show how the layout of a railway vehicle can be optimised.
More detailed technical features and complicated railway vehicle models could
have been introduced, but this would have been too much devoted to a specific
application.

Table 11.1 shows the complete list of the objective functions to be min-
imised that have been introduced.

The first two indices aim to maximise payload and minimise the tare weight
and vehicle length. A ride comfort index (vertical direction), similar to well-
known Wz [60] has been introduced. An index directly proportional to track
damage has been introduced to account for the vehicle/track dynamic in-
teraction. Two different indices have been introduced to consider the room

Table 11.1. Objective functions

Indices to be optimised (minimised) Symbol

(Unloaded vehicle mass)/(fully loaded vehicle mass) mr

(Vehicle length)/(payload) l/p
Ride comfort (discomfort) σḧ

Track damage εNi

Apass index (see) [only for IC train] Apass

(Standing passengers)/(total passengers) Stp/npass

[only for Urban & Sub-urban trains]
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Fig. 11.1. Definition of the Apass index

available for passengers. For the IC trains the index is the space reserved to a
single seated passenger, for the urban and sub-urban trains the index is the ra-
tio between standing passengers and total passengers. No objective functions
referring to hunting stability and lateral vibrations/comfort [76,101,259] have
been introduced. This is due to the fact that a detailed optimal design of
the wheelset/bogie would have been involved. Additionally, the aim of the
study is to indicate the best layout of railway vehicles, leaving to specialists
the problem of finding the adequate tuning of primary and secondary suspen-
sions. In not a very far future passive or actively controlled wheelsets (single
wheelset bogies) will be hopefully available in order to reduce considerably
the hunting/lateral vibration and wheel/wear problems [70,205,259].

11.2 Design Variables to Be Tuned

The system design variables that have been varied are reported in Table 11.2,
together with the respective ranges of variation. Design variables have been
divided into two groups, independent ones and dependent ones. Dependent
design variables do depend on the values of independent ones. For example, the
body cross-width, given the gauge, depends on vehicle length. The wheelset
mass depends on the static axle load. The number of independent design
variables is 11 (see Table 11.2). In addition to design variables, the whole set
of vehicle parameters that have been considered are reported in Table 11.2.

11.3 Constraints

Three constraints have been considered during the optimisation procedure:

– Gauge. The international gauge (continental Europe) has been considered,
the maximum cross-width being ws = 3, 150 mm.
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Table 11.2. Design variables and parameters used in the numerical examples

Symbol Units Design variable/parameter Type IC Sub-urban Urban

l m Car length i 10–25 10–25 10–25

nb Number of bogies i 0–3 0–3 0–3

nw Number of wheelsets i 1–6 1–6 1–6

lminc m Minimum aisle/side corridor

width

i 0.42 0.80–1.50 1.20–2.40

ls m Seat length i 0.80–1.10 0.72–0.88 0.64–0.80

ws m Seat cross-width i 0.50–0.65 0.50–0.55 0.45–0.50

lve m Entrance vestibule width i 0.95–1.10 1.30 1.30

Ase m2 Area reserved for toilets p 2 2 –

lf m Wall thickness d 0.04–0.07 0.04–0.07 0.04–0.07

pmq Max standing passenger per

m2
p 4 6 7

mpa kg Mass of a passenger p 80 75 70

mpv kg/m2 Floor mass per m2 d 30 30 30

mba kg/pass Luggage carrying structure

mass

d 3.5 3.5 –

mse kg Seat mass p 10 10 10

mwi kg/m Windows mass per m of ve-

hicle len.

d 28 28 28

mdo1 kg Internal door mass p 40 40 40

mdo2 kg Communicating door mass p 50 50 50

mdo3 kg Entrance door mass p 80 80 80

ndo1 Number of Internal doors p 2 – –

ndo2 Number of Communicating

doors

p 2 2 2

mri kg Toilet mass p 480 480 –

nri Number of toilets p 1 1 –

mic kg/pass Air conditioning plant mass p 25 25 25

mie kg/m Electrical installation mass d 100 100 100

mip kg/m pneumatic installation mass d 27 27 27

mor kg Couplings mass p 650 650 650

mrv % Interiors mass d 3% 3% 3%

mf w kg Wheelset mass d 750–1,800 750–1,800 750–1,800

k1 N/m Primary suspension stiffness i 0.5 × 106–9 0.5×106–9×106 0.5 × 106–

9 106

k2 N/m Secondary suspension

stiffness

i 0.1×106–2×106 0.1×106–2×106 0.1×106–2×
106

r1 N/m Primary suspension damp-

ing

i 1× 103–25× 103 1× 103–25× 103 1 × 103–25 ×
103

r2 N/m Secondary suspension

damping

i 15×103–80×103 15×103–80×103 15×103–80×
103

mb kg Bogie mass d 2× 103–10× 103 2× 103–10× 103 2 × 103–10 ×
103

k0 N/m Track, ballast stiffness p 40×106−1×108 40× 106–1× 108 40 × 106–1 ×
108

r0 Ns/m Track, ballast damping p 50 × 103 50 × 103 50 × 103

mtr kg Track mass (per wheel) p 650 650 650

A m Track irregularity (see Eq.

(11.13))

p 0.928 × 10−9 0.928 × 10−9 0.928 × 10−9

Ws m Gauge cross-width p 3.15 3.15 3.10

Rmin m Minimum reference curve ra-

dius

p 250 250 150

D Number of passengers per

year

p 106 80 × 106 250 × 106

v m/s Reference vehicle speed p 50 40 30

Design variables can be either independent (i) or dependent (d). Parameter values

(p) are kept fixed during the optimisation process.
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– Maximum load per axle. In the application examples the maximum load
per axle has been limited to 17 t/axle, load corresponding to current
European high speed trains (ETR 500, TGV, ICE3, AVE).

– σh−y. Given a reference speed and a reference track vertical irregularity (see
Table 11.2), the relative displacement between car body and wheelset has
to be limited (σh−y < 10 mm).

11.4 Objective Functions

The mathematical relationships describing the objective functions (reported in
Table 11.1) as function of both the design variables and parameters (reported
in Table 11.2) are now introduced.

11.4.1 Unloaded Vehicle Mass/Fully Loaded Vehicle Mass

The mr index is defined as the ratio between the vehicle tare mass (mt) and
the total mass (mtot) for the fully loaded vehicle. The total mass (mtot) is the
sum of the tare mass mt and the payload p:

mr =
mt

mt + p
(11.1)

mr has to be minimised and can be estimated at a sufficient level of accuracy if
the main parameters defining the vehicle are known. Given the vehicle external
dimensions and the layout (number of wheelsets nw, type and number of bogies
nb, vehicle length, number of seats and room for them, number and width of
toilets, number and width of entrance vestibules), both the tare weight (or tare
mass) and the maximum number of passengers (seated and standing) can be
estimated. The tare weight can be computed by using the empirical relations
presented in [199], which give estimates of the masses of vehicle sub-systems.
The payload is easily derived from the number of passengers.

To compute mr the following steps have to be made in advance. More
refined derivations could be made with respect to those presented here, e.g.
accounting for rolling motions of the vehicle (see [57,199]). This has not been
made here for the sake of simplicity.

– External dimensions. The lateral displacement of the centre line of the ve-
hicle during turning (Fig. 11.2) is given by

f1 =
i2

8R
(11.2)

where i is the bogie centre distance (or maximum wheelsets distance if no
bogies are present), R is the minimum turning radius. The lateral displace-
ments of the ends of the vehicle (Fig. 11.2) are (very simple geometrical
model)
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Fig. 11.2. Railway vehicle during turning (simplified scheme)

f2 =
n

2R
(i+ n) (11.3)

where n is the distance between the centre of the bogie and the end of the
car (end of the car – closer wheelset distance if no bogies are present). By
imposing that f1 = f2, the value of n which does not require smoothing of
the body at its ends can be computed:

n = l

(
1
2
−

√
2

4

)
(11.4)

More wide bodies could be conceived if smoothing is allowed and this means
that the result that will be discussed later could be further improved by a
proper and more refined body design. The vehicle cross-width wv is

wv =Ws − 2 f1 − fs (11.5)

where Ws is the gauge cross-width, fs is the safety factor.
– Auxiliary structures, entrance vestibules and aisle (or side corridor). The

interior surface is computed by considering the wall thickness lf , the length
of the entrance vestibule lve. For IC trains the aisle cross-width is computed
as the difference between the inner-body cross-width and the total lateral
length of the seats

lc = wv − 2 × lf − nspr × ws (11.6)

where nspr is the number of seats per row. For urban and sub-urban trains
the gangway can be used for standing passengers.
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– Number of seats. The number of seats is computed by considering the inner-
body room diminished by the room required for the entrance vestibule(s),
for the toilet(s), for the aisle or side corridor.

Detailed Mass Computation

In this section the computation of the masses which constitute the railway
vehicle is discussed in detail.

– Body frame. The body frame mass is a non-linear function of the vehicle
length. A second-order polynomial [170] gives a good estimate of the masses
of existing railway vehicles

mst (kg) = a1 + a2 l + a3 l2 (11.7)

where a1 (6, 223 kg), a2 (−615.6 kg/m), a3 (25.87 kg/m2) are the coeffi-
cients obtained by interpolation of data referring to rail vehicles running in
continental Europe.

– Bogie and axles. The bogie mass (two wheelsets) mb (kg) depends linearly
on the axle load al (104 N) acting on it

mb = 667(al − 6) + 2000. (11.8)

For a single wheelset bogie the mass has been set to 1, 200 kg. The wheelset
mass mw (kg) depends linearly on the vertical axle load al (104 N) acting
on it (outside journal axle)

mw = 62.5(al − 6) + 750 (11.9)

– Passengers mass. For IC trains the mass of each passenger has been set to
80 kg (baggage included). For urban and sub-urban trains the mass has
been set to 70 and 75 kg respectively.

– Windows, seats, interior paneling, auxiliary equipments. According to [199],
the window mass can be considered as function of the vehicle length only.
The mass of the structure carrying the luggage mba is function of the num-
ber of passengers. The seat mass for a railway vehicle varies from 12.5 to
20 kg, depending on the seat complexity. The lower bound for the seat mass
is 7.7 kg (aircraft seat). We have considered a lower bound of 10 kg that is
the mean value between the minimum railway vehicle seat mass and aircraft
seat mass. The insulating material is about the 3% of the total mass of the
vehicle. According to [199] a value of 30 kg/m2 has been selected for the
floor. The lavatory mass (only on IC and sub-urban vehicles) has been set
to 480 kg.

– Doors. The mass of the doors varies according to their function, external
doors 80 kg, intercommunication doors 50 kg, internal doors 40 kg. The
proposed solution has two intercommunication doors, two external doors for
each vestibule, and only for IC trains two internal doors for each vestibule.
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– Electrical, compressed-air installation, air conditioning plant. The mass of
the electrical, compressed-air installation and the air conditioning plant
varies slightly with the rail vehicle type. A mean value for a high-speed
train is about 4, 000 kg, which corresponds to 160 kg/m2. Considering
that the analysed railway vehicles do not include power cars, the value is
decreased to 100 kg/m2. The total mass for the compressed-air installation
for passenger cars with automatic brake, with compressed-air control for
secondary services is about 800 kg, that is 30 kg/m (mass for unit of
length). We assume a mean value of 27 kg/m. The air conditioning plant
is designed as a function of the number of passengers. A mean value is
27 kg/passenger.

– Draft gear. Due to safety requirements the coupling system has a substantial
mass: buffers, 600 kg coupling hook, 240 kg. Considering automatic buffing
and draw couplers the total mass can be reduced to 650 kg.

– Structural mass, payload, maximum load per axle. The structural mass is
obtained by summation of all the masses considered above. The payload
p is computed by considering the number of seats for IC vehicles and the
total number of passengers (seated and standing) for urban and sub-urban
vehicles. The load per axle is the ratio between the total mass (structural
mass + effective load) and the number of axles na.

11.4.2 Vehicle Length/Payload

In the optimisation procedure, the numerical value of ratio vehicle length/
payload is derived from the value of the vehicle length (design variable) and
the value of the payload (computed as indicated above).

11.4.3 Ride Comfort

The passenger vibrational comfort [146] is considered. The discomfort
coefficient is related to the standard deviation of the vertical acceleration
acting on the passenger. This index is function of the suspension character-
istics and of the masses (wheelset/bogies, body) of the vehicle. A simplified
vehicle model has been used to compute the discomfort index σz̈. The model
is discussed in detail in Sect. 11.4.5.

11.4.4 Vehicle/Track Dynamic Interaction

Maintenance costs of the track are an important part of the LCC of a vehicle.
For this reason, an objective function related to the track settlement under
dynamic loading has been introduced. This index has been defined in [73] as
the differential settlement of the track after a given loading cycle has been
applied

εNi = [(c1 + c2
k0
c3

)
Pdyn

Pref
]w logN (11.10)
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where εNi is the vertical settlement (mm) of the ith sleeper after N load
cycles, k0 is the track stiffness which is a function of Pref (k0 increases almost
linearly with Pref ), Pref is the static reference vertical load, Pdyn is the vertical
dynamic load, N is the number of load cycles.

The values of c1, c2, c3 and w are dependent on the type of track substruc-
ture and can vary from the following given values: c1 = 194, c2 = −1.96, c3 =
1 · 34 × 106, w = 0.3
Pdyn is computed by using the simplified vehicle model described in Sect.

(11.4.5):
Pdyn = Pref + 3σFz (11.11)

where σFz is the standard deviation of the vertical load between road and
track. For the computation of the number of cycles N , the following relation
can be used:

N =
D

npass
nw (11.12)

where D is the annual number of passengers, nw is the number of wheelsets
per car and npass is the number of passengers in a car.

11.4.5 Three Degrees of Freedom Model

The discomfort coefficient and the track damage are computed by resorting
to the 3 d.o.f. system model represented in Fig. 11.3. The standard deviation
of passenger acceleration (σẍ), the standard deviation of the vertical force
between wheels and track (σFz

) and the standard deviation of the relative
displacement wheel-chassis (σh−y) are computed.

The power spectral density of the track irregularity is given as [198]

PSD(Ω) =
A(2πv)3

Ω4
0.1 < Ω < 628 rad/s (11.13)

where A is the track irregularity coefficient, v (m/s) is the vehicle speed, Ω
(rad/s) is the circular frequency.

The equation of motion of the linear system (Fig. 11.3) is

Mq̈ + Rq̇ + Kq = qZ0e
iΩt (11.14)

where

q = [h u y]T F = [0 0 −Ω2mtr + iΩr0 + k0]T

M =


mc 0 0

0 mb 0
0 0 mw +mtr
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Fig. 11.3. 3 d.o.f. vehicle model. Symbols in Table 11.3

Table 11.3. Symbols referring to the simplified vehicle model in Fig. 11.2

Car body mass relative to the single wheel mc

Bogie mass relative to half wheelset mb

Half wheelset Mass mw

Mass of track, ballast vibrating with the wheelset mtr

Secondary suspension stiffness k2

Secondary suspension damping r2

Primary suspension stiffness k1

Primary suspension damping r1

Ballast stiffness k0

Ballast damping r0

Imposed relative displacement z = y − x
Vertical displacement of the car body h
Vertical displacement of the bogie u
Vertical displacement of the wheelset y
Vertical displacement of the track x

R =


 r2 −r2 0

−r2 r1 + r2 −r1
0 −r1 r1 + r2




K =


 k2 −k2 0

−k2 k1 + k2 −k1
0 −k1 k1 + k2




We can write
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[H1 H2 H3]T = (−Ω2M + RiΩ + K)−1F (11.15)

from the previous expression

Hh−y = (H1 −H3)
Hḧ = −Ω2H1

HFz
= −Ω2(mcH1 +mbH2 +mwH3)

(11.16)

The variance of the generic output (i = (h− y), (ḧ), (Fz)) is

σ2
xi

=
∫ +∞

−∞
|Hi|2PSDu(Ω)dΩ (11.17)

11.4.6 Other Indices

Two additional objective functions have been introduced in order to take into
account the passenger comfort. The room available for each seated passenger
need not be too limited (IC trains) and the number of seated passengers need
not be too small with respect to the number of standing passengers (urban
and sub-urban trains).

– Urban and sub-urban trains: Stp/npass is the ratio between standing pas-
sengers and the total number of passengers.

– IC trains: the area Apass indicated in Fig. 11.1 defined as

Apass = (wsmax −wsmin)(lsmax − lsmin)− (a−wsmin)(b− lsmin) = B−C

where a is the width and b is the length of the room available for a seated
passenger (wsmin ≤ a ≤ wsmax and lsmin ≤ b ≤ lsmax)

The indices Stp/npass and Apass are inversely correlated to l/p and mr. The
designer will have to select the desired trade-off with respect to the type of
train to be designed.

11.5 Analysis and Choice of Preferred Optimal Solutions

The numerical computation of the non-dominated solutions (i.e. optimal
or Pareto-optimal solutions) has been performed by resorting to genetic
algorithms (GAs) (see Sect. 3.4.4).

Three Pareto-optimal sets have been obtained referring respectively to
IC, sub-urban and urban railway vehicles. In each of these sets the designer
may find vehicles with the minimum tare weight, with the maximum payload,
with the highest comfort. The characteristics belonging to these vehicles rep-
resent the best compromises among the objective functions listed in Table 11.1,
with the constraints introduced in Sect. 11.3. By analysing all of the optimal
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Fig. 11.4. Passenger car layouts that have been considered

solutions belonging to the Pareto-optimal set, the following considerations
arise.

It is not possible to improve considerably all of the objective functions
reported in Table 11.1, if a traditional vehicle layout is maintained (i.e. vehicles
with two bogies and four wheelsets (Fig. 11.4, double-decker coaches have not
been considered, for sake of space).

The objective function mr unloaded vehicle mass/fully loaded vehicle mass
is optimum if the bogies are eliminated, i.e. single-wheelset bogies are adopted.
Actually, bogies increase the tare weight of the vehicle without augmenting
the payload. For optimal IC vehicles the seat cross-width is directly corre-
lated to mr. The reasons for this is obvious: more space left to seats involves
slightly higher structural mass and less passengers (i.e. lower payload). The
smoothening of the carbody (at the fore and aft ends) may be crucial to fill
the vehicle with seats.

The objective function vehicle length/payload is obviously optimum when
the length is reduced. But, as it may be expected, the length should not be
excessively low. The recommended length (for all kinds of vehicles that have
been considered) could be about 15 m (the lower bound that was considered
was 10 m, see Table 11.2). This is due to the vestibules that, e.g. for IC
vehicles, decrease the number of seated passengers per unit car length.

With respect to the track damaging εNi, the best cars have a relatively
high payload and a reduced number of wheelsets. This conclusion is due
to the adopted model of track damage which takes into account both the
static/dynamic wheel loads and the number of loading cycles that are ap-
plied to the track. If the transportation demand is fixed (i.e. the number of
passenger per year D is given), with a relatively high axle load and with a
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reduced number of wheelsets, it is possible to decrease the number of load
cycles N and thus to reduce track damage.

The passenger comfort is related to a proper design of vehicle suspension
system and tuning of stiffness and damping. The constraint on the standard
deviation of the relative displacement between car body and wheelset defines
the lower bounds on stiffness and damping.

Three optimal solutions belonging to the Pareto-optimal set are described
in detail in the following subsections.

11.5.1 Inter-city Cars

The layout of one of the optimal (Pareto-optimal) passenger cars for IC service
is shown in Fig. 11.5. The numerical data are reported in Table 11.4. The
optimised vehicle is shorter than the reference one. It has three wheelsets –
no bogies, a very low axle load (one half with respect to the reference car) and
a wide carbody cross-section which allows to place five seats per row. This
leads to exceptionally high loading capacity (mr improves from 0.9 to 0.7)
and a favourable vehicle/track interaction. The distance between the first and
the last wheelset is almost equal to the wheelbase of two axle freight wagons.
It is assumed by the authors that the hunting instability at high speeds could
be avoided by a proper tuning of longitudinal suspension stiffness.

Fig. 11.5. Layout of one optimised car for inter-city (IC) service

11.5.2 Sub-urban Cars

The layout of one of the optimal (Pareto-optimal) sub-urban passenger cars is
shown in Fig. 11.6. The numerical data are reported in Table 11.5. The pro-
posed car has two single wheelsets without bogies. Nevertheless, the number
of passengers per unit train length is higher than that of the reference car,
the track damage is reduced because the number of loading cycles is reduced;
additionally, the dynamic wheel load is reduced due to the reduced unsprung
masses (there are no bogies). The proposed car is significantly shorter than
the actual ones. The wheelbase is almost the same as of freight wagons with
two axles. A smooth running at the maximum speed (e.g. 140–160 km/h)
could be achieved with minor design effort of the running gear.
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Table 11.4. Description of one optimal car for IC service and comparison with a
reference passenger car running in continental Europe (Eurofima UIC-Z, II class)

Optimal car Reference car

Car length l (m) 14.67 25.48
Number of bogies nb – 2
Number of wheelsets nw 3 4
Aisle/side corridor width lminc (m) 0.42 0.77
Seat length ls (m) 0.823 0.940
Seat cross-width ws (m) 0.500 0.630
Wall thickness lf (m) 0.040 0.070
Primary suspension stiffness k1 (N/m) 1,000,000 3,240,000
Secondary suspension stiffness k2 (N/m) – 950,000
Primary suspension damping r1 (Ns/m) 42,000 15,000
Secondary suspension damping r2 (Ns/m) – 60,000
Car cross-width Wv (m) 3.000 2.825
Car tare mass mt (kg) 13,000 42,800
Payload p (kg) 5,600 5,280
Number of seated passengers Sip 70 66
Number of standing pass. (overload) Stp 45 102
Maximum axle load Q (daN) 7,400 14,070
σFz (N) 1,410 4,300
σh−y (m) 0.0028 0.0043
σḧ (m/s)2 1.34 1.39
mr 0.70 0.89
Vehicle length/payload l/p (m/kg) 0.00262 0.00482
Apass (m2) 0.045 0.027
Track damage εNi (mm) 37.0 47.7
Number of cars per 100 m 6.8 3.9
Number of seated passengers per 100 m 477 259
Car tare mass/number of seated 186 648

passengers mt/Sip (kg)

Fig. 11.6. Layout of one optimised car for sub-urban service

11.5.3 Urban Cars

Figure 11.7 shows an optimised (Pareto-optimal) urban train. Data are re-
ported in Table 11.6. Similar considerations to those presented for IC and
sub-urban cars hold in this case.
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Table 11.5. Description of one optimal car for sub-urban service and comparison
with an actual reference car running in continental Europe (MD 1980 of FS, Italian
State Railways)

Optimal car Reference car

Car length l (m) 15.51 25.48
Number of bogies nb – 2
Number of wheelsets nw 2 4
Aisle cross-width lminc (m) 1.32 0.48
Seat length ls (m) 0.72 0.88
Seat cross-width ws (m) 0.50 0.55
Wall thickness lf (m) 0.040 0.050
Primary suspension stiffness k1 (106N/m) 1.1 4.5
Secondary suspension stiffness k2 (106N/m) 1.7 1.2
Primary suspension damping r1 (Ns/m) – 15,000
Secondary suspension damping k2 (Ns/m) – 60,000
Car cross-width Wv (m) 2.900 2,825
Car tare mass mt (kg) 12,540 36,500
Payload p (kg) 15,000 13,650
Number of seated passengers Sip 45 82
Number of standing pass. (overload) Stp 155 100
Maximum load per axle Q (daN) 13,770 12,500
σFz (N) 2,800 3,290
σh−y (m) 0.0028 0.0029
σḧ (m/s2) 0.86 1.03
mr 0.45 0.73
Vehicle length/payload l/p (m/kg) 0.00097 0.00190
Stp/npass 0.77 0.55
Track damage εNi (mm) 40.0 43.8
Number of cars per 100 m 6.5 3.9
Number of seated passengers per 100 m 290 321
Number of passengers per 100 m 1,290 714
Car tare mass/number of seated 279 445

passengers mt/Sip (kg)
Car tare mass/number of 62.7 200

passengers mt/(Sip + Stp) (kg)

Fig. 11.7. Layout of one optimised car for urban service



11.6 Conclusion 301

Table 11.6. Description of one optimised urban car and comparison with a reference
underground passenger car [52]

Optimal car Reference car

Car length l (m) 14.58 16.88
Number of bogies nb – 2
Number of wheelsets nw 2 4
Seat cross-width ws (m) 0.45
Min. aisle cross-width lminc (m) 1.56
Primary suspension stiffness k1 (N/m) 1,353,000 2,000,000
Secondary suspension stiffness k2 (N/m) – 2,000,000
Primary suspension damping r1 (Ns/m) 60,000 15,000
Secondary suspension damping r2 (Ns/m) – 20,000
Car cross-width Wv (m) 2.72 2.85
Car tare mass mt (kg) 10,780 16,900
Payload p (kg) 17,010 16,100
Number of seated passengers Sip 34 40
Number of standing passengers Stp 209 190
Maximum axle load Q (daN) 13,440 8,100
σFz (N) 1,400 1,057
σh−y (m) 0.0019 0.0019
σḧ (m/s2) 0.55 1.24
mr 0.387 0.512
Vehicle length/payload l/p (m/kg) 0.00086 0.0010
Stp/npass 0.86 0.83
Track damage εNi (mm) 31.4 34.2
Number of cars per 100 m 6.9 5.9
Number of passengers per 100 m 1,667 1,362
Car tare mass/number of 44 73
passengers mt/(Sip + Stp) (kg)

11.6 Conclusion

A basic study for the concept design of railway vehicles has been presented.
The study is based on the application of multi-objective programming. Five
relevant objective functions (Table 11.1) related to the life cycle cost of
vehicles have been mathematically defined as functions of 11 independent
vehicle design variables (Table 11.2). Genetic algorithms have been used
as an appropriate tool to solve the numerical problem of finding the best
compromise between conflicting requirements on objective functions.

The method has been applied to optimise the layout of inter-city, urban
and sub-urban railway vehicles, with reference to the gauge of continental
Europe. It turned out that very efficient vehicles could be designed if non-
conventional layouts were adopted. In particular, it has been found that short
cars (about 15 m) without bogies can carry a high payload, are characterised
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by relatively low axle load and tare weight, should not damage remarkably
the track and may provide acceptable comfort to passengers.

Designing short cars makes it possible to better exploit the gauge, making
more room available for passengers. Moreover, the mass of the body structures
can be reduced, because both the bending moment on the body and the
deflection of the body are reduced. Shorter cars could reduce the platforms
operating costs.

The elimination of bogies can increase the ratio between total mass and
payload and reduce the maximum load per axle. In fact, the bogie mass in-
creases the vehicle tare mass, with no improvement in the payload but in-
creasing the load per axle. The solution without bogies does not seem to alter
negatively the vibrational comfort of the vehicle if proper values for the sus-
pension damping and stiffness are selected. The standard deviation of the car
body vertical acceleration is minimised considering relatively low values of
stiffness of the suspension system, provided that constraints are respected on
suspension working space.

Some of the above conclusions have been already reported in the literature,
mostly in qualitative manner. Here a quantitative method to derive optimal
design solutions has been presented.
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Optimal Design of Helical Spring

Helical springs are usually made from a metal wire of circular cross-section.
The use of both a hollow circular section and composite material could reduce
the spring mass substantially1. The design of a composite material tubular he-
lical spring is not straightforward. The definition of many parameters (design
variables) is required in order to get both the desired technical specifications
and the best compromise among spring objective functions. In other words,
given the technical specifications, (e.g. stiffness, maximum deflection, maxi-
mum acting load, etc.), the designer is charged to find the spring geometrical
and mechanical parameters (diameter of the helical coil, number of coils, num-
ber of laminae of the tubular element, orientation of fibres, etc.) in order to
gain the best compromise among the many different spring objective functions
(minimum mass, minimum production cost, etc.).

A successful result can be obtained by applying a proper theory allowing
the designer to avoid a clumsy and time-consuming ‘trial and error’ approach.
Multi-objective programming can be exploited to solve the addressed problem
in which many design variables have to be tuned to obtain the desired per-
formances of the system (see Sect. 2.10). To apply the addressed optimisation
theory, a mathematical description of the relationships between spring design
variables and system objective functions is needed. Moreover, to perform ef-
fectively the optimisation of a complex system, adequate algorithms are to be
used to find the optimal solutions in a reasonable amount of time.

In the literature few papers have been published on composite material
helical springs. In [112] carbon fibres helical springs were tested with the
aim to replace conventional road vehicle metal helical springs. Much effort
was devoted to manufacturing concepts, and the conclusion was that new
springs would have been three times more expensive than the conventional
ones. In [6, 207] composite material tubular helical springs were adopted to

1In fact a hollow circular section is particularly suited for torsional loads and a
tubular shell element can be easily made from composite material
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solve special problems related, respectively, to passive seismic isolation and
electrical isolation.

In [207] an optimisation of the performances of the spring was performed
on the basis of a constrained minimisation procedure. In [266], multi-objective
programming was exploited (in conjunction with genetic algorithms) to design
conventional metal helical springs with circular section, using a rather simple
mechanical model.

In the present chapter, derived from [89], a number of mathematical mod-
els are developed referring to a tubular helical spring whose structure is made
from multiple laminae of composite material. The models are obtained by ar-
ranging in an original way existing analytical formulations concerning stress
and strain, global and local buckling and structure vibrations. Unluckily, ana-
lytical formulations, although sometimes very complex, can be applied within
limited design variable ranges. This restriction could have been removed by
adopting a finite element model of the spring but this would have prevented
to discuss the optimisation results on the basis of analytical formulae, and
general conclusions would have been missed.

The proposed optimisation can be applied to the design of conventional
helical springs, by adopting the inherent simplification to the mathematical
spring models developed and presented in the chapter.

12.1 Fundamentals of Optimal Design of Helical Springs
and Tubular Helical Springs

In this section, the basic theory referring to the mechanical behaviour of he-
lical springs [55], [253] is originally used to derive new formulae focusing on
the advantages (or disadvantages) coming from the adoption of tubular coil
springs. According to the knowledge of the authors, formulae from (12.5)–
(12.30) have never been presented in the literature.

Let us assume that a conventional helical spring has to be designed. The
stiffness k, the maximum deflection fs (or the maximum load Ps), the material
properties (τl, G, ρ) are given. Let us assume that the spring mass m and the
mean helical diameter D = 2R, the bar diameter do = 2ro, the number of
coils ic and the helix angle α are to be found (α will be assumed to be small).
Let us assume that there are generally no constraints on the volume engaged
by the spring.

Let

k =
Gd4o

8D3 ic
(12.1)

τl =
8PsD

π d3o
(12.2)

fs = πD ic α− do ic (12.3)

and, assuming the mass of the spring
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m =
π2 d2oD ic ρ

4
(12.4)

after some proper substitutions, setting Ps = k fs, the following equation
relating m, k, τl, fs can be derived

m =
2 f2

s Gρ

τ2
l

k (12.5)

The spring mass is defined if the stiffness k, the maximum deflection fs and
the material properties G, τl, ρ are given and it does not depend directly on
spring parameters (D, do, α, ic). This relationship is general and is valid for
every helical spring with circular section (bar), provided that k, τl, fs, m can
be expressed in a simple form as above.

Solving Eqs. (12.1)–(12.3) with respect to D, ic, α, one obtains

D =
do

3 π τl
8 fs k

(12.6)

ic =
64 f3

s Gk
2

do
5 π3 τl3

(12.7)

α =
8 fs k
do

2 π2 τl
+
do

2 π τl
2

8 fsGk
(12.8)

These equations depend obviously on do. Actually, three equations (12.1)–
(12.3) are available to find four spring parameters (D, ic, α, do). In order to
provide one additional equation to solve the problem and thus setting do, the
minimum of the free spring length l = πD ic α can be searched for. It turns
out that the absolute minimum of l(do) is reached for do → ∞. Thus, to keep
l to the minimum, do has to be set at the maximum value.

If l is given, remembering that the maximum deflection can be expressed
as

fs = l − ic do (12.9)

the following expressions for D, do, ic and α can be found by proper substi-
tutions

D =
2
√

2 fs
5
4 G

3
4
√
k

(−fs + l)
3
4 π

5
4 τl

5
4

(12.10)

ic =
(−fs + l)

5
4 π

3
4 τl

3
4

2
√

2 fs
3
4 G

1
4
√
k

(12.11)

α =
l

π D ic
= l
√

τl
πfs(l − fs)G

(12.12)

and

do =
2
√

2 fs
3
4 G

1
4
√
k

(−fs + l)
1
4 π

3
4 τ

3
4

(12.13)
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D and do increase with the square root of the stiffness k. One may verify that
do/D does not actually depend on k

do

D
=

√
(−fs + l)π τl

fsG
(12.14)

For tubular helical springs, given k, fs, τl (and G, ρ), the derivation of five
spring parameters D, do, di, ic, α is to be performed on the basis of only three
equations, namely (12.15)–(12.17). The problem could be solved by imposing
that optimal tubular helical springs should always have minimum free length
and minimum mass. This would give two additional equations for finding
D, ic, α, do, di. This, in general, should lead to multiple solutions, actually
the minimisation of two functions is a multi-objective programming problem
which, as a rule, has multiple solutions. For the tubular spring

k =
G (d4o − d4i )

8D3 ic
(12.15)

τl =
8PsDdo

π (d4o − d4i )
(12.16)

fs = πD iα− do ic (12.17)

solving the above equations with respect to D, ic, α, one obtains

D =

(
do

4 − di
4
)
π τl

8 do fs k
(12.18)

ic =
64 do

3 f3
s Gk

2(
do

4 − di
4
)2
π3 τl3

(12.19)

α =
64 do

4 f2
s Gk

2 + π3 τ3
l (do

4 − di
4)2

8 do
2 (do

4 − di
4) fsGk π2 τl

(12.20)

The mass of the tubular spring is

mt =
π2 (d2o − d2i )D ic ρ

4
(12.21)

Substituting Eqs. (12.18), (12.19) into (12.21)

mt =
2 do

2 f2
s Gρk(

do
2 + di

2
)
τl2

(12.22)

If di, do are finite and di → do, it follows that mt → f2
s Gρk/ τ

2
l , keeping

fs, τl and k constant. In this case the ratio between the mass of the tubular
spring mt and the mass of the conventional spring m becomes
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lim
di→do

mt

m
=

1
2

(12.23)

This ratio represents a theoretical limit for mt/m.
If l, τl, k and fs are imposed,

mt = ρ f1/2
s G1/2 −√

a+
√
b+

√
a+ b

4τ2
l

(12.24)

where a = d4i (−fs + l)π3τ3
l , b = 16 f3

s Gk
2. Function mt = mt(di) does not

have a minimum as it continuously decreases as di → ∞. The expressions of
D(di), do(di), ic(di), α are

D =

√
4 fs

5
2 G

3
2 k +

√
fs

2G2
(
16 fs3Gk2 + di

4 (−fs + l)π3 τl3
)

(−fs + l)
3
4 π

5
4 τl

5
4

(12.25)

do =

√
4 fs

5
2 G

3
2 k +

√
fs

2G2
(
16 fs3Gk2 + di

4 (−fs + l)π3 τl3
)

√
fs

√
G (−fs + l)

1
4 π

3
4 τl

3
4

(12.26)

ic =
√
fs

√
G (−fs + l)

5
4 π

3
4 τl

3
4√

4 fs
5
2 G

3
2 k +

√
fs

2G2
(
16 fs3Gk2 + di

4 (−fs + l)π3 τl3
) (12.27)

α =
l

π D ic
= l
√

τl
πfs(l − fs)G

(12.28)

Equation (12.28) is equal to (12.12) and does not depend on di.
As indicated above, the inner diameter di should always be as large as

possible to make vanishing the mass of the tubular spring mt (if l is given). In
this case, the minimum mass is obtained for infinite values of di, do (di < d0),
i.e. di → do → ∞. Additionally, D → ∞ (see Eq. (12.25)) and ic → 0 (see
Eq. (12.27)).

By inspection of (12.26) one may verify that do(di) > di and, moreover

lim
di→∞

do

di
= 1 (12.29)

Surprisingly, for the tubular spring

do

D
=

√
(−fs + l)π τl

fsG
(12.30)

i.e. the ratio do/D is the same as computed for the conventional spring (see
Eq. (12.14)).

Optimal tubular springs (minimum mass) are thin-walled. The thickness of
the tubular element should be as low as possible, provided that local stability
is attained. The limitation depending on local stability is not dealt with in
this section.
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12.2 Composite Tubular Spring Models

The mechanical and mathematical models of a composite helical spring with
hollow (tubular) circular section are introduced. The spring structure is made
from multiple laminae of composite material, as shown in Fig. 12.1. Obviously,
conventional springs (made from homogeneous and isotropic material and with
non-hollow sections) can be easily modeled by adopting the proper simplifi-
cations to the following theory. The adopted nomenclature accomplishes with
SAE recommended terminology (see [122]).

R
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Fig. 12.1. Helical spring made from a tubular element composed of many laminae

The strains may be written in modified Donnel form [53,135,263] as

εx = ε0x + ξ φx

εy = ε0y + ξ φy

γ = γ0 + ξ φ
(12.31)

where
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ε0x = ∂u
∂x φx = −∂2w

∂x2

ε0y = ∂v
∂y − w

r φy = −∂2w
∂y2

γ0 = ∂u
∂y + ∂v

∂x φ = −2 ∂w2

∂x∂y

(12.32)

ξ = r when the external loads cause deformations of the spring for which the
tubular element keeps the symmetry with respect to its axis, and ξ = z in
other cases (see, e.g. the section on local stability).

More complex expressions of strains (complete form) may be found in
[26, 135, 263]. Here simplified expressions have been adopted [15], as they are
considered sufficiently accurate for the present engineering application (see
Sect. 12.3 on model validation).

12.2.1 Stress, Strain and Spring Stiffness

For the computation of the stress, strain and stiffness of the spring the ex-
pressions (12.32) can be further simplified. Remembering that ∂v

∂x = ∂θr
∂x

(dv = r dθ, Fig. 12.1) and v = v(x)



εx
εy
γ


 =


 1 0 0 −r

0 −1/r 0 0
0 0 r 0






∂u
∂x
w
∂θ
∂x

∂2w
∂x2


 (12.33)

In matrix form the above equations read ε = Tu∗ where u∗ is the vector of
generalised local displacements.

For plane stress σ = Qε where

σx

σy

τ


 =


 q11 q12 q16q21 q22 q26
q61 q62 q66





εx
εy
γ


 (12.34)

Matrix Q is full because in general the orthotropic axes are not oriented as
the local reference axes.

Referring to Fig. 12.1 the relationship between the stresses along the or-
thotropy planes (σO) and the stresses related to the local axes is σ = TmσO.
with σO = QOεO, σ = Qε, the stiffness matrix Q can be written as

Q = TmQOTT
m (12.35)

where

QO =


 Ex/∆ νyxEx/∆ 0
νxyEy/∆ Ey/∆ 0

0 0 Gxy


 (12.36)

where ∆ = 1 − νxyνyx and νxy Ey = νyx Ex.
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Tm =


 n2 m2 2nm
m2 n2 −2nm
−nm nm n2 −m2


 (12.37)

where n = cosβ, m = sinβ
Combining (12.34) and (12.33) the relationship between stresses and gen-

eralised local displacements can be obtained

σ = QTu∗ (12.38)

In a single generic lamina i of the spring (inner radius rii, outer radius roi,
see Fig. 12.1), the axial load in x-direction Nxi, the ‘Mariotte’ load per unit
length of the tubular bar Qmi, the torsion moment Mti, the bending moment
Mbyi read respectively2

Nxi =
∫ roi

rii

∫ 2π

0
σxr dθdr

Qmi =
∫ roi

rii
σt(θ0)dr +

∫ roi

ri
σt(θ0 + 2π)dr

Mti =
∫ roi

rii

∫ 2π

0
τ rrdθdr

Mbyi =
∫ roi

rii

∫ 2π

0
σx rrdθdr

(12.39)

where σt = σy (Fig. 12.1, case ξ = z). The shear loading can be computed
approximately by introducing a correction factor [55]. Qmi has been intro-
duced for a possible further development (see [207])3. Combining (12.38) and
(12.39) and solving the integrals in (12.39), the following system of equations
is obtained:

n∗
i = Hiu∗ (12.40)

where n∗
i
T = {Nxi πQmiMtiMbyi} and Hi reads

π



q11i(r2oi − r2ii) 2q12i(roi − rii) 2

3q16i(r3oi − r3ii) 0
2q21i(roi − rii) 2q22i log( roi

rii
) q26i(r2oi − r2ii) 0

2
3q61i(r3oi − r3ii) q62i(r2oi − r2ii) 1

2q66i(r4oi − r4ii) 0
0 0 0 1

4q11i(r4oi − r4ii)


 (12.41)

The above matrix is symmetrical as qij = qji. The loads into the spring
thickness are 


Nx

πQm

Mt

Mby


 =




∑nl

i=1Nxi∑nl

i=1 πQmi∑nl

i=1Mti∑nl

i=1Mbyi


 (12.42)

2Should the computation of the shear be performed by using Eq. (12.67)
3Future study: Springs composed of two or more tubular elements revolving inde-

pendently around their axes and subject to inner pressure for controlling damping
due to shear resistance forces among the tubular elements
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where nl is the number of laminae the structure of the spring is composed of.
By inspection of matrix Hi one may notice thatMti is coupled with Nxi, Qmi.
The coupling depends on the fact that matrix Q is full.Mbyi is decoupled from
Mti, Nxi, Qmi, due to model formulation (see Eqs. (12.31)–(12.33)). In matrix
form the above equations read

n∗ = Ku∗ (12.43)

where K =
∑nl

i=1 Hi.
If the external loads acting on the spring are known, by inverting Eq.

(12.43), the generalised displacements can be computed. The deformations ε
(see Eq. (12.33)) and the stresses σ (see (12.34)) can also be derived.

If the tubular element is composed of two laminae whose fibres are oriented
symmetrically with respect to x-axis (see Fig. 12.1) the elements of matrix Q
read

q11+ = q11−
q22+ = q22−
q12+ = q12−
q16+ = −q16−
q26+ = −q26−
q66+ = q66−

(12.44)

where qij± refer to the laminae with the fibres oriented as ±β, respectively.
As a consequence, matrix K (12.43) reads

π



q11(r2o − r2i ) 2q12(ro − ri) 2

3q16(rm cub) 0
2q21(ro − ri) 2q22 log( ro

ri
) q26(rm quad) 0

2
3q61(rm cub) q62(rm quad) 1

2q66(r
4
o − r4i ) 0

0 0 0 1
4q11(r

4
o − r4i )


 (12.45)

where

rm quad = r2o − 2r2m + r2i
rm cub = r3o − 2r3m + r3i

Since r2o − 2r2m + r2i ∼= 0 for small thickness helical springs (see Fig. 12.1),
the above matrix can be simplified and it follows that Mti decouples from
Nxi, Qmi and Mbyi. Only Nxi and Qmi are coupled.

The curvature effect of the coil cannot be neglected for computing the
maximum torsional stress τmax. According to [55, 253] (after some proper
arrangements)

τmax = Cf × 16Mt

πd3o(1 − a4) (12.46)

where a = ri/ro, do = 2ro and Cf is a factor which accounts for the curvature
effect

Cf =
4c− (1 + a2)

4(c− 1)
(12.47)



312 12 Optimal Design of Helical Spring

where c = R/ro.
The stiffness of the spring can be computed by equating the external work

and the internal work. P is the external load acting along the axis of the
helical spring, f the corresponding deflection, L the length of the bar, i the
ith lamina

P f =
∑nl

i=1

∫ L

0

∫ roi

rii

∫ 2π

0
εT σrdθdrdx =

=
∑nl

i=1

∫ L

0

∫ roi

rii

∫ 2π

0
u∗T TT QTu∗rdθdrdx

(12.48)

u∗ being independent of x (away from the end coils), and observing that
H =

∫ roi

rii

∫ 2π

0
TT QT rdθ dr the above equation reads

P f =
∑nl

i=1 u∗T
∫ L

0
Hidxu∗ (12.49)

Solving the integral, we get

P f =
nl∑

i=1

u∗T Hiu∗L = u∗T Ku∗L = u∗T n∗L (12.50)

If N,Qm,Mby are neglected, onlyMt
∼= PR acts (R, radius of the helical coil),

i.e.
n∗

Mt

T = {0 0Mt 0}T (12.51)

Thus inverting Eq. (12.43) and setting J = K−1, vector u∗ can be computed

u∗
Mt

T =
{
∂u

∂x
,w,

∂θ

∂x
,
∂2w

∂x2

}T

Mt

= {j13PR, j23PR, j33PR, j43PR}T (12.52)

Inserting u∗
Mt

T into (12.50), the spring deflection results f = j33PR2L, and
correspondingly, the stiffness is (remembering that L ∼= 2πR ic, ic = number
of coils)

k =
1

2πj33R3ic
(12.53)

The spring stiffness is proportional to 1/j33. After some computations

1
j33

= k33 +
− k2

13 k22 + 2k12 k13 k23 − k11 k2
23

− k2
12 + k11 k22

∼= k33 (12.54)

k33 is directly related to h33 which depends directly on q66. By varying the
orientation of the orthotropy planes q66 varies, so different spring stiffness k
can be obtained.

For conventional helical springs with circular bar section q16 = q26 = k13 =
k23 = 0, q66 = G, ri = 0, so 1

j33
= k33 and k = k33/(2πR3ic) = Gr4/(4R3ic)

which is the well-known formula for computing the stiffness of torsion springs.
If the tubular element is composed of two laminae oriented symmetrically
with respect to the x direction (see Fig. 12.1), the spring stiffness becomes
k = (q66(r4o − r4i ))/(4R3ic).
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12.2.2 Global Stability

The global stability of the studied spring can be described mathematically
according to [15].

The following expression for the critical load can be used:

Pc

α0
=
δc
l

=
1 −

√
1 − 4π2 W∗

0
(χ l)2α0

(1 − α0
T∗

0
)

2(1 − α0
T∗

0
)

(12.55)

α0 =
GQ Jp l

2π R3 ic

where δc is the deflection at P = Pc, Jp is the polar moment of inertia of the
tubular section, GQ is the shear modulus which reads GQ = 1/nl

∑nl

i q66i

and

W ∗
0 =

EQJn

1
2 × (1 + EQJn

GQJp
)

l

2πRic

T ∗
0 =

EQJbl

iπR3

where Jn (=Jb) is the bending moment of inertia of the tubular section (Jn =
Jb = 0.5Jp for circular sections), EQ is the Young modulus which reads EQ =
1/nl

∑nl

i q11i and χ is a parameter which takes into account the constraints at
the ends of the spring (e.g. χ = 1/2 for the considered fixed-slider constraints).

12.2.3 Local Stability

The local stability of tubular helical springs refers to the buckling of the tubu-
lar element. The problem of buckling of tubular shells under compression and
bending loads has been dealt with in [13, 14, 263]. A solution to the problem
of the buckling behaviour of laminated cylindrical shell under torsion based
on higher order shear deformation theory has been reported in [242]. Similar
research works are reported in [240, 243, 254] considering combined loading
conditions.

The simplified theory presented in [263] has been extended to the problem
of buckling under torsion.

Let us now consider the case in which only the load P is acting, producing
a torque Mt = PR cosα. We will consider that the spring is loaded by Mt

only (the bending, shear and compression caused by P will be neglected). This
assumption has been made for two reasons. The first is that experimentally
(see Sect. 12.3) the buckling seems to be well predicted under this hypothesis.

The second is that, according to the knowledge of the authors, there are
not well-established criteria pre-defining the deformed shapes after buckling
when the tubular element is contemporarily bent, compressed and subjected to
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Fig. 12.2. Cylindrical shell

torque. For the post-buckling deformation (see Fig. 12.2) we consider solutions
of the form [14]


u0 = A

(
cos
(
mπ x

L

)
cos
(
nπ y

lr

)
+ sin

(
mπ x

L

)
sin
(
nπ y

lr

))
v0 = B

(
cos
(
mπ x

L

)
cos
(
nπ y

lr

)
+ sin

(
mπ x

L

)
sin
(
nπ y

lr

))
w = C

(
cos
(
mπ x

L

)
sin
(
nπ y

lr

)
− sin

(
mπ x

L

)
cos
(
nπ y

lr

)) (12.56)

where lr = 2π r.
The assumed deflection does not satisfy any simple boundary conditions

at the tubular element end. For this reason we assume that the deformation
mode pertains to the central portion of a long cylinder that is little affected
by the end conditions.

The governing equations for the buckling analysis of a laminated cylindri-
cal shell under torsion may be expressed as (according to Donnell formulation)

∂Nx1
∂x + ∂Nxy1

∂y = 0
∂Nxy1

∂x + ∂Ny1
∂y = 0

∂2Mx1
∂x2 + 2∂2Mxy

∂x∂y + ∂2My1
∂y2 + Ny1

r − 2Nxy0
∂2w1
∂x∂y = 0

(12.57)

where the subscript 0 refers to values before buckling and 1 to changes during
buckling and

Nx =
∫ h/2

−h/2

σx dz Ny =
∫ h/2

−h/2

σy dz Nxy =
∫ h/2

−h/2

τxy dz

Mx =
∫ h/2

−h/2

σx zdz My =
∫ h/2

−h/2

σy zdz Mxy =
∫ h/2

−h/2

τxyz dz

The governing buckling equation can be rewritten in terms of middle surface
displacement components as
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 Lf11 Lf12 Lf13

Lf22 Lf23
symm. Lf33





u0

v0
w0


 =




0
0
0


 (12.58)

where Lf are functional operators.
The set of differential equations (12.58) have to be zero at each position

of the cylinder, we apply Galerkin’s procedure to Donnel-type equation as
follows: ∫

V

δ u� L u� dV = 0 (12.59)

where
δu�T = {δu0, δv0, δw0} (12.60)

(12.59) can be written explicitly as

∫ L

0

∫ 2πr

0
{(δA)

(
cos
(
mπ x

L

)
cos
(
nπ y

lr

)
+ sin

(
mπ x

L

)
sin
(
nπ y

lr

))
[Lf11(u0) + Lf12(v0) + Lf13(w0)]

+(δB)
(
cos
(
mπ x

L

)
cos
(
nπ y

lr

)
+ sin

(
mπ x

L

)
sin
(
nπ y

lr

))
[Lf21(u0) + Lf22(v0) + Lf23(w0)]

+(δC)
(
cos
(
mπ x

L

)
sin
(
nπ y

lr

)
− sin

(
mπ x

L

)
cos
(
nπ y

lr

))
[Lf31(u0) + Lf32(v0) + Lf33(w0)]}dx dy = 0

(12.61)

(12.61) should be valid for any variations δA, δB, δC which yields the follow-
ing set of equations

∫ L

0

∫ 2πr

0

(
cos
(
mπ x

L

)
cos
(
nπ y

lr

)
+ sin

(
mπ x

L

)
sin
(
nπ y

lr

))
[Lf11(u0) + Lf12(v0) + Lf13(w0)] dx dy = 0

(12.62)

∫ L

0

∫ 2πr

0

(
cos
(
mπ x

L

)
cos
(
nπ y

lr

)
+ sin

(
mπ x

L

)
sin
(
nπ y

lr

))
[Lf21(u0) + Lf22(v0) + Lf23(w0)] dx dy = 0

(12.63)

∫ L

0

∫ 2πr

0

(
cos
(
mπ x

L

)
sin
(
nπ y

lr

)
− sin

(
mπ x

L

)
cos
(
nπ y

lr

))
[Lf31(u0) + Lf32(v0) + Lf33(w0)] dx dy = 0

(12.64)

After integration, (12.62)–(12.64) lead to these three linear homogeneous al-
gebraic equations 

 t11 t12 t13
t22 t23

symm. t33





A
B
C


 =




0
0
0


 (12.65)

The existence of a non-trivial solution of (12.65) implies the vanishing of
the determinant of the matrix T. Buckling occurs when, increasing Nxy,
det(T(Nxy)) = 0, the corresponding load is the critical one (Nxycr). The
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expression of Nxy cr has been derived symbolically as function of n, m, akj ,
bkj , dkj , where

akj =
∑nl

i qkji(ζi+1 − ζi)
bkj =

∑nl

i
1
2qkji(ζ2i+1 − ζ2i )

dkj =
∑nl

i
1
3qkji(ζ3i+1 − ζ3i )

(12.66)

where ζi = rii − r, ζi+1 = roi − r (see Fig. 12.1) and n′ = A ε′

n′ =




Nx

Ny

Nxy

Mx

My

Mxy




=




a11 a12 a16 b11 b12 b16
a22 a26 b21 b22 b26

a66 b61 b62 b66
d11 d12 d16

symm. d22 d26
d66







εx
εy
γ
φx

φy

φ




(12.67)

The symbolic expression of Nxy,cr is reported in Appendix 12.6.

12.2.4 Vibrations

In Fig. 12.1 the variables defining the vibrations of a helical spring are
presented, according to [204, 261]. A more refined model could have been
adopted [175] but the analytical formulation of the problem would have been
lost. Two motions are accounted for, namely the torsion and the bending
of the tubular element. Given the shear modulus GQ, the Young’s modulus
EQ, the bending moment of inertia of the cross-section of the hollow circular
section Jb, the polar moment of inertia of the cross-section of the hollow cir-
cular section Jp

4, and given the free spring length l, the length of the tubular
element L = l/ sinα, the helix angle α, the following equations may be written

k = ka = GQJp cos2α + EQJb sin2 α
LR2

kr = GQJp sin2α + EQJb cos2 α
L

kc = (GQJp−EQJd) sin α cos α
LR

(12.68)

which represent respectively the axial spring stiffness related to the axial de-
flection δa (ka), the bending spring stiffness related to the rotation of the
hollow circular section ϕ (kr) and the coupling stiffness (kc).

The equations of motion of the spring are then{
m
l2

∂2δa

∂t2 = ka
∂2δa

∂x2 + kc
∂2ϕ
∂x2

mR2

l2
∂2ϕ
∂t2 = kr

∂2ϕ
∂x2 + kc

∂2δa

∂x2

(12.69)

where m is the spring mass. The above equations can be rewritten in a de-
coupled form as
4GQ, EQ, Jb, Jp have already been defined and used in the previous section on

global stability
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∂2d1
∂t2 − V 2

1
∂2d1
∂s2 = 0

∂2d2
∂t2 − V 2

2
∂2d2
∂s2 = 0

(12.70)

where d1 = δa cosα+Rϕ sinα, d2 = −δa sinα+Rϕ cosα, and

V 2
1 = GQ Jp L

R2 m

V 2
2 = EQ Jb L

R2 m

(12.71)

V1 and V2 represent the velocity of propagation of torsional mode and flexural
mode strain waves, respectively. The nrth resonances for torsional mode and
flexural mode are, respectively

ω1nr
= nr 2πV1/(ηL)

ω2nr
= nr 2πV2/(ηL) (12.72)

where η is an integer which accounts for the way the spring ends are con-
strained (e.g. if one end is fixed and the other one is free η = 4). If η = 2,
ω1nr

/ω2nr
=
√
GQJp/(EQJb) (for steel springs with circular bar cross-section

ω1nr
/ω2nr

= 1/1.142). For composite material springs this resonance fre-
quency ratio may be either <1 or >1 depending on the orientation of the
orthotropy axes. Unfortunately, in the general case, the coupling of Mt and
Mb (see (12.40)) makes the computation of ω1n/ω2n impossible by means of
the above model.

For a tubular element composed of an even number nl of laminae with
orthotropy axes symmetrically oriented with respect to the x-axis, Mt and
Mb are decoupled; thus, from (12.45) and (12.44)

V 2
1 =

∑nl
i (q66+i

+q66−i
) Jp L

R2 m

V 2
2 =

∑nl
i (q11+i

+q11−i
) Jb L

R2 m

(12.73)

Finally, for a tubular element composed of two such laminae, i.e. nl = 2,
remembering (12.44), it follows

ω1nr

ω2nr

=

√
2q66Jp

2q11Jb
=
√

2q66
q11

(12.74)

12.2.5 Spring Material Strength

The static strength of the helical spring is checked by means of the Tsai-Hill
criterion [15,252]:

σ2
x

X2
t

− σxσy

X2
t

+
σ2

y

Y 2
t

+
τ2
xy

S2
≤ 1 (12.75)

where Xt, Yt, S are the limit stresses for σx (tension), σy (tension) and τxy,
respectively. If one of the stress components (σx, σy) is compressive, then we
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replace the corresponding strength quantity, Xt or Yt with its compressive
counterpart Xc or Yc.

Tsai-Hill criterion may be reputed sufficient for a preliminary and com-
parative design analysis.

Unfortunately, the fatigue strength is mostly studied with reference to
particular cases as it is generally recognised that a comprehensive theory
cannot be applied. In the chapter, Eq. (12.75) will be used for comparative
assessments of material strength.

12.3 Model Validation

A number of springs (namely eight) of different shapes have been built in
order to check the responses of the theoretical models presented in the pre-
ceding sections. In Table 12.1 the mechanical characteristics of the springs are
presented.

The helical springs are made from a cylindrical glass fibre woven fabric.
This implies that (for such woven fabric composites) the constitutive relation-
ships matrixes (A, B, D) are different from the ones given by (12.66) which
were derived by the classical laminate theory.

To account for this, an improved version of the classical laminate theory
had to be employed. Being the warp and the fill fibres of the same material,
the formulae reported in [211] can be written as

akj = 1/a2{{2hha
2
u + 2(2hh − ht)a0au + (2hh − 2ht)a20}QM

kj

+ 2hta
2
0Q

W
kj (0) + 2hta0

∫ au/2

−au/2
QW

kj (θ)}
bkj = 0
dkj = 1/a2{{h3

ha
2
u + 2h3

ha0au + (2hh − 2ht)a20}(2/3)QM
kj

+ 2/3h3
ta

2
0Q

W
kj (0) + 2/3a0(2h3

t )
∫ au/2

−au/2
QW

kj (θ)}

(12.76)

with

au = a (1 − hh/ht vf/pd)

where vf is the fibres volume fraction, pd the packing density of the fibres, a
is the projected dimension of warp and fill tows on the midplane, a0 is the
non-undulated length of a (a0 = a − au), au is the undulation length, hh is
the thickness of each ply, ht is the thickness of warp and fill tows and θ is the
inclination angle of the fill (warp) tows with the x-axis (y-axis) (see Fig. 12.3).

Using (12.76) the effective Young’s moduli, shear modulus and Poisson’s
ratios can be readily calculated.

The springs have been impregnated with epoxy resin manually, after hav-
ing inserted into the tubular element a thin-walled silicon tube filled with
sand in order to keep the cylindrical shape during impregnation. Polymeri-
sation has taken place on a grooved drum, machined properly to wind the
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Table 12.1. Characteristics of the eight composite springs built for tests

Spring identification number 1, 2, 3, 4 5, 6 7, 8
Shape Helical Helical Cylinder
Spring end constraints Fixed-slider Fixed-slider Fixed-pin
Spring length l(m) 0.320 0.320 0.280
Helix mean diameter 2R(m) 0.100 0.100 –
Number of coils ic 6 6 –
Helix angle α(◦) 10 10 –
Tubular element mean diameter 2ro(m) 0.010 0.010 0.030
Tubular element thickness h(m) 0.00025 0.001 0.0005
Type of composite Woven fabric
Fabric angle (◦) ±45
Material Glass fibres & epoxy
Fabric specific mass (Kg/m) 0.019 0.040 0.056
Glass fibre Young’s modulus (MPa) 72,000
Glass fibre Poisson’s modulus 0.2
Epoxy specific mass (Kg/m3) 1,100
Spring specific mass (Kg/m3) 2,600
Max tensile stress (spring material)
(MPa)

50–80

max compression stress (spring
material) (MPa)

80–100

Effective Young’s modulus (Ex)
(12.76) (MPa)

28,000

Effective Young’s modulus (Ey)
(12.76) (MPa)

28,000

Effective shear modulus (G) (12.76)
(MPa)

9,500

Effective Poisson’s modulus (νxy)
(12.76)

0.28

helical spring. The silicon tube could not be removed, however its very low
stiffness does not influence the mechanical characteristic of the spring.

The straight tubular springs have been built in a similar manner as the
coiled ones.

In Fig. 12.4 the loading of the springs is shown. The results of tests that
have been carried out are summarised in Tables 12.2 and 12.3.

By inspection of Tables 12.2 and 12.3 one may notice that the measured
values are within a ±7% range with respect to the computed ones. The (small)
difference between measured and computed data depends on many facts. The
mechanical characteristic of the composite material are only estimated on
the basis of the ratio of epoxy and glass fibre volumes. Furthermore, both
the epoxy and the glass fibre mechanical parameters could not be measured
directly and were assumed from the manufacturer technical specifications. The
spring ends are not modeled as they are actually shaped (tangent tail). The
critical load seems to be dramatically influenced by local defects from where
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Fig. 12.3. Plain weave tow undulation definitions

Fig. 12.4. Spring loading

unstable deformations initiate. Due to all of these reasons the obtained results
seem satisfactory and the theoretical models are assumed to be adequate to
perform the following comparative analyses reported in Sect. 12.4.
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Table 12.2. Comparison of computed and measured data referring to tested helical
springs (n.a.: not applicable, as the critical load can be measured if it is lower to the
load at spring solid condition)

Measured Computed Measured Computed
(mean value) (mean value)

Spring identification number 1, 2, 3, 4 1, 2, 3, 4 5, 6 5, 6
Stiffness (N/m) 698 708 1,270 1,310
Load at spring solid condition (N) 210 195 380 360
Critical load (N) 75 80 n.a. 611

Table 12.3. Comparison of computed and measured data referring to tested straight
springs (torsion bars with tubular section)

Measured Computed
(mean value)

Spring identification number 7, 8 7, 8
Stiffness (Nm/rad) 313 299
Critical load (Nm) 14 16

12.4 Numerical Application

The following application example refers to the Optimisation of a tubular
section helical compression spring by using MOP.

The problem has been formulated in an academical perspective, i.e. some
technological problems as well as some very peculiar technical specifications
have been neglected. In other words, the number of possible combinations of
different technical specifications may be so large that an ultimate Optimi-
sation of tubular helical springs cannot be attempted. The presented appli-
cation, though rather complex, has to be considered as a plain example on
how optimal design can be performed with reference to the addressed type of
springs.

12.4.1 Design Aims and Related Objective Functions

The following general design aims have been considered

min mass
max stiffness

The related objective functions are defined by the following mathematical
relationships. The spring mass m is

m = 2πRicπ(d2o − d2i )ρ/4 (12.77)

where ρ is the material density.
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The spring stiffness is given by (12.53) or (12.68).
The stiffness is usually given as a technical specification, and should not

be maximised nor minimised. However, here it has been maximised with the
only aim to build a Pareto-set which could be representative of the general
technical features and mechanical properties of such type of springs.

12.4.2 Design Variables to Be Tuned

The design variables and their respective variation ranges are reported in
Table 12.4. Eight design variables have been varied independently. Seven de-
sign variables were related to the spring geometry, the eighth one referred to
the material (carbon–epoxy, glass–epoxy, or steel). More precisely the three
considered materials (see Table 12.4) are defined by many parameters (Young’s
modulus, density, etc.). Changing the material involves changing at the same
time many parameters (e.g. Young’s modulus).

Table 12.4. Design variables and their variation ranges for the considered
Optimisation problem

Lower bound Upper bound # of levels

Spring free length l ic do 0.300 m 5
Helix mean diameter 2R (m) 0.060 m 0.120 m 8
Helix angle α(◦) 5◦ 25◦ 5
Tubular element mean 0.002 m 0.016 m 10
diameter 2rm (m)
Tubular element thickness h (m) 0.0002 m 0.005 m 10
Number of laminae 1 6 5
Fibre angle β 0◦ ±45◦ 5

Material Steel Glass–epoxy Carbon–epoxy
Young’s modulus (MPa) 210,000 MPa 40,000 MPa 140,000 MPa
Poisson’s modulus 0.30 0.29 0.29
Spring-specific mass (kg/m3) 7,800 2,600 2,700
Limit stress (Tsai-Hill) Xt (MPa) – 800 1,300
Limit stress (Tsai-Hill) Xc (MPa) – 500 1,300
Limit stress (Tsai-Hill) Yt (MPa) – 70 100
Limit stress (Tsai-Hill) Yc (MPa) – 120 150
Limit stress (Tsai-Hill) S (MPa) – 50 60
Limit shear stress τl (steel) (MPa) 660 – –

The number of independent design variables is eight(seven referring to the spring
geometry and one to the material). The lower bound for the spring free length is
the solid length which is given by ic (number of coils), times do (the wire or tubular
element outer diameter)
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12.4.3 Constraints

The constraints have to satisfy the limitations established by the following six
criteria

Tsai-Hill criterion (12.75)
Global stability (12.55), Ps ≤ Pc

Local stability (12.78), Ps ≤ Nxy,cr2πrm
Resonance frequency (12.72), ω1nr

, ω2nr
≥ ωmax

Maximum deflection (12.53), (12.68), fs ≥ fs0

where, in addition to known symbols, Ps is the load that causes the spring to
reach its solid length, and fs0 is a reference maximum deflection.

The first constraint establishes that the maximum allowable stress has
to be reached, at most, at spring solid condition. For steel springs the first
constraint becomes σmaxV

≤ σrefV
where the subscript means that both the

reference and the maximum stresses are computed according to Von Mises
theory. The second and the third constraints refer to global and local stability,
respectively. The fourth constraint limits the lower resonance frequency (in
the example ωmax = 2π50 rad/s). The fifth constraint establishes that the
maximum deflection stroke (fs) has to be greater than that of a reference
value (fs0 = fs1=0.2 m in Fig. 12.5). The spring to which reference was made
in the application example is spring number 1 in Table 12.1.
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Fig. 12.5. Tubular helical compression springs: Pareto-optimal sets. Non-
dimensional spring compliance (1/k) on the x-axis and non-dimensional spring mass
on the y-axis. Values on x - and y-axes are normalised with respect to those (1/k0,
m0) referring to spring no.1 in Table 12.1. Symbols and design variables’ ranges in
Table 12.4
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12.4.4 Finding Optimal Solutions

The computation of the Pareto-set has been performed by using an exhaustive
search [30,59,149,166](see Sect. 3.4.2), in conjunction with the application of
the Pareto-optimality definition (2.10). No special search algorithms [149] had
to be employed because the computation of the two objective functions and
of the six constraints is rather simple and not time-consuming (‘only’ eight
design variables were varied independently, see Table 12.4).

12.4.5 Analysis of the Optimal Solutions

Figure 12.5 shows the Pareto-optimal sets for the considered types of tubular
section helical compression springs. Relevant improvements with respect to
optimal standard steel springs can be obtained by adopting optimised com-
posite springs. It is important to notice that the whole set of optimal steel
springs do have a tubular section. A comparison between optimal steel springs
with tubular and circular (i.e. bar) sections is reported in Fig. 12.6. Relevant
weight reduction would be obtained for steel springs by using tubular sections.
The shape of the two curves in Fig. 12.6 can be interpreted on the basis of the
formulae reported in Sect. 12.1. For conventional (bar) steel springs the mass
m (function of stiffness k) is well predicted by Eq. (12.5). For tubular section
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Fig. 12.6. Pareto-optimal sets: comparison between steel tubular springs and cir-
cular section (bar) steel springs. Non-dimensional spring compliance (1/k) on the
x -axis and non-dimensional spring mass on the y-axis. Values on x - and y-axes are
normalised with respect to those (1/k0, m0) referring to spring no.1 in Table 12.1.
Symbols and design variables’ ranges in Table 12.4
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steel springs, as the free spring length l is constant along the Pareto-set, it
turns out that, as indicated in Eq. (12.30), ro/R = do/D does not depend
on 1/k. Additionally, the respective values of D = 2R, do and i are also
(approximately) given by Eqs. (12.25–12.27). As predicted by the theory (see
Sect. 12.1), tubular steel springs are thin-walled. Their mass is between 10%
and 30% lower than that of the corresponding bar springs. This mass reduction
agrees with the theoretical limit of 50% reduction established by Eq. (12.23)
that indeed does not account for local and/or global spring stability and thus
predicts high reduction. A generalised adoption of steel springs with tubular
section depends on the development of a proper technology for manufacturing
them.

Coming back to the analysis of Fig. 12.5, one may notice that, for glass–
epoxy springs, D = 2R increases with 1/k and ic decreases with 1/k, as
predicted respectively by Eqs. (12.18) and (12.19). This is also true for carbon–
epoxy springs if reference is made to ic. Figure 12.5 shows that the mass of
optimal composite springs is about one order of magnitude lower than that
of the corresponding steel springs. This improvement can be easily verified by
evaluating the mass of the tubular spring given by (12.22)5.

All the optimal composite springs have many laminae (4–6), generally
with a fibre angle lower than 45◦, and precisely about 25–35◦. The number
of laminae increases with the stiffness (see Table 12.6). The angle of fibre β
is evidently less than the optimal for torsion (45◦), in order to cope with the
global stability constraint.

The helix angle is about 10◦ for optimal steel tubular springs and increased
for optimal composite springs (15–25◦). This depends on the fact that steel
springs are made from a stiffer material (higher G) than are composite ones.
From Eq. (12.20) one may verify that, increasing G, the helix angle α de-
creases.

The mass of the reference test spring (spring no. 1 in Table 12.1, repre-
sented in Fig. 12.5) could be significantly reduced by applying the presented
optimisation process.

By inspection of Fig. 12.5 and Tables 12.5, 12.6 the following considera-
tions may be drawn.

For composite Pareto-optimal springs, the stiffness, the critical compres-
sion load (global stability objective function) and the mass are strongly corre-
lated. The same occurs substantially for Pareto-optimal steel springs. These
facts can be understood a posteriori (i.e. after the Optimisation has been made
and the Pareto-set has been derived!), by inspecting, respectively, Eqs. (12.53),
(12.55), (12.77) and (12.5). A higher moment of inertia of the cross-section of
the tubular element involves higher stiffness, critical load and mass.
5From Fig. 12.5, at (k/k0)

−1 = 1.6, for the carbon–epoxy spring do,ce = 3.1 mm ,
di,ce=1.9 mm, for the steel tubular spring do,st = 4.8 mm, di,st =4.2 mm. Ad-
ditionally, Gce = 20 GPa, ρce = 2, 700 kg/m3, τce=510 MPa Gst = 80GPa,
ρst = 7, 800 kg/m3, τst = 660 MPa; thus, from (12.22), mt,st/mt,ce = 6
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Table 12.5. Significant correlations (Rs > 0.85) between objective functions
pertaining to Pareto-optimal springs made from different materials

Objective function Objective function rs

Carb.–epoxy Stiffness (k) Mass (m) 1
Stiffness (k) Global stability (Pc) 0.98
Global stability (Pc) Mass (m) 0.98
Global stability (Pc) Res. frequency (ω1nr , ω2nr ) 0.93
Global stability (Pc) Loc. stability (2πrmNxy,cr) 0.91
Loc. stability (2πrmNxy,cr) Res. frequency (ω1nr , ω2nr ) 0.92
Stiffness (k) Loc. stability (2πrmNxy,cr) 0.87
Stiffness (k) Res. frequency (ω1nr , ω2nr ) 0.85

Glass–epoxy Stiffness (k) Mass (m) 1
Stiffness (k) Global stability (Pc) 0.98
Global stability (Pc) Mass (m) 0.98
Loc. stability (2πrmNxy,cr) Res. frequency (ω1nr , ω2nr ) 0.87
Stiffness (k) Loc. stability (2πrmNxy,cr) 0.86
Mass (m) Loc. stability (2πrmNxy,cr) 0.86
Stiffness (k) Res. frequency (ω1nr , ω2nr ) 0.85

Steel Stiffness (k) Mass (m) 1
Loc. stability (2πrmNxy,cr) Stiffness (k) 0.90
Loc. stability (2πrmNxy,cr) Mass (m) 0.90
Loc. stability (2πrmNxy,cr) Global stability (Pc) 0.89
Global stability (Pc) Mass (m) 0.85
Global stability (Pc) Stiffness (k) 0.85

rs refers to the Spearman rank–order correlation coefficient (see Chap. 3)
(probd < 1.0e − 4)

For composite Pareto-optimal springs a correlation exists among stiffness,
local stability and resonance frequency. The a posteriori proof for this (in the
sense indicated above) can be obtained by considering Eqs. (12.53), (12.55),
(12.72). An extra correlation exists among global stability, mass and resonance
frequency for carbon–epoxy springs only. This is possibly due to fact that the
strength of carbon–epoxy is stronger than that of glass–epoxy, stability limits
are reached more easily.

The other correlations listed in Table 12.5 are not commented here. Formu-
lae in Sects. 12.1 and 12.3 may provide an easy interpretation of the presented
results.

We now examine the computed non-linear correlations (see Chap. 3)
between Pareto-optimal spring design variables and Pareto-optimal spring
objective functions (Table 12.6). It should be considered that, according
to the definitions of both the Pareto-optimal set (see Sect. 2.10) and the
Spearman rank–order coefficient (see Chap. 3), the above-mentioned corre-
lations have not to be seen as the result of a parameter sensitivity analysis.
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Table 12.6. Significative correlations (rs > 0.80) between objective functions and
design variables pertaining to Pareto-optimal springs made from different materials

Design variable Objective functions rs

Carb.–epoxy Tubular element diameter (2 rm) Global stability (Pc) 0.99
Tubular element diameter (2 rm) Stiffness (k) 0.98
Tubular element diameter (2 rm) Mass (m) 0.98
Tubular element thickness (h) Global stability (Pc) 0.98
Tubular element thickness (h) Stiffness (k) 0.97
Tubular element thickness (h) Mass (m) 0.97
Tubular element diameter (2 rm) Res. frequency (ω1nr , ω2nr ) 0.95
Number of laminae (nl) Res. frequency (ω1nr , ω2nr ) 0.93
Tubular element diameter (2 rm) Loc. stability (2πrmNxy,cr) 0.93
Number of laminae (nl) Global stability (Pc) 0.92
Tubular element thickness (h) Res. frequency (ω1nr , ω2nr ) 0.91
Number of laminae (nl) Mass (m) 0.91
Number of laminae (nl) Stiffness (k) 0.91
Number of laminae (nl) Loc. stability (2πrmNxy,cr) 0.90

Glass-epoxy Tubular element diameter (2 rm) Global stability (Pc) 0.97
Tubular element diameter (2 rm) Stiffness (k) 0.96
Tubular element diameter (2 rm) Mass (m) 0.96
Tubular element thickness (h) Stiffness (k) 0.93
Tubular element thickness (h) Mass (m) 0.93
Tubular element thickness (h) Global stability (Pc) 0.92
Number of laminae (nl) Mass (m) 0.91
Number of laminae (nl) Stiffness (k) 0.91
Number of laminae (nl) Loc. stability (2πrmNxy,cr) 0.91
Tubular element thickness (h) Loc. stability (2πrmNxy,cr) 0.91
Number of laminae (nl) Global stability (Pc) 0.89

Steel Tubular element thickness (h) Global stability (Pc) 0.91
Tubular element thickness (h) Loc. stability (2πrmNxy,cr) 0.90
Helix angle (α) Limit shear stress (τl) 0.89
Tubular element thickness (h) Stiffness (k) 0.83
Tubular element thickness (h) Mass (m) 0.83
Tubular element diameter (2 rm) Stiffness (k) 0.80
Tubular element diameter (2 rm) Mass (m) 0.80

rs refers to the Spearman rank–order correlation coefficient (see Chap. 3)
(probd < 1.0−4).

In parameter sensitivity analysis only one parameter is varied while the other
ones are kept fixed. Here every parameter is varying provided that the varia-
tion is contained into the Pareto-optimal set, i.e. provided that the minimum
mass and the maximum stiffness are attained (together with the constraints
in Sect. 12.4.3).
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For the two kinds of the considered Pareto-optimal springs the tubular
element diameter (2 rm), the tubular element thickness (h) and the number of
laminae (nl) are related with stiffness Eq. (12.53), mass Eq. (12.77) and global
stability Eq. (12.55). The tubular element diameter is related to resonance
frequency (12.72).

Other occurrences referenced in Table 12.6 and not commented above are
either obvious (e.g. the correlation between the tubular element thickness
and the local stability for glass–epoxy springs) or of rather difficult inter-
pretation (e.g. the correlation between the tubular element diameter and the
local stability for carbon–epoxy springs). One has to remember that eight
design variables were changed simultaneously. Many low relationships have
been discovered between design variables (for rs analysis see Chap. 3). This
means that no direct relationships exist between many design variables, i.e.
a Pareto-optimal design variable is related to more than one single design
variable. Some Pareto-optimal design variables are thus related in a complex
manner and a specific study (either theoretical or experimental) would clarify
the occurrence.

12.5 Conclusions

A contribution to the optimal design of composite material tubular compres-
sion helical springs has been given. Both theoretical studies and experimental
activities were undertaken. From the theoretical point of view, both a fun-
damental study and a numerical application have been presented. The fun-
damental study has established (given the stiffness, the maximum deflection
and the spring material properties) that the mass of tubular (thin-walled)
metal springs can be, as a theoretical limit, at least one half of the mass of
common bar metal springs. Given the stiffness, the maximum deflection and
the spring material mechanical properties, tubular springs have the helical di-
ameter and the tubular element outer diameter slightly greater than that for
common bar springs. The mass reduction that can be obtained by employing
composite material tubular springs (with respect to steel tubular ones) could
be estimated too, and seems to be one order of magnitude approximately.
Additionally, in the fundamental study, a number of important relationships
among spring parameters have been highlighted. Local and global stability of
the spring were not dealt with in the fundamental study. To overcome this
limitation, a more refined, and inherently more specific, theoretical study has
been produced on the basis of multi-objective programming. By this design
method, it has been possible to obtain significant results referring to the op-
timal design of composite material tubular helical compression springs. Eight
design variables related to the geometry of carbon–epoxy, glass–epoxy and
steel springs were varied in order to obtain both the minimum mass and the
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maximum stiffness, subject to six different constraints on local and global
stability, on whole spring body vibration, on deflection, on strength.

The specific design problem that has been proposed and solved, although
rather complex, is still relatively simple (due to the single loading force acting
axially, the mathematical models used, etc.) but allowed to shed some light on
the very complicated task of designing an optimal composite material helical
spring. The mathematical models used to derive the optimal solutions were
expressed in analytical form, for ease of interpretation of results. In particu-
lar, the expression of the critical load which causes local instability has been
derived in symbolical form. The mathematical models were validated by com-
paring the experimental and the computed data referring to eight glass–epoxy
springs, expressly built for the scope.

The results of the Optimisation (numerical application) show that the
mass of helical compression springs can dramatically be reduced (by a factor
ranging from 5 to 20) by adopting composite materials, with respect to the
employment of steel springs.

Referring to the so-called Pareto solutions, optimal springs (minimum
mass springs) have generally a thin-walled tubular section. The helix angle
is higher for the composite springs with respect to the tubular steel ones, it
has been shown that this depends mostly on the shear modulus values. All the
optimal composite springs have several laminae (4–6). The fibre angle ranges
from 25◦ to 35◦ in order to cope with the requirements on both torsion and
bending strength.

The proposed optimal design method could be used to solve more compli-
cated cases involving the design of structures made from composite material.

Future research could focus on comprehensive experimental assessment
(ageing, creep and fatigue strength) of optimal springs selected from the
Pareto set. The actual common adoption of tubular helical springs, either
made from steel or composite material, depends on proper technologies to be
developed for both guaranteeing the quality and reducing considerably the
expected production cost of these components.

12.6 Appendix: Analytical Expression of Critical Load

The expression of Nxy,cr has been derived symbolically and is given as a
function of n, m, akj , bkj , dkj
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Nxy,cr = −(−(b22 L3 n3 + 2 r (−2 a22 L3 n+m π (−3 b26 L2 n2 + 2 r
(2 a26 L2 +m π (b12 L n+ 2 b66 L n− 2 b16 m π r))))) (−2 L
r (a26 L2 n2 + 2m π r (−a12 L n− a66 L n+ 2 a16 m π r))

(−b26 L3 n3 + 2 r (2 a26 L3 n+m π (b12 L2 n2 + 2 b66 L2 n2+
2 r (−2 a12 L2 +m π (−3 b16 L n+ 2 b11 m π r)))))−

2 L r (a66 L2 n2 + 4m π r (−a16 L n+ a11 m π r)) (b22 L3 n3+
2 r (−2 a22 L3 n+m π (−3 b26 L2 n2 + 2 r (2 a26 L2+

m π (b12 L n+ 2 b66 L n− 2 b16 m π r))))))+
2 L r (b26 L3 n3 − 2 r (2 a26 L3 n+m π (b12 L2 n2 + 2 b66 L2 n2+

2 r (−2 a12 L2 +m π (−3 b16 L n+ 2 b11 m π r)))))
((a22 L2 n2 + 4m π r (−a26 L n+ a66 m π r)) (b26 L3 n3−

2 r (2 a26 L3 n+m π (b12 L2 n2 + 2 b66 L2 n2 + 2 r (−2 a12 L2+
m π (−3 b16 L n+ 2 b11 m π r))))) − (a26 L2 n2 + 2m π

r (−a12 L n− a66 L n+ 2 a16 m π r)) (b22 L3 n3 + 2 r (−2 a22
L3 n+m π (−3 b26 L2 n2 + 2 r (2 a26 L2 +m π (b12

L n+ 2 b66 L n− 2 b16 m π r)))))) + 2 L r (a226 L
4 n4 − 4

a26 Lm n π r (a12 L2 n2 + 2m π r (a16 L n− 2 a11 m π r))−
a22 L

2 n2 (a66 L2 n2 + 4m π r (−a16 L n+ a11 m π r))+
4m2 π2 r2 (a212 L

2 n2 + 4 (a216 − a11 a66)m2 π2 r2+
2 a12 L n (a66 L n− 2 a16 m π r))) (d22 L4 n4 + 8 r (−b22 L4 n2−
d26 L

3 m n3 π + r (2 a22 L4 +m π (4 b26 L3 n+m π (d12 L2 n2+
2 (d66 L2 n2 + r (−2 b12 L2 +m π (−2 d16 L n+ d11 m π r)))))))))/

(32 L4 m n π r4 (a226 L
4 n4 − 4 a26 Lm n π r (a12 L2 n2+

2m π r (a16 L n− 2 a11 m π r)) − a22 L2 n2 (a66 L2 n2 + 4m π r
(−a16 L n+ a11 m π r)) + 4m2 π2 r2 (a212 L

2 n2 + 4 (a216 − a11 a66)
m2 π2 r2 + 2 a12 L n (a66 L n− 2 a16 m π r))))

(12.78)
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Interactive Optimisation of a Flywheel

The first aim of this chapter is to present how multi-objective optimisation
(MOO) (see Chap. 3) and global approximation (GA) (see Chap. 4) can be
employed in order to speed up and improve the design of complex mechanical
system. The second aim of this chapter is to propose a multi-objective inter-
active design methodology (see Sect. 3.6) based on Pareto surface sensitivity
analysis. This methodology has been implemented by a software where the
designer interacts with the multi-objective programming software to choose
the preferred final solution especially suited for applications where computer
simulations can reliably predict the properties of a system.

Many real-world engineering design problems involve the simultaneous op-
timisation of several conflicting objectives. Design engineers are often inter-
ested in identifying the Pareto-optimal set [166] when exploring a design space.

By considering Definition (2.7) of non-dominated solution the outcome of
a MOO is not one optimal point but a set of Pareto-optimal solutions that
represent the trade-off between objectives. A solution in a Pareto-optimal set
cannot be considered better with respect to others in the set without including
preference information to rank competing attributes. Interactive optimisation
tasks (see Sect. 3.6) can help the designer (i.e. the decision maker) to define
this ranking function.

This chapter develops a Pareto-optimisation method for use in real-world
optimisation problems. This method is based on coupling design performances,
expressed by objective functions and obtained by simulating the process to op-
timise, with approximation concepts [88,104,159,202] (see Chap. 4). Often the
numerical analysis to obtain the objective function considered is computation-
ally expensive, especially for large complex systems. Approximation concepts
may help to limit the required analyses during the optimisation. The basic
idea is to build approximation of the response-based objective functions and
constraints that can be easily evaluated by the optimiser, without resorting
to numerical analysis.
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The approximating model may be an interface that may also open new
ways to make the design optimisation of engineering system more controllable
and accessible compared with a direct coupling of optimisation and analysis.

Another important remark that should be stressed is that the method
presented gives a strong importance to the sampling of design variables to
generate good approximation models. The techniques presented are based on
Quasi-Monte Carlo sampling methods [183,246] (see Sect. 3.4.2). The sampling
plain of design variables is a somewhat well-distributed plain to maximise the
amount of information that can be obtained from a single numerical analysis.

This chapter shows how the Pareto-optimal set can be locally analysed
through Pareto sensitivity analysis to eventually restrict the field of search
of the final solution by the decision maker. This information is used by an
interactive method [166] that allows the designer to compare the first solution
with an alternative solution obtained by moving locally around the first solu-
tion. The final solution results from an interaction between the designer and
the optimisation software. During this process the designer learns the possible
performances of his system and can formulate in a satisfactory manner the
target of his project.

This chapter will be dedicated to explain the interactive optimisation
method and an illustrative example, based on the optimisation of a flywheel,
will be shown.

13.1 System Model

The example illustrates the use of the proposed interactive optimisation
strategies (Sect. 3.6). It deals with the design of a flywheel for enhanced
dynamic, cost and structural performance.

The general aim of the optimal design of this mechanical component is
to reduce, at a given rotational speed, the mass, the maximum stress and to
increase the energy stored by the flywheel. This problem has been studied
extensively in design literature [18, 84, 121, 131]. In this example the flywheel
profile is defined by a spline curve. Complete structural analyses of the fly-
wheel should be comprehensive both for the analysis of the shaft and the
analysis of the flywheel. For reasons of simplicity the analyses are confined
to wheel. The computation of the stresses of the structure is performed by
considering the axis-symmetric properties of the structure. The variable fly-
wheel thickness h(r) is considered small, so the stresses σz, τzr and τzθ can
be considered as null (see Fig. 13.1).

The forces acting on an infinitesimal volume of the structure are (see
Fig. 13.1) as follows:

Fr = σrhrdθ (13.1)
Fθ = σθ(h+ dh/2)dr (13.2)
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Fig. 13.1. Forces acting on a infinitesimal element of a flywheel having variable
thickness

Fm = ρω2r(h+ dh/2)dr(r + dr/2)dθ (13.3)

The equilibrium along the radial direction gives

−Fr + Fr +
dFr

dr
dr − 2Fθ sin

dθ

2
+ Fm = 0 (13.4)

by substituting Eqs. (13.1)–(13.3) and neglecting the second-order terms

d

dr
(σrhr) − σθh+ ρω2r2h = 0 (13.5)

that are identically satisfied by introducing a stress function [249]:

σr =
Γ

hr
(13.6)

σθ =
1
h

dΓ

dr
+ ρω2r2

By considering the relations between strain and displacements we have

εr =
du

dr

εθ =
u

r

that, by eliminating u, becomes

εr −
d

dr
(εθr) = 0 (13.7)

Consider the relationship between stress and strain
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εr =
1
E
σr −

ν

E
σθ

εθ =
1
E
σθ −

ν

E
σr

E is the Young’s modulus and ν the Poisson’s ratio. We can write Eq. (13.7)
as a function of σr and σθ.

σr − νσθ −
d

dr
(r(σθ − νσr)) = 0 (13.8)

We can perform the structural analysis by considering Eq. (13.8) only in the
stress function

r2
d2Γ

dr2
+ r
dΓ

dr
− Γ + (3 + ν)ρω2hr3 =

r

h

dh

dr

(
r
dΓ

dr
− νΓ

)
(13.9)

This equation cannot be solved analytically. This differential equation has
been solved by using a fourth-order Runge–Kutta method and imposing the
contour conditions at inner and outer radius (Γ (ri) = 0, Γ (re) = 0). All
integration points (h, dh/dr) necessary for the integration of Eq. (13.9) are
obtained by considering h as a spline function of the radius. The failure cri-
terion refers to Von Mises reference stress and is calculated by

σV M =
√

((σr − σθ)2 + σ2
r + σ2

θ)/2 (13.10)

If the stresses in the disk exceed the admissible value, failure occurs. The mass
M is given by

M = 2πρ
∫ re

ri

hrdr (13.11)

The kinetic energy K stored by the flywheel is obtained by the equation

K = πρω2

∫ re

ri

hr3dr (13.12)

13.2 Objective Functions

Optimising the flywheel design requires to maximise the kinetic energy and
to minimise weight and stress level (near the admissible value). The multi-
objective optimisation problem described is realised by transforming the ob-
jective function related to the maximum σV M = σV MM , the minimum mass
M and the maximum kinetic energy K into a vector to be optimised.
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Fig. 13.2. Cross-section of the flywheel. Definition of design variables and design
bounds

13.3 Design Variables

The design variables are defined as the coordinates of the control points of a
cubic spline (see Fig. 13.2). These control points define the thickness of the
flywheel over the entire area of the disk.

So we have the design variables vector (see Fig. 13.2)

xT = (x1, . . . , x8)
= (ri, re, rb, hi, he, hb, (dh/dr)i, (dh/dr)e)

by defining the smallest and the largest disk thickness respectively by hm and
hM we can formulate the multi-objective optimisation problem as

min
x


 f1f2
f3


 = min

x


 M

−K
σV MM




g1 = −hm + hmin ≤ 0
g2 = hM − hmax ≤ 0
g3 = −rb + ri −∆r ≤ 0
g4 = rb − re −∆r ≤ 0
g5 = σV MM − σadm ≤ 0 (13.13)

with design variables bounds:

0.02m ≤ ri ≤ 0.05m
0.1m ≤ re ≤ 0.2m
0.02m ≤ rb ≤ 0.2m
0.02m ≤ hi ≤ 0.05m
0.02m ≤ he ≤ 0.05m
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0.02m ≤ hb ≤ 0.05m

−1 ≤
(
dh

dr

)
i

≤ 0

−1 ≤
(
dh

dr

)
e

≤ 0

Problem (13.13) refers to a flywheel that must be constrained to stay in a
bounded volume and with maximum stress level equal to σadm(Table 13.1)
The objective function f2 has been defined equal to −K because the kinetic
energy has to be maximised.

Table 13.1. Flywheel problem data

hmin (m) 0.02
hmax (m) 0.05
∆r (m) 0.025
σadm (MPa) 280
ν 0.3
ω (rad/s) 1,570

ρ (kg/m3) 7,800

13.4 Results

The global approximation model was based on a radial basis function neural
network (RBFNN) (see Sect. 4.6.2). By using 2,048 points a Quasi-Monte
Carlo sequence has been integrated into the interactive Optimisation loop
(see Fig. 3.22).

The accuracy of the global approximation model is shown in Figs. 13.3–
13.5, where the comparison of the profile of a flywheel computed by using the
global approximation model is compared with that of the original physical
model.

As much as 106 extrapolated points were obtained from the global approx-
imation model to derive a set of non-dominated points close to the Pareto-
optimal set. This set has been used in the first step of the design process, to
choose a preferential starting solution for the interactive optimisation process
through a utility function. In this example, the utility function is defined (see
Sect. 3.5.1) by using as target values

• f̃1 the value of the mass of the flywheel (
∫

V
ρ dV ) with the minimum mass.

(x = (50mm, 100mm, 75mm, 20mm, 20mm, 20mm, 0, 0)). f0
1 = 3.678 kg.

• f̃2 the value of the maximum kinetic energy of the flywheel with maximum
kinetic energy ( 1

2

∫
V
ρr2ω2 dV )not considering boundaries on stresses. x =

(20mm, 200mm, 110mm, 50mm, 50mm, 50mm, 0, 0).
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Fig. 13.3. Cross-section of the flywheel with the minimum mass obtained by opti-
mising the global approximation model (‘-’) and the physical model (‘- -’)
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Fig. 13.4. Cross-section of the flywheel with the maximum kinetic energy obtained
by optimising the global approximation model (‘-’) and the physical model (‘- -’)

f0
2 = 120.9 × 1010 J.

• f̃3 the limit stress of the flywheel considering as flywheel material C40
steel (UNI 7845 maximum admissible stress 420 MPa) and a safety margin
of 1.5. So f0

3 = 280MPa.

An optimal flywheel shape has been found by using the global approxima-
tion model (Fig. 13.6, the stresses are also plotted).

After that an optimal solution was found, this optimal solution will be
taken into account as the reference optimal solution (‘R’). The interactive
optimisation procedure has been used where the designer explores the Pareto
set in the neighbourhood of the current optimal solution. The interactive
optimisation framework has been implemented in Matlab [153]. The solutions
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Fig. 13.5. Cross-section of the flywheel with the minimum level of stress (minimum
σrM ) obtained by optimising the global approximation model (‘-’) and the physical
model (‘- -’)
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Fig. 13.6. Cross-section and stresses of the flywheel that optimise the utility func-
tion (see Sect. 3.5.1) by using the global approximation model. This optimal solution
is taken as the reference optimal solution (‘R’ solution)

shown in Table 13.2 are those obtained by finding Pareto-optimal directions
that minimise mass, maximise the stored kinetic energy and minimise the
maximum stress.

Table 13.2 shows the results of the Pareto-optimal local sensitivity analysis
of the solution shown in Fig. 13.6. The designer can look at this value to have
an idea on how the direction in the predictor step (see Fig. 3.22) can influence
the original solution.
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Table 13.2. Pareto-optimal solutions obtained through utility function sensitivity
analysis (remember that ∆f2 > 0 means a kinetic energy decrease)

∆f1 (kg) ∆f2(J × 1010) ∆f3 (MPa)

Solution 1 –0.161 0.280 –4.844
Solution 2 0.044 –0.076 0.935
Solution 3 –0.111 0.194 –7.319

The ∆f1, ∆f2, ∆f3 (see 13.13) are variations with respect to the
reference optimal solution in Fig. 13.6

R 1 2 3
0

10

20

30

40

50

60

x 
1 

(m
m

)

x 
2 

(m
m

)

x  
3 

(m
m

)

x 
4 

(m
m

)

R 1 2 3
0

20

40

60

80

100

120

140

R 1 2 3
0

20

40

60

80

100

R 1 2 3
0

5

10

15

20

25

R 1 2 3
0

5

10

15

20

25

x 
5 

(m
m

)

R 1 2 3
0

5

10

15

20

25

30

x 
6 

(m
m

)

R 1 2 3
−0.3

−0.2

−0.1

0

x 
7 

R 1 2 3
−1

−0.8

−0.6

−0.4

−0.2

0

x 
8

Fig. 13.7. Design variables of the reference solution (R) found during the interactive
Pareto-optimal sensitivity analysis (Fig. 13.6). Solutions 1–3 refer to the correspond-
ing solutions 1–3, in Table 13.2

The reference optimal solution (together with the solutions 1–3 in Table
13.2) is finally presented with bar charts (Figs. 13.7 and 13.8). This way of
presenting the Pareto-optimal solutions clearly offers a better understanding
on the trade-offs.

Following the procedure introduced in Sect. 3.6, the designer can find
solutions 1–3 in Table 13.2 in a quick way, i.e. avoiding to complete the com-
putation of the Pareto-optimal solutions by means of the physical system
model but exploiting the global approximation model. In Figs. 13.9–13.11 a
comparison is presented between Pareto-optimal solutions obtained by using
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Fig. 13.8. Objective functions of the reference solution (R found during the in-
teractive Pareto-optimal sensitivity analysis (Fig. 13.6). Solutions 1–3 refer to the
corresponding solutions 1–3, in Table 13.2
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Fig. 13.9. Cross-section of the flywheel of Fig. 13.6 that optimises the utility func-
tion (see Sect. 3.5.1) by using the global approximation model compared to the
solution obtained by using the prediction solution expressed by Eq. (3.58) choosing
the direction that minimises more the flywheel mass and to the corrected solution
obtained by solving the problem (3.59)
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Fig. 13.10. Cross-section of the flywheel of Fig. 13.6 that optimises the utility
function (see Sect. 3.5.1) by using the global approximation model compared to the
solution obtained by using the prediction solution expressed by Eq. (3.58) choosing
the direction that maximises more the flywheel kinetic energy and to the corrected
solution obtained by solving the problem (3.59)
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Fig. 13.11. Cross-section of the flywheel of Fig. 13.6 that optimises the utility
function (see Sect. 3.5.1) by using the global approximation model compared to the
solution obtained by using the prediction solution expressed by Eq. (3.58) choosing
the direction that minimises more the flywheel maximum stress and to the corrected
solution obtained by solving the problem (3.59)
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Fig. 13.12. Cross-section of the flywheel of Fig. 13.6 that optimise the utility
function (see Sect. 3.5.1) by using the global approximation model compared to the
alternative solution of Figs. 13.7 and 13.8.

the prediction framework presented in Sect. 3.6 (and shown in Figs. 13.7 and
13.8, also see Fig. 13.12) and Pareto-optimal solutions obtained by the global
approximation model.

The designer can choose one of the solutions and eventually continue the
Pareto sensitivity process proposed until a satisfying solution has been ob-
tained.
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steering control. In: Proc. IEEE Conf. Control Appl (IEEE, Albany, NY, 1995)
194. H.B. Pacejka: Tyre and Vehicle Dynamics (Elsevier, Amsterdam, 2006)
195. H.B. Pacejka, E. Bakker: The magic formula tyre model. In: Proc. 1st Tyre

Colloquium, Delft, 1991
196. H.B. Pacejka, T. Takahashi: Pure slip characteristics of tyres on flat and on

undulated road surfaces. In: AVEC 1992 (1992)
197. G. Pahl, W. Beitz, Engineering Design: A Systematic Approach, 2nd edn.

(Springer, London, 1996)
198. R. Panagin: La dinamica del veicolo ferroviario (Levrotto & Bella, Torino,

1990)
199. R. Panagin: Il fattore di accrescimento nei rotabili tradizionali e innovativi

veloci. Ingegneria Ferroviaria 4 (1996)
200. P.Y. Papalambros, D.J. Wilde: Principles of Optimal Design (Cambridge Uni-

versity Press, Cambridge, UK, 2000)
201. V. Pareto: Manuale di economia politica (Societá Editrice Libraria, Milano,
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torsional mode 317
total Sensitivity Index 52
track/wheel damage 287
traction control 215
trade-off 39, 43
training 109
transient tyre behaviour 193
Tsai-Hill 317
tyre 191
tyre characteristic 191, 193, 216
tyre cornering stiffness 159
tyre force 191
tyre radial stiffness 122

unconstrained minimisation 75
understeer–oversteer 199
uniformity 58
uniformly distributed sequences 14,
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Index 359

unsprung masses 193

upper bounds 33

utility function 83

utopia 10

utopia point 42

Value paths 97

variance-based methods 50

vehicle life 286

vehicle model 192

vertical acceleration 266

weak Pareto-optimality 42
weight 109
weighted sum 79
wet road 216
Weyl 58
wheel mass 122
wheelsets 285
wind gust 219
working space 121, 143

yaw acceleration 171
yaw rate 201


