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Preface

Since the first DIISM conference, which took place 9 years ago, the world has
seen drastic changes, including the transformation of manufacturing and
engineering software, and the information and communication technologies
deployed. The conditions for manufacturing and engineering have changed on a
large scale, in terms of technology-enabled collaboration among the fields of
design, engineering, production, usage, maintenance and recycling/disposal.
These changes can be observed in rapidly-growing fields such as supply chain
management. As for production technologies at factory floors, new visions on
human-machine co-existing systems involve both knowledge management and
multi-media technologies. Therefore, because of these changes, the importance
of information infrastructure for manufacturing has increased, stunningly.
Information infrastructure plays a key role in integrating diverse fields of
manufacturing, engineering and management. This, in addition to its basic role,
as the information and communication platform for the production systems.
Eventually, it should also serve the synthetic function of knowledge
management, during the life cycles of both the production systems and their
products, and for all stakeholders.

Over the past decade, the conference objectives have reflected changes of the
engineering, manufacturing and business processes due to the advancements of
information and communication technologies. The Fifth International
Conference on Design of Information Infrastructure Systems for Manufacturing
(DIISM 2002) held November 18-20, 2002 at Osaka University, in Osaka
carried the theme: “Enhancing Engineering and Manufacturing Knowledge and
Skill Chains in the era of Global Communications”. The theme expresses both
the wide scope and the technical depth that we are faced with in designing the
information infrastructure for manufacturing. Yet, the globality and
connectedness of the economic fabric and its problems obliges us to contain it...
a mission impossible? Yes, if we stick to the traditional divide of
mono-disciplinary academia and product-by-product industry. But do we have
an alternative? Let us recall Hiroyuki Yoshikawa’s vision of technical
cooperation transcending cultural differences (among nations and among
industry and academia) as set out in his keynote address to the  DIISM in
Tokyo, November 1993. This vision has been guiding the global research
programme on Intelligent Manufacturing Systems (www.ims.org) . Over its five
editions the DIISM working conferences have enjoyed very valuable
contributions from several industry-led IMS projects such as Globeman 21, Next
Generation Manufacturing Systems, Holonic Manufacturing Systems, Gnosis,
Globemen, Mission, Humacs and Prodchain. The DIISM community has been
honored to include these projects’ contributions, facilitating interchange of ideas
within these projects and with others outside of the projects.

The information infrastructure supportive of improving the state
of “manufacturing industries as a whole” as Yoshikawa described it, must draw
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on both academic and industrial excellence, vision, knowledge, skill and ability
to execute. It must support a wide range of scenarios, and involves an ever
growing variety of devices, software and knowledge.

At the conference a great number of prominent experts from both academia and
industries have presented significant results, approaches, knowledge, scenarios,
and prototypes. Reworked versions of most of the presented papers are grouped
into four parts: Generic Infrastructure Components, External Collaboration,
Factory Floor Infrastructure and Man-System Collaboration. Applying principles
of architecture descriptions for evolutionary software intensive systems. An
introductory paper explains the DIISM problem statement and this book’s
structure.
As a whole, this compilation will be a great source of information, providing
guidance toward design, implementations and utilization of information
infrastructure for manufacturing.

The conference was sponsored by the International Federation of Information
Processing (IFIP), through Working Groups 5.3 (Computer Aided
Manufacturing) and 5.7 (Computer Applications in Production Management).
The working conference would not have been a success without the help and
hard work of many volunteers. First, we thank the members of the Organizing
Committee. Further thanks go to the authors, the members of the International
Program Committee and the conference participants for their contribution to the
success of the conference and this book.
In conclusion, we strongly hope that this book will have a useful shelf life, and
becomes another step towards solving problems of a fabric that we all share.

The editors,
Eiji Arai,
Jan Goossenaerts
Fumihiko Kimura
Keiichi Shirase
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ENHANCING KNOWLEDGE AND SKILL
CHAINS IN MANUFACTURING AND
ENGINEERING
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Fumihiko Kimura5
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Abstract: This introductory paper to the volume explains the DIISM problem statement
and applies principles of architecture descriptions for evolutionary systems
(IEEE 1471-2000) to the information infrastructure for engineering and
manufacturing. In our vision, knowledge and skill chains depend on
infrastructure systems fulfilling missions in three kinds of environments: the
socio-industrial domain of society and its production systems as a whole, the
knowledge domain for a scientific discipline, and the sectorial domain, which
includes the operational entities (companies, organisational units, engineers,
workers) in engineering and manufacturing. The relationships between these
different domains are captured in a domain paradigm. For companies, the
original scope for infrastructure systems was the factory floor and the
engineering office. Recently the scopes of external collaboration and of man-
system collaboration have gained importance. Within each of the four
identified scopes a system can offer services to different operational levels:
operations, development or engineering, and research. The dimensions of
scope and service level are briefly explained in relation to the architecting of
an infrastructure. Papers are grouped according to their contribution to an
infrastructure scenario or to an infrastructure component.

Keywords: architecture, engineering, information infrastructure, manufacturing
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1. INTRODUCTION

The context of engineering and manufacturing has witnessed a striking
expansion: from the product at the workshop during the workday of the
craftsman, towards the portfolio of products and services, the resource base,
and the business processes of the globally operating virtual enterprise.
Simultaneously, the set of information-based tools, supporting the
knowledge and skill chain has expanded: from the paper, pen and ruler to
computer-and-communications aided applications for a growing range of
functions (“CCAx”), with their impacts ranging from the core
manufacturing process, over intra- and inter-enterprise integration, to the
supply chain and the total life time of the extended product.

Computer-and-communications applications do well support many of the
engineering, manufacturing and business functions that are key to
manufacturing excellence and product success. But still, the engineering and
manufacturing knowledge and skill chain shows many inefficiencies and
hurdles. Therefore research and technology development on information
infrastructure is ongoing, addressing a.o. information architectures,
methodologies, ontologies, advanced scenarios, tools and services. This
research is driven by the insight that throughout an integrated life cycle of
products and enterprises, the manufacturing knowledge and skill chain
sources information from globally distributed offices and partners, and
combines it with situational awareness, local knowledge, skills and
experience to initiate decisions, learning and action. Hence the top-level
objective of the information infrastructure: enhancing knowledge and skill
chains.

But how to design the information infrastructure that manages
knowledge, information, data, and related services and tools that are shared
by the different autonomous entities collaborating in the socio-economic
fabric? Because the collaborators are part of different enterprises and
economies, the information infrastructure is not regarded as a long-term
differentiator in the business strategy of any enterprise. The infrastructure
rather is a common enabler for the globalizing enterprise networks and
professionals. For these entities, the common services matter at different
levels of aggregation: for the external collaboration, for the teams and
machine devices working in the factory or office, and for each person
working in one or more enterprises. Hence the scope of this book:
information infrastructure systems and services for any level of aggregation
in the engineering and manufacturing knowledge and skill chain.
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2. AN INFRASTRUCTURE PROBLEM?

A series of IFIP TC5 WG 5.3/5.7 working conferences has been
dedicated to the design of the information infrastructure systems for
manufacturing [1,2,3,4]. At this working conference, building on recent
research results and the results reported at and discussed at the previous
conferences, contributions demonstrated a rich combination of breadth and
depth, academic focus and industrial relevance. As multiple and more
capable components are being developed, the gap grows between scenarios
that are possible theoretically and experimentally and their practical
realization and application. Unless a sound information infrastructure gets
deployed, the chaining of the new scenarios will meet problems of quality,
of interoperability of data, and of the scaling and combination of knowledge.
How to offer continuity of service, the ubiquitous reuse of data and
knowledge, and continuous interoperability while seizing new scenarios, as
companies compete, stakeholders evolve and new technologies emerge?

Contributions to this volume address components and scenarios of
future knowledge and skill chains, as seen from the viewpoints of many
expert researchers in engineering, manufacturing and information
technology. Traditionally, in industry, the integration of such components
and scenarios is performed at companies. Today, and for the future, the
globality and connectedness of the economic fabric and its problems oblige
the research community to also address these chains supportive of
improving the state of “manufacturing industries as a whole”.

3. ARCHITECTING THE INFRASTRUCTURE

Architecture is defined in IEEE 1471-2000 [5] as “the fundamental
organization of a system embodied in its components, their relationships to
each other, and to the environment, and the principles guiding its design and
evolution”. Every system has an architecture which can be recorded by an
architectural description (AD) consisting of one or more models. The
viewpoints for use selected by an AD are typically based on consideration of
the concerns of the stakeholders to whom the AD is addressed.

Modelling techniques support communication with the systems stake-
holders, prior to system implementation and deployment. Methodologies
and tools come available for the model driven building and deploying of
information systems and information infrastructures.

The relevance of architecting for the infrastructure addressed in DIISM
derives from its life cycle focus: architecting is concerned with developing

3



4 Knowledge and Skill Chains in Engineering and Manufacturing

satisfactory and feasible systems concepts, maintaining integrity of those
system concepts through development, certifying built systems for use and
assuring those system concepts through operational and evolutionary phases.
This is important as the domain of engineering and manufacturing is
immensily complex, diverse and evolving. Where infrastructure sub-systems
fulfill missions in different scopes, these systems should co-evolve and their
architectures be aligned. Their AD’s should be based on stable viewpoints.

Figure 1. Three operational levels to serve

The four different scopes for which scenarios must be supported are the
natural & socio-economic domain (DP – domain paradigm), the external
collaboration (EC) among enterprises, the factory floor (FF), and the man-
system collaboration (MS). In each scope systems evolve: problems and
stakeholder needs are observed and analysed in the AS-IS, requirements
analysis and design deliver an extended or new specification, development
and implementation deliver the TO-BE operational system which is
monitored for the occurrence of new problems.

Each of the four views in Figure 1 offers services to the above scenario
of systems evolution. The epistemic view offers an ontological stratification
that structures the design space within which intentions, models and
operational systems evolve. The research view offers epistemic
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stratification (one strata per scientific discipline such as logistics, mechanics,
chemistry, and ergonomy) that structures the design criteria (constraints)
that must be met in modifying or creating the operational system. The
engineering view merges constraints and contributions from ontological and
epistemic strata to obtain new operational capabilities. In the operations
view repeating tasks are performed, in accordance with the models
developed; these models define operations that meet the hard laws of nature,
the more soft laws of the socio-economic fabric, and the soft design criteria.
Both the engineering and operations view show sectorial stratification
which is for instance reflected in the STEP Application Protocols.

Assuming that a stable (meta-)model of the epistemic view exists, and
that it rarely needs overhauls, the remaining infrastructure services are
classified into three levels: Operations Level (OL): for the AS-IS operations
(engineering or manufacturing processes); (Re-) Engineering Level (EL):
for the (re-) engineering collaborations linking AS-IS operations and
development for certain context to achieve the TO-BE operations; and
Research Level (RL): research and the deployment of scientific knowledge
pertaining to OL processes and EL collaborations.

4. INFRASTRUCTURE DESIGN AT DIISM 2002

Each infrastructure sub-system is a software intensive systems that could
be developed using the widely used 4+1 view model of Kruchten[6]. The
alignment of the architecture descriptions of these infrastructure sub-
systems would benefit from a maximal reuse across those views, in
accordance with the subsidiarity principle.

The best opportunities for such reuse are in the epistemic view which
covers Kruchten’s logical and process views, and in the research view. The
domain paradigm would consist of universally applicable models. The
domain paradigm embodies the ontological stratification of the natural &
socio-economic domain, the epistemic stratification of our (scientific)
knowledge, and the separation of operations, engineering and research
scenarios in our activities. Part I of these proceedings contains the DIISM
2002 contributions that pertain to the epistemic view, the domain paradigm
and the research view. Comparing with the present day best practice, the
epistemic view and the domain paradigm could be taken into consideration
when developing a generation structure for STEP’s Generic Resources.

With the availability of reusable domain-level infrastructure components,
the focus in the scopes of EC, FF and MS is on their differentiating aspects
and scenarios. Part II, III and IV contain the DIISM 2002 contributions on
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External Collaborations, the Factory Floor Infrastructure and the Man-
System Collaboration. In each of these parts both Engineering Level and the
Operations Level contributions are included.

4.1 Part I – Generic Infrastructure Components

This part contains the contributions that address viewpoints or services
that in principle can be shared by all scopes (society, external collaboration,
factory floor and man-system collaboration). It includes papers on the
information infrastructure requirements, on the domain paradigm and on the
epistemic viewpoint. Papers on research level services are also included
because in principle, they can be shared by all scopes at operations and
engineering level.

Kimura proposes basic approaches for managing life cycle support
information, considering requirements such as flexible extensibility,
distributed architecture, multiple viewpoints, long-time archiving and
product usage information. Goossenaerts applies an architecting approach to
derive specifications of a model-driven information infrastructure.

The domain paradigm is addressed from three different viewpoints. The
intensification of service and knowledge contents within product life-cycles
is addressed in four papers.

Shimomura and Tomiyama propose a service modelling technique that
can represent services with subjective properties. Jansson and Thoben
introduce the extended products paradigm and illustrate it with examples
from the IMS GLOBEMEN project. Salkari et al. discuss the management
of product information of process plants, complex one-of-a-kind products.
Mills and Goossenaerts present the architecture of a product knowledge
environment that is based on computational contexts.

Two papers focus at software intensity at the shop floor, and how to cope
with it. Kanai et al. propose an object-oriented design pattern approach for
the seamless modeling, simulation and implementation of distributed control
systems (DCS). Matsuda et al. present an interoperability framework and
manufacturing software capability profiling methodology.

External collaboration is addressed by Nienhaus et al. who propose a
supply chain modelling approach which enriches the SCOR model with
product-related and financial information.

The epistemic viewpoint is addressed in three papers with a
complementary focus, Itoh et al. illustrate the Multi-Context Map (MCM)
and Collaborative Linkage Map (CLM) and interprete these enhanced
process-modelling constructs in the collaboration stratum, the workflow
stratum and the state-transition stratum. Abramov et al. address ontological
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stratification and apply it in agent system design. Yagi et al. address
behavioural aspects in their paper on logics of becoming in scheduling.

A first paper addressing research level services is by Kryssanov et al.
who develop a new theory of communication to explain computer-mediated
communication, which in the future will also involve products such as cars.
Another paper is by Lee et al. who investigate the relationship between
media choice and end-user belief on help desk service. They validate the
Mediqual constructs: reliability, empathy, assurance, tangibles, and
responsiveness as new belief criteria on media users’ satisfaction.

4.2 Part II – External Collaboration

The papers addressing engineering level services for external
collaboration cover a wide range of topics.

Two papers address inter-enterprise engineering collaboration.
Kawashima et al. describe the Distributed Engineering Environment
prototype that was developed as a part of the IMS Globemen project.
Ratchev and Medani propose a new STEP AP224 EXPRESS based data
model to facilitate the exchange of part and process data during the early
design process.

Simulation in external supply chains or virtual enterprises is the topic of
three papers. Mertins and Rabe describe a tested platform for performing
distributed simulations using the High Level Architecture (HLA, IEEE
1516) while keeping the participating enterprise models private. Hibino and
Fukuda describe and illustrate the use of an adapter and user support system
between manufacturing simulators and Runtime Infrastructures based on the
HLA. Nakano et al. propose a method and its tool to navigate the designers
through the engineering process and generate the simulation model
automatically from the design results.

The remaining five papers on engineering level services have a focus on
the engineering of logistic and engineering networks and related
management problems.

Zhou et al. discuss the knowledge management issues in the development
of VIEWBID, a web-based system for supporting online bidding document
preparation for global engineering and manufacturing projects. Laakman
presents a reference model based guideline for logistics engineers. The
guideline is supported by a collaborative knowledge management
application. Alard et al. describe a framework for the strategic evaluation
and planning of the deployment of internet-based procurement solutions for
direct materials. Nishioka et al. propose the SUPREME architecture which
supports web-based virtual enterprise design and collaborative planning and
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scheduling. Zhou et al. present a review of state-of-the-art tools and methods
that can be used to manage risks in multi-site engineering projects. They
then propose a risk management roadmap that can provide guidelines for
project managers.

Three papers address operations level services in the context of external
collaboration. Kimura et al. propose the ASSIST concept, a manufacturing
support system that – for multi-vendor manufacturing systems – combines
maintenance services with consulting services by engineering companies
and machine tool vendors. Hartel et al. describe a model that will enable
service enterprises to team up with external partners and fulfill services
collaboratively. Kamio et al. discuss and illustrate a scheme that allows all
parties involved in the maintenance of a chemical plant to form a service
enterprise, whenever a maintenance service is necessary.

4.3 Part III – Factory Floor Infrastructure

Papers in this part address engineering and operation level services for
the factory floor. The architecture of the factory floor infrastructure is
addresssed in two papers. Mo and Woodman describe the development of an
integrated web-based CIM environment called J-MOPS: based on the MOPS
philosophy it can intelligently transform CAD information into machine
programs while simplifying system requirements for the user and removing
the dependency on platforms. Using the Glue Logic, Takata and Arai design
a real-time data gathering system for manufacturing lines. A Scalable
Intelligent Control Architecture permits expansion of the control system, in
spatial dimension and in intelligence.

Two papers present advanced scenarios in process planning and CAM.
Muljadi et al. propose a feature set creator that can lead to the generation of
multiple process plans in support of flexibility in shop floor scheduling.
Narita et al. propose and verify a two-stage strategy for automatic and
interactive modification of NC program using the VMSim cutting process
simulator.

Scheduling of distributed production systems is the topic of three papers.
Shirase et al. use HLA to achieve a distributed scheduling simulation for
dynamic work assignment and flexible work group configuration. Sashio et
al. study the data handling mechanism of a distributed virtual factory that is
constructed by integrating area level simulators in a manufacturing system.
Iwamura et al. propose a new real-time scheduling method to select a
suitable combination of resource holons and job holons to carry out the
machining process.
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To support operators in improving the makespan of an existing Job Shop
schedule, created with a heuristic algorithm such as Tabu search, Tsutsumi
and Fujimoto propose a tool for sensitivity visualization of the critical path.

Wang and Chu study the requirements of the enterprise-wide integration
of managerial and automation systems in a petroleum refinery.

4.4 Part IV – Man-System Collaboration

Papers in this part address engineering and operation level services for
man-system collaborations. Mizugaki et al. present a computer aided
instruction system (CAI) for NC lathe programming. Multi-media objects
including movies, animations, pictures and sound are used in web-browser
based training procedures. Following tests with beginners, the efficiency and
usefulness of the CAI system is discussed.

Fukuda et al. describe the development and test of a prototype Web-
based Instruction system using the wearable computer. The web-applications
include time estimation, simulator, active instruction manual system and a
posture acquisition system.

Imai addresses the model-based description of human body motions of
factory workers performing their work, and how to use the resulting
evaluations in manufacturing process design. For the purpose of accurate
posture and motion detection by multiple video cameras, Sakaki et al.
describe a calibration technique for use in combination with Model based
Motion Capture.

Jianhua and Fujimoto propose a Bayesian decision model for the
identification of human behaviour in manufacturing on the basis of
manufacturing history data. The latter data is converted to a non-parametric
distribution over a feature vector by using a binary division method.

5. POST CONFERENCE GAPS

Following the DIISM 2002 conference the research and technology
development challenge is to further integrate multiple advanced scenarios
and components into true knowledge and skill chains. The engineering and
manufacturing infrastructure should support such vertical and horizontal
chains, ensuring data consistency, reuse and interoperability as operations,
engineering and research proceed within the scopes of man-system
collaboration, factory floor and external collaboration.

In line with good practice in software systems development, three
milestones could be identified for the information infrastructure: the life-
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cycle objectives (LCO), the life-cycle architecture (LCA), and the initial
operational capability (IOC). These milestones could structure the research
and technology development activities that should also include:

The development and validation of the Epistemic View. Overarching
tasks in this validation are the development of a Domain Paradigm and
the definition of Research Level services. For these tasks, the papers in
part I offer a baseline from where to proceed.
The scripting of the scenarios from Parts II, III and IV using the
conceptual models of the Epistemic View, the Domain Paradigm and the
Research Level services (reference models). For available components,
the development of application protocol interfaces is recommended.
The linking of scenarios and components into operational knowledge and
skill chains, and their deployment in industry.
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Abstract: For proper management of total product life cycle, it is fundamentally
important to systematize design and engineering information about product
systems. For example, maintenance operation could be more efficiently
performed, if appropriate parts design information is available at the
maintenance site. Such information shall be available as an information
infrastructure for various kinds of engineering operations, and it should be
easily accessible during the whole product life cycle, such as transportation,
marketing, usage, repair/upgrade, take-back and recycling/disposal. Different
from the traditional engineering database, life cycle support information has
several characteristic requirements, such as flexible extensibility, distributed
architecture, multiple viewpoints, long-time archiving, and product usage
information, etc. Basic approaches for managing engineering information
infrastructure are investigated, and various information contents and associated
life cycle applications are discussed.

Key words: Engineering Information Infrastructure, Product Life Cycle Management,
Digital Engineering

1. INTRODUCTION

Due to the very severe competition in global market and rapid
technological progresses, manufacturing industry is now facing fundamental
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changes and renovation of its operations and organizations. There are several
keywords which characterize such new trends of manufacturing:

very short time-to market,
quick and drastic changeability,
customer-pull production instead of manufacturer-push,
service production instead of product production, etc.

By thorough adoption of such trends, it becomes possible to achieve highly
efficient manufacturing and large reduction of various kinds of losses for
time, cost, human and physical resources.

Based on the above consideration, a vision for future manufacturing is
summarized as shown in Figure 1. According to very strong social demands
and constraints, environmental consideration should direct manufacturing
activities into more resource-saving and environmentally benign manners. At
the same time manufacturing industry must be competitive to survive in very
severe global market, as discussed above. Information technology is clearly
an enabler to accommodate both requirements, and to lead to a new
manufacturing paradigm: from product manufacturing to function or service
manufacturing.

Figure 1. Vision for Future Manufacturing.

In such new manufacturing paradigm, where service providing plays an
important role, it is essential to realize an engineering information
infrastructure, which is shared by all stakeholders of manufacturing, such as
manufactures, users, society, etc. Engineering information infrastructure
should contain all aspects of product and production related information, and,
as a ubiquitous information environment, can be utilized for optimally
efficient usage of products. Therefore, design of information infrastructure
systems for manufacturing is one of the most keen issues for future
manufacturing.
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In this paper, characteristics of future manufacturing are briefly discussed.
As a core technology for future manufacturing, life cycle management and
modeling are explained. And some examples of practical approaches for
engineering information infrastructure are shown.

2. FUTURE VISION FOR MANUFACTURING

There are many issues for realizing competitive and environmentally
benign manufacturing for the future:

how to achieve drastic reduction of lead time to market,
how to achieve agile changeability under rapid technology
progresses and market fluctuations,
how to achieve efficient negotiation and collaboration activities in
global environment,
how to efficiently generate and reuse intelligent resources,
how to achieve comprehensive automation based on mature
technology,
how to achieve quick-response production through customer-pull
processes,
how to increase value-addition by mass-customization or tailor-made
production,
how to adapt to and to maintain variety of product usage, etc.

For solving all such issues, engineering information infrastructure for
product life cycle is mandatory. Particularly it is important to support
information sharing in the early planning stages of manufacturing and after-
sales/service stages, as shown in Figure 2.

It is also important to install appropriate mechanisms for total life cycle
management of engineering knowledge based on information technology
based infrastructure, as shown in Figure 3. For competitiveness of
manufacturing, it is essential to create new innovative knowledge, but at the
same tine, it is important to systematize such innovative knowledge.
Innovative knowledge gradually becomes mature, and it is important to
manage such mature knowledge and to reuse it for efficient manufacturing.
For such life cycle management of knowledge, engineering information
infrastructure plays a very essential role. Here are some critical issues for
knowledge management:

early and lossless capturing of knowledge,
flexible knowledge sharing,
transparency for knowledge evolution,
re-usability of knowledge, etc.
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Figure 2. Value-Additive Processes in Manufacturing.

Figure 3. Life Cycle Management of Engineering Knowledge.

Those issues need to be fully investigated for engineering information
infrastructure.

Based on such information infrastructure, various kinds of manufacturing
activities can be loosely integrated or federated, and new service oriented
manufacturing can be organized, as shown in Figure 4. There are different
kinds of “Factories” with different focuses on life cycle stages. “Service
Factory” provides services to end customers, “Inverse Factory” accepts used
products for reuse/recycling, and “Automated Factory” produces mature
goods for daily life. “Innovation Factory” offers new knowledge and
technology to other Factories. Based on comprehensive information
infrastructure, various kinds of new manufacturing activities can be easily
visualized.
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3. LIFE CYCLE MANAGEMENT AND MODELLING

In total life cycle of products, product usage phase is becoming more and
more important. As shown in Figure 5, product usage phase includes many
activities, such as repair, upgrade, refurbishment, etc. It can be said as
another kind of manufacturing or extension of traditional manufacturing. It is
a crucial issue how to rationalize such new manufacturing activity for
environmentally conscious manufacturing.

In practice, products are not used as designers plan, and many
inefficiencies happen, such as:

unexpected early disposal of products,
non-use or idle products in users’ hands,
long-term use of old inefficient products, etc.

All those are primarily due to the lack of communication and common
understanding between users and manufacturers. Therefore it is important to
set up common information infrastructure, and to integrate product life cycle
design and management activities with product design activity, as shown in
Figure 6.

Figure 4. New Manufacturing based on Information Infrastructure.
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Figure 5. Total Product Life Cycle Management.

Figure 6. Product Life Cycle Design.

For proper life cycle management, product life cycle modelling is
important, which includes modelling of product deterioration during
usage[1]. Based on deterioration simulation, life cycle design and
management can be rationalized based on computer supported technology.
An approach to deteriorated behaviour simulation is shown in Figure 7.
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Figure 7. Modelling of Deteriorated Behaviour.

An example of total life cycle modelling for elevator maintenance planning
is shown in Figure 8[2]. A core of this model is Failure Model of Elevator
and Monitoring Unit for elevator operations.
Much of such model information comes from elevator design activity, and it
is clearly important to share engineering information among various stages
of product life cycle.

Figure 8. Life Cycle Modelling for Elevator Maintenance.
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4. ENGINEEREING INFORMATION
INFRASTRUCTURE

After many years of research and development about computer aided
technology for product development, such as CAD/CAM/CAE, engineering
databases and PDM, it is now feasible to consider the total integrated support
of product creation processes by computer. As a basis for such
comprehensive support, total life cycle modelling is important, from product
planning, through product creation, production preparation, usage support
and down to reuse/recycling/disposal. Such whole life cycle modelling is
summarized in Figure 9, where some modelling is well developed in relation
with product and process engineering, whereas some other modelling is still
in primitive stage, such as deterioration modelling, reliability modelling,
functional modelling, etc.

Figure 9. Total Product Life Cycle Modelling.

For construction of engineering information infrastructure for
representing total life cycle models, the following points shall be noted:

Hierarchical systematization of related engineering knowledge is
necessary. As a basis of generic information infrastructure, basic
engineering concepts shall be systematically organized.
Modelling framework shall be flexible enough to enable loose and
evolutional federation of various kinds of modelling information.

For modelling framework, there are many critical issues remaining:
how to integrate or federate various kinds of models, such as shape,
engineering constraints, product configurations, etc.,
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how to manage modelling processes in dynamically evolutional and
collaborative environment,
how to systematize information infrastructure based on generic
primitive models, etc.

The above issues are theoretically very complicated and difficult. However
there are many practical development activities for coping with these issues.
One recent example is iViP development supported by German
government[3]. A similar approach is pursued in Japanese project[4], and is
shown in Figure 10. Here a common information bus is constructed, and
available information resources can be connected to this bus via a generic
wrapper mechanism.

Figure 10. Software Integration Platform for Engineering.

5. CONCLUSION

Future manufacturing could be more competitive and environmentally
benign due to change of paradigm from products to services. This paradigm
change can be realized by intimate information sharing among all
stakeholders of manufacturing based on engineering information
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infrastructure. Engineering information infrastructure facilitates rationalized
life cycle management of products, particularly at the product usage phase.

In recent years, such life cycle management becomes popular, and
practical implementation is emerging under the concept of PLM (Product
Lifecycle Management). However there are still many open issues for
powerful implementation of engineering information infrastructure, for
example:

consistent modelling of engineering semantics throughout the total
product life cycle,
various information modelling standards for federating multiple
models,
light-weighted frameworks for information representation and
management.

In the future, engineering information infrastructure will be merged in the
social information infrastructure, and will become fundamental industrial
backbone for advanced countries.
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Abstract: A model driven architecture (MDA) approach is applied to the architecting of
a Ubiquitous and Model-driven information Infrastructure (UMI). Our focus
is on the stakeholders of the ubiquitous infrastructure, the distinction between
the infrastructure, the enterprises and applications accommodated by it, and
the dependencies among the conceptual models at different levels. A small
example illustrates the proposed concepts and constructions.
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1. INTRODUCTION

There is an increasing understanding of modeling techniques and their
support for communication with the stakeholders in (information) systems,
prior to systems implementation and deployment. As a result,
methodologies and tools come available for the model driven building and
deploying of information systems and software applications. The recent
OMG-proposed [1] Model Driven Architecture (MDA) puts the model, a
specification of the system functionality, on the critical path of software
development, prior to the implementation of that functionality on a specific
technology platform. “The MDA approach and related standards allow a
same model to be realized on multiple platforms, and allows different
applications to be integrated by explicitly relating their models, enabling
integration and interoperability and supporting system evolution as platform
technologies come and go. ”
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Accepting a model driven approach, this paper separates three levels at
which to apply MDA: the enterprise, the application and the information
infrastructure. Most publications on MDA [2] target application
development, and publications on information infrastructure tend to focus on
the ICT platform and its performance. Complementary to these other
contributions, this paper focuses at models and architecting at the
information infrastructure level, and at the consequences for enterprise and
application development of using infrastructure level models.

2. ANCHORING ARCHITECTURE BY MODELS

Intuitively, the vision of a model driven architecture can be linked to a
combination of Boehm’s Win-win Spiral model [3] and Kruchten’s 4+1
view model [4] of (software) systems architecture. The Win-win spiral is
used to ensure that the end-users drive the architecture and development
work for the whole duration of the project. The model also introduces
milestones to anchor the development process, and to assess and mitigate
risks. The 4+1 view model is adopted because projects are situated in an
engineering context where a large portion of specifications (expressed as
models), software systems and data, and hardware systems are (re-) used
and/or have to inter-operate (in a software intensive system), and evolve
over time.

Figure 1. A re-engineering spiral anchored by views and models
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The UML offers modeling constructs for each of the 4+1 views. In a
modified approach we use a conceptual (pseudo) collaboration model (pCM)
combining notational elements from high-level Petri nets (HLPN), IDEF-0,
and UML activity diagram. Our notion of collaboration is similar to that of
ebXML (http://www.ebxml.org/specs/). The hierarchy of activities is
specified using a parent-child connector which is frequently used in
product structures. A swimming lane layout separates the activities to be
performed in the different roles with a controlling stake in the collaboration.
The input, output, control and support conventions of the IDEF-0 generic
activity model are applied, they connect the activity with (Petri-net-like)
places containing an expression (over the entity model) that indicates which
entities are involved in the activity. Figure 3 illustrates the collaboration
modeling technique. The Integration Specification deals with the integration
and aligning of the different collaboration models. All models in the
conceptual model block are platform independent models (PIM) in the sense
of MDA. The platform specific models (PSM) are part of the physical view:
the ICT platforms need them to carry out their share of the work.

Assume now that there is an existing system (AS-IS) that needs to be
improved. Then the re-engineering spiral in Figure 1 is model enabled:
problem analysis delivers additional stakeholder needs, requirements
analysis and design deliver extended or new collaboration models, optionally
with refinements in the entity models, and a new integration specification.
The latter is an input to the development and implementation to deliver the
TO-BE physical realization.

3. UMI, COMMUNITIES AND APPLICATIONS

An information infrastructure consists of the information models, data,
and information processing services and tools that are shared by the different
autonomous entities that collaborate or interact in a community or society.
The trend towards a ubiquitous information infrastructure builds on the
connectivity and low-cost high-performance computing and communication
facilities provided by computers, the Internet and wireless communications,
ranging from Bluetooth to satellite-based. A UMI is defined for and
embedded in a society to support all the society’s members and communities.

The term society is used here with the meaning of “all people,
collectively, regarded as constituting a community of related, interdependent
individuals”. A community is “a group of people having interests or work in
common, and forming a smaller (social) unit within a larger one.” This
definition thus covers enterprises, public bodies, sports clubs, schools,
hospitals, etc. All members of a society are persons with equal rights and, in
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principle, the ability to use the UMI. Each person may belong to several
communities. A community has no member outside society.

Typically, each community will enact processes and install applications
to sustain its interests. Maybury for instance, describes Collaborative Virtual
Environments for distributed analysis and collaborative planning for
intelligence and defense [5]. The DIISM conferences have been dedicated to
the design of the information infrastructure systems for manufacturing and
engineering enterprises. Virtual communities in relation to Peer-to-Peer
collaboration architectures are discussed in [6]. Table 1 lists products and
artifacts that typically are involved when the re-engineering spiral is applied
at the levels of infrastructure, community and application.

Whereas the development and physical view components in Table 1 are
working systems or accepted standards, most of the infrastructure level state-
of-the-art components lack (public) models or trace-ability to stakeholders
needs. In fact, we have no comprehensive and stakeholder/end-user-driven
set of criteria to evaluate the infrastructure level components for their fitness
to serve in an UMI. In a step towards a more rigid foundation, the further
sections will highlight some of the issues. Relying on piecemeal ontological
commitment[7] the focus is on simple application scenarios for a minimal
societal ontology of objects and activities[8]. We do not consider the content
of the entity classes[9]. In Section 4, the view and spiral model (Figure 1) is
applied to UMI and some basic models are given. In Section 5 we briefly
consider infrastructure-enabled application development. At the
infrastructure level the focus is at members and their roles in typical
collaborations. Applications support specific collaborations, which they may
also partially control.
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4. ARCHITECTING UMI

The current state of the information infrastructure is that physical view
aspects of its architecture are better understood than the conceptual view
aspects. Our position is that conceptual models are an integral part of an
information infrastructure because of their role in anchoring a model-driven
architecting process for the communities and the applications.

At the infrastructure level three kinds of stakeholders are identified:
society, member and community. The stratification of the common context
for these stakeholder’s requirements is addressed in another paper[10]. Some
generic win conditions are given here.

The society as a whole pursues compliance to its enacted models and
agreed upon policy goals (e.g. fair trade and protection of property in the
global society). With goals such as rapid implementation of new “laws” or
charters, it could use the subsidiarity principle to organize its institutions and
ensure that each problem is addressed at the level at which it is common for
all the lower-level stakeholders.

The success of a community depends on the support that its members
receive for their relevant actions, conform the processes enacted and the
society’s law or rules. E.g., the certification of a new type airplane by the
relevant authorities, or the carrying out of tax payments and elections.
Change, i.e. improvements of the operational processes, must happen
smoothly, without disruption of the community’s services, and with a
minimal burden to its members.

The member’s win conditions include a.o. empowerment, legal security,
efficient operations, optimal propagation of change, minimal risk of
inconsistencies, data protection and privacy [11]. Infrastructure facilities that
contribute to enabling these requirements include personalization [12]
everywhere and anytime.

Figure 2. A SimpleEconomy entity-model
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A platform independent model of an UMI includes a model of the
persons and communities interacting in society. Because quite a few of these
interactions are concerned with the production, exchange and consumption
of goods or products, it is evident to also include classes for products.
Persons can join or leave communities (e.g., organization) (Figure 2). The
Sale collaboration illustrates the SimpleEconomy interactions (Figure 3).
Collaborations in SimpleEconomy must meets market rules that are part of
the integration specification and constrain the choices of the entities
involved in combinations of collaborations.

Figure 3. The Sale collaboration in SimpleEconomy

The above models are part of the conceptual view. A model driven
infrastructure requires also the elaboration of a physical view. The
infrastructure should manage a “proxy”, or unique representant, for each
instance (entity) in society. In one of many possible implementations, this
proxy could be an XML document instance that is conform to the schemas
expressing the ontological and collaborative commitments shared in society.

5. UMI ENABLED COMMUNITIES

Given the ontological commitment of the society domain, any
community, e.g. a company, will be the result of the execution of community
formation steps (Join, Exchange, Leave activities) as well as proprietary
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formation steps and refined ontological commitments, which are not shared
with society as a whole. For instance, a company may decide to source parts
from several suppliers, to assemble them, and then exchange them for money.

In its proprietary conceptual model, the company’s enhanced ontological
commitment is embodied in a refined classification hierarchy often
complemented by an enhanced meta-model, e.g. one that gives consideration
also to product and facility structure or product family. Company specific
resource sub-classes such as Storage and Walkway, and the Product sub-
class Part, illustrate the refined classification hierarchy. The company’s
collaborations then refer to the enhanced ontological commitment.

In the physical view, the refined classification hierarchy and enhanced
meta-model give rise to extended document instances as proxies for the
entities within the context of the company. To the extent that the information
infrastructure is model-driven and has a proper architecture, any community
will be able to reuse society models, and to align its proprietary models with
its core competences.
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Abstract: Intensification of service and knowledge contents within product life cycles is
considered crucial for dematerialization, in particular, to design optimal
product-service systems from the viewpoint of environmentally conscious
design and manufacturing in advanced post industrial societies. In addition to
the environmental limitations, we are facing social limitations which include
limitations of markets to accept increasing numbers of mass-produced artifacts
and such environmental and social limitations are restraining economic growth.
To attack and remove these problems, we need to reconsider the current mass
production paradigm and to make products have more added values largely
from knowledge and service contents to compensate volume reduction under
the concept of dematerialization. Namely, dematerialization of products needs
to enrich service contents. However, service was mainly discussed within
marketing and has been mostly neglected within traditional engineering.
Therefore, we need new engineering methods to look at services, rather than
just functions, called “Service Engineering.” To establish service engineering,
this paper proposes a modeling technique of service.

Key words: Service Engineering, Service Modeling, Service CAD, Artifactual Engineering

1. INTRODUCTION

Constraints and limitations imposed by natural resource availability,
energy supplies, and the ability of the Mother Nature to accept industrially
generated waste, have led to the obvious problem of making, using, and
disposing of increasing numbers of artifacts. In addition to these
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environmental limitations, social limitations are also evident, as are
limitations of markets to accept increasing numbers of mass-produced
artifacts. Consequently, unless we develop revolutionary technologies,
environmental and economic limitations will severely restrict economic
growth. To fundamentally attack and remove these problems, we need to
reconsider the current mass production paradigm and to pursue a new
manufacturing paradigm. The new paradigm should reduce the production
and consumption volume of artifacts to an adequate, manageable size and
bring this volume into balance with natural and social constraints. This new
idea is called the Post Mass Production Paradigm (PMPP) and it aims at
qualitative satisfaction rather than quantitative sufficiency and decoupling
economic growth from material and energy consumption [1-3]. To achieve
PMPP, the current practices, methodologies, and tools to design artifacts
should be revisited. Products should have more added values largely from
knowledge and service contents, rather than just materialistic values, to
compensate volume reduction under PMPP [2, 4].

This dematerialization of products requests to enrich service contents. To
this end, we need engineering methods to look at services, rather than just
materialistic values, called service engineering and to intensify service
contents of product life cycles.

This paper focuses on a service modeling method which is needed in the
first step of the Service Engineering. Firstly, we clarify why service should
be discussed and argue that intensifying service contents is crucial not only
for arriving at environmentally conscious design and manufacturing but also
for creating more added values in future advanced societies. Secondly, we
present essential concepts of service engineering that is required to intensify
service contents. Furthermore, we discuss about subjectivity of service. In
general, service is related not only to objective elements but also to the
receivers’ perception of service contents. In this context, we propose a
service modeling method which can represent services with such subjective
property of service by clarifying actual service cases.

2. SERVICE ENGINEERING

Service is generally perceived as an activity that changes the state of a
service receiver [5]. This means that service cannot be stored as opposed to
materials and it disappears instantly. Second, to conduct services, we need
certain items, including service channel to deliver and amplify services and
service contents to be delivered. Usually, artifacts play roles of service
channels or service contents.
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Figure 1 defines service within a framework of service provider, service
receiver, service contents and service channel. A service receiver receives
service contents from a service provider through a service channel in order
to change own states. Service contents are material, energy, and/or
information. The service channel in delivering service contents consumes
material, energy, and information. These imply that service cannot be free
from environmental impacts. Service sent by the service provider changes
the state of the service receiver, which is the most important feature of
service as activity.

Figure 1. Definition of Service

In this definition, artifacts are devices to deliver, automate, or amplify
services used as service channels. Artifacts have their own function,
behaviors, and states. The generated total added value of a service is given
by the function of the service channel and the quality of the service channel
which may includes capacity (amplitude), efficiency, and channel quality
(e.g., timeliness, frequency, punctuality, etc.). And service engineering aims
at intensifying, improving, and automating this whole framework of service
generation, delivery, and consumption. To increase total added value of a
service, we can either improve function or quality. Traditionally, engineering
design aimed at improving only function. However, this does not suffice in
light of service engineering that should look at improving also total added
value of a service. For instance, we need to address not only customization
of products but also customization of service delivery.

3. SERVICE MODELING

In analogy with product development, service development could be
facilitated with a variety of engineering tools and methodologies that can be
called service development engineering. For instance, we may consider
service modeling inspired by function modeling [6] and this will serve as a
basis for establishing service engineering to design services. Namely, such
service design assisted with a service modeling tool can help a service
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designer to design innovative services with more added values and less
environmental impacts. According to the definition of service in Figure 1,
we can outline some of its elements as follows.

First, service is an activity to change the state of the service receiver.
This means that we also need to define activity. Our working definition of
activity is that an activity is a series of actions or procedures performed by
the involved participants (i.e., service provider and service receiver).
Service has the following elements to be modeled. Having defined service
elements, we might be able to develop a service modeling tool of which
implementation is yet a research issue. It should be equipped with
knowledge bases storing knowledge about activities, service environment,
and service channel. We are currently planning to implement such a
modeling tool.

As we mentioned above, service is defined as an act of a service provider,
who is a supplier of service, to cause the service receiver’s state change,
which is the purpose of service. Service contents are defined as elements of
service, which cause the receiver’s state change directly in supply of service.
A service channel is defined as a device that indirectly contributes to the
receiver’s state change by delivering, supplying, and amplifying. Service
contents and channels are realization methods of service.

Given a purpose to achieve, to synthesize its realization method can stand
in a contrast with conventional design of artifacts. Design of artifacts is a
process to synthesize physical realization methods for given functions. This
correspondence between service design and conventional artifact design
suggests that methods to design artifacts (in particular, those for functional
design) can be applied to service design.

The state of a service receiver can be represented by parameters.
Therefore, these receiver state parameters (RSPs) can represent the receiver’s
state change that is the result of service. Representing the service receiver’s
demand with the RSP is the most crucial process in service design. A service
content has also parameters. Those parameters that directly influence the
service receiver’s state change are called content parameters (CoPs). A
service channel contributes indirectly to the service receiver’s state change
as well. A parameter of a service channel is called a channel parameter
(ChP).

3.1 Subjectivity of Service

As discussed above, service design has a similarity with artifact design in
that functions of artifacts corresponds to service purposes (i.e., the service
receiver’s state change), and physical mechanisms to service realization
methods (such as service contents and service channels). However, even
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though given the same service as an action, the effect of the service could be
different, depending on how the service receiver recognizes the service.
Therefore, just like functions are subjective [6], service is also very much
subjective and depends on the viewpoints of the service provider and of the
service receiver. These two viewpoints must be considered in modeling
service.

Because of this subjectivity, the division between the service contents
and service channel could be sometimes unclear; i.e., it depends on the
viewpoints of the service provider and service receiver, or a service content
can sometimes be recognized as a service channel..

3.2 A Model of Service

In building a model of service, it is essential to take into consideration the
information about the viewpoints of the service provider and of the service
receiver. For this purpose, we here propose a model of service with two
assistant models that are called a view model and a scope model (see Figures
2).

A view model of a service represents the viewpoints of the service
provider and should include service components and the relationships among
them; namely, RSPs, service contents, and service channels in the functional
context. Figure 2 illustrates a view model of cooling service containing
relations between RSPs that describe the receiver’s state changes, and CoPs
and ChPs that trigger these state changes. Here, service contents are cooling
function while the service channel could be a refrigerator. Functions of a
service channel and a service content are represented with a set of function
name (FN), function parameter (FP), and function influence (FI). FP is a
main target parameter of the function and FI is a main influence of the
function to the FP.

In general, functions in the view model are related to other function’s FPs
or RSPs. We define that a CoP is a FP that is directly related to RSP and a
ChP is a FP that is indirectly related to RSP through other FPs. We consider
that the essence of service design is to build such relationships among these
service elements through functional structure containing RSP, CoP, ChP,
and relations among these parameters. Because we also include artifacts in
this functional expression of service, we can obtain images of artifacts as
service channels or service contents.
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Figure 2. The View and the Scope Model of Cooling Service

On the other hands, a scope model of a service represents the viewpoints
of the service receiver. Because in reality services can form complicated
structures with multiple service providers and service receivers, it is
necessary to specify the scope of a service for which the service is intended.
A scope model expresses a target area of the current service and represents
relations between different services through relations between RSPs (see
Figure 2).

In Figure 2, we used Maslow’s needs hierarchy [7] to give rough
classification for needs to represent the service receiver’s viewpoints. This
scope model represents the relationships among multiple RSPs.

By modeling service based on the above-mentioned definitions, we can
arrange existing service cases with a matrix form in which the properties of
services are used as keys and it is possible to use this matrix as a basic data
for service design. Table 1 shows an image of this service matrix data. The
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cases of services in this service matrix can be organized with various kinds
of key information combination (e.g., artifacts, changes of the receiver,
functional structure as a realization method of a service, CoPs, ChPs, etc..)
By arranging actual service cases in this way, we can generate service data
that has high reusability. In addition it is possible to develop a new CAD
system for service design by applying various design operations on the
service cases represented in this data scheme.

Figure 3. A Screen Shot of the Service Explorer

4. SERVICE EXPLORER

Based on above-mentioned definitions of our service model, we have
developed a prototype system of computer aided service modeling tool,
which is called Service Explorer. The current version of Service Explorer is
developed using Borland JBuilder7 with Java SDK version 1.4.1 and XML
version 1.0 on Microsoft Windows2000 environment. Figure 3 shows a
screenshot of the prototype system. By using this service explorer, we can
represent various services on a computer with the scope and the view model
description. In Figure 3, a view model of ‘disposable camera service’ is
expressed in the following manner. A hexangular node mean a RSP of the
‘disposable camera service’ and the other square nodes represent the
functions with its FN, FP and FI in this service.
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5. CONCLUSION

Motivated by the concepts of PMPP, this paper proposed a modeling
technique of services that is essential to establish service engineering. First,
we introduced fundamental concepts of service engineering which aims to
intensify service contents (servicification) for creating more added values in
future advanced societies and explained the definition of service in the
proposed service engineering. Second, we explained the concepts of service
modeling by identifying elements of service and then proposed a modeling
technique of services introducing a view model and a scope model. A
prototype system for service modeling is illustrated.

While many of these ideas are yet to be implemented, this paper is our
first attempt to scientifically deal with service. In the future, a service
designing tool should be developed on which service design engineering,
service production engineering, and service development engineering will be
established.
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Abstract: This paper explains and illustrates the extended product paradigm. The main
dimensions to extend a product to be considered are the product life cycle, the
range of product related information and the resources requested to provide
extended (i.e. enterprise networks) on the market. The paper is based on work
done in the European Information Society Technologies (IST) project
Extended Products in Dynamic Enterprises - EXPIDE. The project objective is
to bring together research projects, stakeholders (such as suppliers,
manufacturers, consultants, service and technology providers, etc.) involved
and interested in the provision of extended products, etc. The project EXPIDE
aims to identify future value creation potentials as well as future needs related
to the extended product paradigm. The Intelligent Manufacturing Systems
(IMS) Global Engineering and Manufacturing in Enterprise Networks -
GLOBEMEN project contributes to the specification of the Extended Product.
The GLOBEMEN project results, especially in the sales and service life cycle
phases, illustrate in practice the extended product paradigm. This paper
delivers examples from the GLOBEMEN project.

Key words: Extended Product, Value adding, Service

1. INTRODUCTION

The arising new digital society does radically change the way industrial
enterprises deliver goods and services. Digital business is one of the forces
behind emerging new concepts for products, new approaches for production
and in fact a promising way of new value creating processes for the future.
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Due to the open markets and an increased competition producers are facing a
tremendous pressure. To keep the worldwide leadership in product quality,
manufacturers have to further develop their products in terms of new
customer value creating concepts. Today for all kind of industries the key
challenge is to come up with new integrated product approaches, which must
allow new quality products, organisational innovation and the efficient
management of information and its transformation into new value adding
services, Figure 1. However, new integrated product approaches are needed
which fits to the paradigm and the technologies of today’s information and
knowledge society.

Accordingly, compared to the past, providing a single (tangible) product
is not sufficient anymore to be competitive on a global market. Today
customers are requesting for services, benefits or even requesting a
guaranteed success when buying a product. Accordingly the customer focus
has moved on from the ownership of a physical product or systems towards
guaranteed benefits based on a provided offering. Therefore the so-called
core product needs to be extended or packaged up with different kinds of
value adding services, based on new and ICT. These intangible product
assets, which are very often information and knowledge intensive, can
consist of engineering, software, maintenance, customer support services and
many others. The extended product paradigm represents such an integrated
approach.

Figure 1. The Progress of Competitive Advantage (elaborated from Pine, 1999)
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2. EXTENDED PRODUCT – DEVELOPING THE
TERM

According to literature there are various views on how to “extend” a
product:

Extended Product Responsibility is an emerging principle for a new
generation of pollution prevention policies that focus on product systems
instead of production facilities. Although supportive, out of the scope.
The terms of Extended Product Life intensified product use and
extending product lifetime should emphasise concepts of a closed-cycle
industry. The terms point out that the value given to a product in
manufacturing should be used as intensely as possible and maintained as
long as possible.
Extended Product Support is a term used by some software provides e.g.
help desks open 24 h/day and 7 days/week. This approach could easily be
adapted to other types of products.
This term Extended Product Information is used for pharmaceutical and
natural product content description
However, the EXPIDE project has focused on elaborating a specification

for the term Extended Product which is related to manufacturing. According
to EXPIDE the term includes the following elements:

A combination of a physical product and associated services /
enhancements that improve marketability.
Intelligent, highly customised, user-friendly tangible product assets such
as embedded features like maintenance.
Intangible product assets, which are information and knowledge intensive
Customer focus is on a value-added service or guaranteed success and
not anymore the physical product.
Production activities are normally caused by the needs of potential

customers. Extended products can even help to define or identify new
customer needs. Servicing the customer means also supporting the customer
in deriving new business ideas. Consequently product suppliers have to
extend their offerings in a dramatic way. Suppliers have to offer everything,
which might support the customer in achieving the goals of the new business
ideas.

Figure 2. Changing the focus: From manufacturing of parts to provision of benefits
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3. EXTENDED PRODUCTS CHARACTERISTICS

Figure 3 shows the three main dimensions to be considered when
characterising extended products. The “perfect” extended product contains
complex information (incl. embedded systems, knowledge, etc.), is produced
by dynamic, complex enterprise networks (incl. concepts like the extended
enterprise, the virtual enterprise, etc.) providing services over several phases
of the life-cycle. The following chapter briefly discusses the three
dimensions illustrated in figure 3.

Figure 3. Characteristics of extended products

3.1 Increased Product/Information Complexity

In Figure 4 a layered model has been developed in order to structure the
extended product approach. The three rings can be described as follows:

There is a core product which is closely related to the core function (s) of
a product. As an example the core function of a car, which is the ability
to move objects from location A to location B is enabled by parts like the
engine, wheels, etc
The second ring describes the “packaging” of the core functions, the
features that makes the product attractive to the customer. In the car
example this could be a nice design, a nice colour painting, air
conditioning etc. From a functional point of view these features are not
really necessary. However, these features are the drivers for marketability
of the product.
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The third ring summarises all the intangible assets of the product.
Intangible assets surrounds the tangible product. In the car example this
could be an efficient 24h/7day service network. To increase the
competitiveness by offering added value for the customer nowadays
OEMs have to provide ever more intangible product assets.

Figure 4. Concept of the three rings

The lower graph in figure 4 illustrates how the intangible value-share
volume of the product is expected to increase over time. In addition the
information content grows as product gets complex. For example in a
modern paper machine the share of automation systems and software will
soon correspond to more the half of the costs.

3.2 Life-cycle information of the extended product

Today the lifecycle of a complex product includes phases like: Marketing
& Sales, Design, Implement, Operate & Service, and Demolish. However
the life cycles of large one-of-a-kind products can be much more complex.
The operational phase by far is the longest phase and it may include
everything ranging from small modifications and repair work to large
modernisation and redesign works. Even the purpose or main functions may
be changed. For example in a chemical plant the main product can be
changed.

In future a successful management of a product along its entire life-cycle
must be based on extensive information and communication management.
Thus the product continuously needs to be accompanied with life-cycle
history, status and usage information. The cumulated life-cycle information
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can also be used to improve delivery and the functionality in future related
products and their life-cycle phases.

3.3 Network

Extended products tend to be complex and therefore difficult to produce
by a single enterprise. Extension to products will often, as mentioned,
constitute physical products as well as associated services or accessories.
The increasing complexity of products, the consideration of the full life-
cycle and the concentration on core competencies (incl. the availability of
appropriate ICT) make it difficult to produce extended products by a single
company. Thus, depending on the core competencies required to supply
associated as well as appropriate services, infrastructures, etc., several
business partners are required to collaborate very closely towards a common
goal: the delivery of the extended product. For example, the service of a
process plant can be provided by a service virtual enterprise -- see case
Bühler below.

4. EXTENDED PRODUCTS IN THE IMS
GLOBEMEN PROJECT

The IMS Globemen project focuses on issues related to global
manufacturing in enterprise networks. Globemen is an international project
with partners from several IMS regions: EU, Australia, Japan and
Switzerland. The approach of Globemen is to address three main aspects of
manufacturing: sales and services, inter-enterprise management and
distributed engineering. Based on industrial requirements specifications the
work will be co-ordinated and integrated into a Virtual Enterprise Reference
Architecture and Methodology, VERAM.

The extended product paradigm is not explicitly in the focus of
Globemen, however the industrial case studies conducted within the project
give proof of the concept. The Globemen case studies are explained in more
detail in other related papers and presentations during the DIISM 2002
conference. The Japanese region case studies have a major role in DIISM
2002. Accordingly this chapter will only highlight the extended product
features of three European cases.

4.1 E-service extension

Bühler AG Switzerland is a global developer, manufacturer, and supplier
of machines, installations, and systems in the food processing industry. It is
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increasingly important for producers of one-of-a-kind machinery or plants to
offer after-sales services, which provide the best possible support to
customers across the globe in the use of their machines and plants. If
production problems or breakdowns occur, it is imperative that the producer
respond rapidly and offer suitable help measures.

In those cases where the customer is located far from the producer, it will
in future no longer always be possible for the producer to offer the assistance
of its own company service technician, for costs in time and money are too
high. One possible solution consists in providing the customer or local
service partners sufficient support that they themselves can execute service
tasks under the direction of the producer through the aid of modern ICT.
Applications like Video Conferencing combined with Application Sharing,
Wearable Computing, and interactive Internet applications (trouble shooting
guides and animated manuals, for example) can conceivably be put to use.

These services offered by Bühler is good example of intangible extension
existing products. The operational users of the product can highly benefit
from additional services offered. (Hartel)

4.2 A knowledge creation environment to supporting the
tendering phase of Extended Products

Fortum Engineering (FE) is part of Fortum Group Finland, a diversified
group of companies concentrating on the energy industry and focusing on
countries around the Baltic Sea. FE acts as an engineering, procurement, and
construction provider for power plants.

In such investment projects the investor, constructor and operator are the
principal players. They also own and produce the information that is most
helpful during the inception of a new project. FE has developed a knowledge
creation environment with the objective to increase competitiveness by
connecting the tacit knowledge of investors and operators with FE’s own
experience and offering FE possibilities to develop new features for its
power plants. The effective use of modern ICT is a method by which FE
expects to create a specific knowledge to support the client during the
inception of the investment and, thus, pave the way for successful tenders.

This is a good case example of how knowledge related to a complex
product over several of its life-cycle phases can be used in subsequent
product deliveries. The service provided to the customer already in the
tender phase is the ability to offer improved products based on cumulated
experience from previous deliveries. The knowledge can of course in
addition be used throughout the delivery project.
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4.3 Product models as a mean to provide life cycle
support for extended products

The YIT Group Finland provides total service for construction, industry
and telecommunication networks. The company offers residential, property,
infrastructure and industrial investment and maintenance services. The YIT
Group’s service chain spans the entire life cycle of the investment, from
design and implementation to continuous maintenance and operation.

In construction project the company uses product models throughout the
delivery process from architectural design, cost estimation, distributed detail
design, scheduling, and procurement to installation. The comprehensive
product model is based on international standards. The model is constantly
kept up to date and the level of detail is increased by model merging form
different partners.

The complete intangible product model is thus an extension to the actual
physical product, which can be used for a variety of maintenance functions
by the customer or the service branches in the YIT Group.

5. CONCLUSION

The evident and ongoing trend in the one-of-a-kind business environment
is to develop value adding services to product. The objectives of suppliers
are to offer these services over the product life-cycle. The idea is not only to
provide benefits for the customer, but also to learn and acquire knowledge
also for the own company and business partners. The paper has presented the
concept of extended product and the associated layer model. The three
dimensions network, information and life-cycle that make up and extended
product are explained. The paper also explains how the extended product can
be seen in three industrial cases. The practical cases show that the extended
product concept is a useful approach for creating value adding e-business
services.

Further approaches, methods and tools are needed to make to most of the
concept e.g. to design the features of extended products, to design enabling
infrastructures for the provision of extended products and to compose
enterprise networks for the provision of extended products.
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PROCESS PLANT INFORMATION
INTEGRATION IN THREE DIMENSIONS
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Abstract: The paper discusses the management of product information of complex one-
of-a-kind products. Information and knowledge can be seen as important
resources for design, construction, operation and modernization of process
plants. The research problem is approached through three cases that form the
basis for a generic conceptual model for information integration over process
plants lifecycle. The model for managing and integrating information includes
three dimensions: between interest groups, inside plant lifecycle and between
plants or plant projects. This paper is based on a project called Novel
Information Integration Techniques and Models (NIITM).

Key words: Process Information, Information Integration, Plant Projects

1. INTRODUCTION

The process industry has increasing challenges concerning environmental
friendliness, profitability and efficiency. Competition has changed from
local and regional to global. In this kind of business, increasing collaboration
between interest groups from different phases of the lifecycle of the process
plant is needed. Operating in a network becomes the driving force behind
successful companies. Common feature to this networked collaboration is
creation of information and its use and reuse. Systematic information
management practices and procedures enable this.

The key issue is effective utilization and integration of the information
that has accumulated over the lifecycle of the process plant and during
previous plant projects. Typically decisions that are made in one stage of the
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lifecycle have far-reaching effects on the forthcoming stages and eventual
flaws in these decisions are expensive and difficult to fix later [1]. Thus, by
exploiting this information, the interest groups can intensify their operations
and thereby meet the future expectations and gain competitive edge in
respect of competitors. Effective utilization of the accumulated information
requires communicating the information bidirectionally over the lifecycle,
between projects and interest groups.

2. PRESENTATION OF THE CASES

The first case (Alma Software) is an IT-system provider that develops a
software tool for automation design, process electrification design, field
instrumentation planning and managing related information during operation
of a plant. The system also provides tools for managing plant’s maintenance.
The main objective of the system is better usability of once produced
information during plant lifecycle by integrating information management in
design, delivery, operation and maintenance. The case provided knowledge
about typical design tools and IT-systems that are used during plant projects
and in operating plants. The case introduced an interesting approach to plant
information management in general.

In the second case (Kemira Chemicals Kokkola Plants), the aim was to
develop plant design information management during maintenance of a
chemistry plant and thereby intensify the entire maintenance process. Also
information management during the plant delivery was dealt with since
information that is produced then, forms the basis for planning activities
during the maintenance. The chemistry plant consisted of two units: one that
manufactures bulk chemicals and other that produces small amounts of
chemicals according to customer order. The studies during the case were
mainly carried out in the first one. The case provided the operator view to
the plant information management process during operation and
maintenance.

The third case took place at Power IT, which is a part of the PVO Group.
The PVO Group together with its subsidiaries operates, designs and takes
overall responsibility of plant deliveries. Power IT’s role is to provide
information systems and tools that support these other functions. Typically,
the company deals with several other companies in its business and has
noticed the commonly known development areas in plant design information
management. In our case study, the objective was to clarify the information
management process from design to the delivery of the plant. This included
defining different interest groups, their roles and requirements for
information, information contents, and IT-systems. The case offered views
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concerning the delivery process and related information management
between the (main) contractor(s) and the operator. Table 1 summarizes the
major development areas and actions of the cases.

3. ANALYSIS OF THE CASES AND GENERIC
FRAMEWORK FOR INFORMATION
MANAGEMENT

The following chapters analyze the cases and at the same time build a
generic framework, which is depicted in figure 1. The objectives of the
generic framework are to model the different information flows and clarify
the relations between information integration dimensions. It provides one
way for planning information management of plant projects and plants.

3.1 Interest Groups and Boundaries between them

The generic framework presents four types of interest groups: (machine)
supplier(s), engineering office, operator and maintenance service provider.
The boundaries between these interest groups may be internal or external
and the strength of the boundaries may vary. This means that certain interest
groups may belong to the same company (for example Kemira Kokkola
Plants and Kemira Engineering in the second case) or they may belong to the
same network or virtual enterprise (VE). Hardwick and Bolton [2] define VE
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as follows: “virtually (temporarily) united to exploit a worldwide business
opportunity, a consortium of companies manufacture products together non
could build alone.” Since plant delivery projects require special knowledge
from several areas, VE can be seen as a potential organizational way to carry
out a plant project.

In the third case the organization during a plant delivery often nears VE
depending of the definition of VE: the companies were not strategic partners
but they cooperated on regular bases. If the interest groups belong to the
same company or cooperate on a regular basis, the boundaries between them
are not so strong as if they were separate firms without history of
cooperation. Operating in a network results in fading of the internal and
external boundaries of the networked organizations [3].

Thereby, three different kinds of boundaries can be derived from the
cases: 1.) internal between different functions of the same company, 2.)
internal of a virtual collaboration network (for example a VE) and 3.)
external. When aiming at improved management of plant information
between the interest groups, the different organizational boundaries, as well
as, the nature of these boundaries should be recognized. In this way, the
possible problem points in working over the boundaries can be found and the
problems mitigated.

The interest groups that the framework presents are generic in this sense.
The number of interest groups may vary in actual projects. In the framework
additional interest groups – for example two cooperating engineering offices
– would fall under the heading “engineering office”. This approach suggests
that these two interest groups should be treated equally in respect of the plant
information. Collaborating interest groups (who have for example formed a
VE) can also be taken care of by the framework: The boundaries of a VE can
be set in the model so that different interest groups can form VEs. The
boundaries between the VE and other companies and inside the VE can be
treated similarly to internal or external boundaries. The boundaries inside the
VE are internal, the boundaries between the VE and other firms are external.

3.2 Generic and Specific Plant Information and History
Sets

In the framework, the content of plant information is in the roughest level
divided into generic and product or project specific information (figure 1).
The idea is that the generic information is something that provides the basis
for project or product specific planning. The idea of generic information sets
comes up in the ALMA Software case in the form of standards that support
engineering and from a project information management model presented by
Karvonen [4]. Also in the third case, the need to increasingly manage the
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experiences from previous projects is recognized. The generic information
sets in the framework provide one way to do this.

If we look the difference between the generic and specific information
from a supplier viewpoint, for example, the generic information forms the
basis for constructing and designing a specific product. Specific information
is the information that is related to this specific product. The supplier tries to
keep the specific product information up-to-date over the lifecycle of the
product. If something novel, and applicable also in other projects, came up
during the lifetime of a specific product, the supplier may move this
information to his generic information set. Thus the information can
systematically be utilized in forthcoming projects. In this way, the specific
information can be made common within the company.

3.3 Dimensions of Managing Accumulating Information

The following dimensions of information flows were found when
studying the cases: down- and upstream between interest groups; between
ongoing projects and between operating plants; from generic to specific
product knowledge and vice versa. The following generic information flows
depict more precisely the dimensions (letters A-E refer to the framework that
is presented in figure 1).

A) Accumulation of specific information: The design of a new product
and plant begins with studying the generic information that exists from the
product or related products. This generic information is based on experiences
from the previous projects and from the operation of plants that are taken
into use. When the customer specifications are added to the generic
information, the project and thus product specific information begins to
accumulate.

B) Accumulation of generic information: The generic information
accumulates when experiences from the previous projects or from already
completed related projects or operating plants is gained and refined into such
a format that it can be used to develop the generic information further.

C) Accumulation of information downstream between different
interest groups: Accumulation of information downstream means that the
information is communicated from earlier interest groups to later ones in a
usable format. Communicating the information in this direction enables
efficient utilization of the product immediately after the delivery and ensures
that the product is used correctly.

D) Accumulation of information upstream between different interest
groups: When the plant and its equipment are operated, plant information
inevitably accumulates to the operator. Therefore, the operator soon has the
best knowledge of the product he uses. This applies when information is
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systematically gathered and maintained during operation. Operation is
typically the longest and thus, from information management viewpoint, the
most challenging period in the plant lifecycle. The plant information that has
accumulated during the lifecycle of a plant should be communicated
upstream to the previous interest groups who then should manage to make
this information into common and generic product information for
themselves. When information is communicated upstream it helps the
interest groups in the early lifecycle phases to develop their products
according to the needs and experiences that the users of the products have.
Also information about the modifications that are made during later stages of
the product lifecycle help the manufacturers and designers to avoid repeating
the same mistakes in their forthcoming products and projects.

E) Accumulation of information between projects and plants:
Information can be communicated between ongoing projects and between
operating plants directly without making it generic or it can be
communicated by making the specific information into generic. The
difference between these is that in the former one, the information remains
specific to few cases whereas in the latter one the information adds one new
layer to the generic information history set and is thus usable for all
forthcoming projects.

Figure 1. Generic framework for information integration over process plant lifecycle
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3.4 Information Flows and Contents during the
Lifecycle

Opening the framework up to a more detailed level provides a view to the
actual generic information flows that were derived from the cases. The
second level of the framework is depicted in figure 2.

Figure 2. Generic information flows over the lifecycle of a process plant

The information flows that are numbered in the framework’s second level
with numbers 1 to 11 are clarified in table 2. In the table, the information
content is shortly described as well as the type and dimension of the
information.
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4. CONCLUSIONS

The framework models the information management processes, identifies
on generic level the typical interest groups, information flows and the
contents of these flows. It presents the idea of generic and specific
information together with history sets. It also stresses the different
dimensions of information management. Thus the framework supports
planning information management over the lifecycle of many different kinds
of plants and plant projects.

The framework can also be used as a preliminary framework for
designing information management systems:it gives guidelines for designing
the processes that the plant design information system should support.

5. SUGGESTIONS FOR FURTHER RESEARCH

Structuring experience based information so that it can be communicated
efficiently and systematically. Study how different interest groups’ strategies
affect on the plant information management.
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Abstract: The appropriate use of context is a powerful tool for managing complexity
asexemplified by the realization of a modern product in a globally distributed
environment. We show that computational contexts can be created from the
properties of entities such as the company, the project, the user, his
organizational role, and the product itself. Our paper briefly presents the
architecture of a product knowledge environment that is based on
computational contexts. It then discusses several possible uses of
computational contexts in the product realization process including
management of product knowledge, managing the product realization project
and supporting users while they perform the wide variety of tasks necessary to
design, develop and produce a modern product.
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1. INTRODUCTION

Several authors have pointed out that industry has to move away from
thinking about managing product data to managing product knowledge.
There are many viewpoints as what product knowledge and indeed what
knowledge is. We have proposed elsewhere that knowledge comes into
existence when someone identifies in sets of data, in information or in
existing codified knowledge, one or more patterns or relationships which
exist across multiple contexts. A pattern or relationship which exists only in
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a single context is only information. Further, we pragmatically define
codified Product Knowledge as the combination of the set of all data sets
which depict everything we need to know about a product, the context
independent relationships within and among these data sets, and the contexts
in which they are created and used. A data set is just a set of data which,
when properly interpreted, depicts some aspect of the product (e.g.
requirements, geometry, production plans, inspection programs). A data set
can be just a file. The word “codified” is placed in front of Product
Knowledge to indicate that in this work we do not attempt to deal with tacit
knowledge which is an other, separate and equally important area of research.

Our approach is based on the idea of a computational context which
seeks to mimic how humans use context. We show that computational
contexts can be created from the properties of entities such as the company,
the project, the user,.his organizational role, and the product itself. The
architecture of a product knowledge system is proposed. It is partially
validated by addressing the following three issues:

How to detect context changes?
What areas of the process can the context help support?
What advantages does using context have over other approaches?

2. DEFINITIONS

2.1 Knowledge and Product Knowledge

Our view of product knowledge and indeed knowledge itself is based on
the concept that the progression from data to information to knowledge is
through the recognition and understanding of patterns[1]. Patterns in data
make information. Information becomes knowledge when some pattern is
recognized and understood in someone’s mind in information in more than
one context. Thus, Newton created new knowledge (his laws of motion)
when he observed patterns in the behavior of different objects in different
contexts.

Applying these definitions to product data, patterns in data imply
relationships within and among sets of data. A CAD file is just data until it
is associated in some way with a pattern that brings meaning to it. STEP
recognizes this with the idea of a data model which describes the specific
pattern (i.e. the relationships within) the data within the file. Thus files of
data in general (e.g. CAD, Spreadsheets, data bases, project plans) have no
meaning until other information is associated with it: for instance, until it is
associated with a data model. Product Data Management Systems (PDM’s)
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manage the complex relationships among sets of data describing all parts of
the product. Workflow management systems (WFM’s) manage the complex
relationships that occur in the flow of product data along the product
realization process and that occur among the various tasks that are required
in that process at a higher level than that of a CAD system. However, it is
not clear what can be called knowledge and what information because
contexts are not identified. Moreover, the approach taken in both appears to
be ad-hoc with no fundamental basis. Both of these management systems
manage what we call “data sets”. A data set can be a CAD file, a set of
requirements, an NC program, etc. A data set has no meaning until other
information is associated with it. The source of this other information is
discussed below after we have introduced the concept of “context”.

We can identify some product knowledge immediately. One fact that is
true, independent of context, is the suggestion by various authors [2] and
generalized by us that a product consists of a set of “product units” arranged
in some topology. This is a pattern that exists for all kinds of products.
Elsewhere we have suggested that each “product unit” can be represented in
a computer (or on paper or some other medium) by abstract entity which we
call its “Product Unit Representation” (PUR). The PUR consists of two
kinds of “Aspects”[3]: a single “Core Aspect” which contains properties
which are intrinsic to that product unit and a set of Aspects which contain all
the context dependent information about the product unit. The Core Aspect
contains several facts that are true about the product unit, independent of
context. A product unit has a color, a weight, a material it is made of and a
cost. The value of all of these is independent of context because they are
intrinsic to that product or component. An Aspect consists of a data set with
an associated list of context dependent properties assigned to that Data set at
the time of its creation or modification. A product unit has many Aspects.

2.2 Contexts

PDM’s and WFM’s essentially seek to manage the complex relationships
among data sets involved in product realization across multiple contexts.
Users sitting in their offices perform tasks that eventually and in totality
realize a product. Each works in their own “context”: a situation which
constrains how they perform that task, indeed, what task they perform.

Contexts are used daily by everybody as a method of managing the
complexity of their daily lives. We think nothing of switching from being
father to husband to driver to navigator to executive to negotiator. Yet
contexts have been woefully neglected in research until recently. Recent
workshops have started to reverse this trend, and research results are
becoming available in a wide variety of fields. Despite this research, there is
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still no universally accepted definition of a “context”[4]. Brézillon and
Pomerol have recently reviewed the state of the art in context research[5]. In
product realization, context has been mentioned a number of times [3,6,7].

Our current view of context is based partially on observations of how
humans use contexts, albeit in an instinctive way. Humans seem to be able to
build complex contexts automatically and instinctively without really
knowing what they do. First the context (a pattern) is recognized and
understood. Then the set or properties required to deal with that context are
automatically assembled. Humans create the context from entities that
surround them, extracting from those entities, properties that are relevant to
themselves. The properties of the entities involved in building the context
are learned by experience and constitute knowledge when those patterns of
entity combinations are used in multiple context. Properties of entities can
be other entities, procedures, attributes, rules, etc.. We use the word “entity”
in its fundamental sense[8].

3. CONTEXTS IN A PRODUCT KNOWLEDGE
SYSTEM

3.1 Computational Context

In a computational environment supporting humans performing tasks, we
suggest the concept of a computational context defined as follows: a
computational context surrounding an entity of interest is a set of properties
(with values), that are (a) provided by a set of entities in the same symbolic
or physical space as the entity of interest, (b) relevant to the entity of interest
in that situation of interest during some time interval and (c) added to the
properties of that entity only within that context [5].

The entity of interest is the thing which is surrounded by the context. It
may be a person, a task, a file or a set of data. In product realization, there
are two generic entities of interest: The set of data which describes some
aspect of the product and the human performing the task. Computational
contexts surrounding a set of data has been discussed elsewhere [9].

The set of possible entities that can form contexts for data set creation is
quite large, including : the company, the operating system of the computer of
the user, the industry sector to which the company belongs, the person
performing the task, the role they are playing in the project, the product, the
application used to create the data set, and so on. Each of these brings
different properties that are relevant to the data set. The product may define
the process to be used (e.g. novel or parametric).
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The properties of entities forming the context can by anything including
other entities, attributes, rule sets, constraints. An example is a project
context which has properties such as ID, Name, Description, Responsible
person, Goals and other entities such as the company, which has as one of its
properties a country context. This nesting of context properties is important
because it allows complex relationships to be established among entities of
interest. The idea is that entities only become contexts when they are
relevant to a particular entity of interest.

3.2 System Architecture

The system we are proposing to create computational contexts for people
performing tasks and the aspects they create and use is illustrated in Figure 1.
The Entity Data Base (EDB) contains specific entities with particular values
for their properties. The Context Ontology (CO) contains rules for
organizing and combining the entities appropriate to the specific context.
The rules include a set which use the idea of context levels (syntax,
semantics and pragmatics) as discussed in an earlier paper. The CO contains
the rules which allow the PKE to govern when general entities such as user,
project, company etc., become relevant to a particular entity of interest and
allow the PKE to build a specific Computational Context for it. The Aspect
Repository (AR) contains this specific computational context information for
that particulare entity of interest, say a data set like a CAD model. The name
of its file is combined with the computation context information to form the
Aspect for that CAD model and this information is then stored in the Ar for
future reference. The AR stores no data sets. These can be stored anywhere
on the WEB. The computation context information contains the name of the
file and its location so that it may readily be accessed at a later date. For
enetities of ineterst such as users, the computational context would contain
such information as appropriate processes for the product realization, tool
lists, other similar products to facilitate their tasks. The Product Knowledge
Environment (PKE) provides functions to users. This includes the ability to
(a) create user computational contexts with suggested Aspects, procedures,
protocols, rules, standards etc., (b) create computation contexts for data sets
which then become Aspects stored in the AR and (c) allow users to search
for specific data sets ( i.e. Aspects) using the properties of the Aspects as
indices. This latter allows users to create multiple directory structures for
data sets based on the values of the properties in the Aspect. For instance
the Aspects can be organized by the PKE by product structure, organization
unit, project organization by team structure, all of which are properties of the
computation context formed from the entities in the EDB.
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Figure 1. Architecture of a Product Knowledge Environment

3.3 Development

In order to partially develop the architecture we are addressing the
following several issues:

What advantages does using context have over other approaches?
What areas of the process can the context help support?
How detect context changes?
What are the critical rules for the CO?
The main advantage of the context-based approach to supporting the

product realization process is that it builts on what people to every minute of
every day: detecting and using contexts to manage the complexity of their
lives.

For the second issue, we believe that context-based system described
above can help manage the data, information and knowledge more
efficiently since the aspect concept described elsewhere allows one to
organize data sets along multiple dimensions: process, project, company,
industry, product structure, and can also be used to automatically provide
required data sets for a particular task. With an appropriate set of relevant
properties a context can supply a user with (a) sub processes and procedures
that change with the users experience, training and task, (b) appropriate
Aspects for a task, (c) standards that change with the industry segment and
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country, and (d) policies and procedures from the company and project.
While not all of these will be needed for a particular task, the PKE can
provide easy access to them.

Our current thinking about detecting contexts is that it will depend on the
Entity of Interest. For a data set and its accompanying Aspect, we envisage
a set of key properties that will be compared: The context into which it is
being brought vs the context in which it was created. We would start the
comparison at the most deeply nested entity and move outwards. Since most
context changes for Aspects will be in the syntactic level, this will allow for
fast detection, while still allowing an Aspect to be moved globally.

When a user changes context usually this will be some action taken
which can be detected through keystrokes or mouse clicks. One example
would be a user changing tasks by selecting a new task. Another might be
when a user has multiple tasks running in different windows. The move to a
different window would indicate a change in context.

4. DISCUSSION

We have briefly presented our idea on knowledge, product knowledge
context and a suggested system which makes use of these ideas. As an
example of how this system architecture might be used consider a CAD
model. This entity of interest is created in a context created from a particular
combination of particular entities such as the user, his computer environment
including the application they use to create it, their task, the project phase,
the project, the company, and the country in which they work. The PKE has
identified this specific computation context and created in according to the
rules it finds in the Context Ontology. When the user saves the CAD model,
under a specific file name in a specific directory on a particular computer,
the PKE collects that information as part of the syntactic context level and
combines it with the rest of the computational context information (the
semantic and pragmatic levels) and stores it as an Aspect in the Aspect
Repository. Note that the file - a data set - can be stored anywhere on the
World Wide Web. Part of the information in the Aspect is the list of tasks
that need this file and the people responsible for these tasks. The PKE
would then inform these people that the file is available. In this example, the
PKE acts like a Work Flow Manager as well as a Product Data Manager but
instead of being based on ad-hoc assignments of files to cabinets and people,
it is based on natural contexts. When one of these people enters the PKE
and chooses one of these tasks, the PKE knows from the Aspect where it is,
how it is stored and in what format, and can immediately transfer the file to
that computer and make it available to the user. It is foreseeable that the
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PKE could also provide automatic translation of the file format to that of the
application the new user is running.

This system has the potential for being the next generation of product
realization knowledge managers. Our vision is that entities in the EDB can
include high level tasks which specific procedures for dealing with certain
types of product units (novel units, redesigned units), experience level of
users (novice, 40 years experience) which are used by the PKE and the CO
to create specific computational contexts with suggested approaches,
standards, protocols, and Aspects appropriate to the users training and
background. Space precludes mentioning all the possible uses that the
proposed system may have in managing product realization knowledge.
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Abstract:   Distributed control systems (DCS) come into wide use in automation areas. In
this paper, an object-oriented design pattern approach for modeling, simulation
and implementation of the DCS is proposed. The proposed design patterns
enable the uniform modeling of the static structures and dynamic behaviors of
the DCS, the transformation of the models into simulation program, and the
generation of the embedded codes. The Java-based modeler and simulator, and
code generator were developed based on these patterns. Applications to the
building automation and factory automation systems proved its effectiveness.

Key words: object-oriented modeling, design pattern, distributed control system,
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1. INTRODUCTION

Distributed Control Systems (DCSs) using open networks such as Fieldbus,
CAN and LonWorks, are rapidly replacing traditional centralized control
systems in a factory, process and building automation areas [1]. As shown in
Figure 1, the DCS generally consists of many devices and an open network
interconnecting them. A device consists of one control node and several device
components (sensors, actuators), while a composite device consists of a group of
devices. The DCS can make the system more scalable, and its building and
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Figure 1. The structure of the DCS

wiring cost much less. On the other hand, the communication traffic among the
devices tends to concentrate on a network. This causes an unreliable control
performance. The system integrators have to test and avoid such situations after
building the DCS. However, these works are time-consuming and costly.

To solve the problem, the system integrators need the computer-aided tools
where they can simulate performances of the designed DCS, and can generate
the embedded control codes installed into devices. The systematic method is
needed to develop such tools. The method has to satisfy several requirements: 1)
static structures of various devices and device components can be modeled, 2)
dynamic behaviors in the devices and communication among the devices can be
modeled, 3) the models can be easily used in the executable simulation program,
and 4) the models can be automatically transformed to the embedded control
codes installed in each device.

The object-oriented methods have been used for modeling various
manufacturing systems. So far, SEMI/CIM-Framework[2], OSE[3],
SEMI/OBEM[4] and GEM[5] specified the reference models of manufacturing
resources described by UML or Coad&Yordon methods. However, their
modeling scopes do not fit to the above requirements of the DCS.

The purpose of this research is to propose an object-oriented and design
pattern–based method for seamless modeling, simulation and implementation of
the DCS. Five design patterns are newly proposed. The DCS modeler and
simulator, and the embedded code generator are also developed based on these
patterns. A case study for controlling material handling system proves the
effectiveness of our method and tools.

2. OVERVIEW OF PROPOSED DESIGN PATTERNS

Design pattern is a reusable structure for collaboration and interaction among
classes or objects applied to capturing problems in a general domain [6].
However, existing design patterns are too generalized to express the DCS
simulation models. Therefore, in this paper, five design patterns are proposed
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specializing in modeling, simulating and implementing the DCS. Figure 2 shows

Figure 2. The design pattern-based modeling and simulating tools for the DCS

our modeling and simulating tools of the DCS and related design patterns.
Device-Constructor pattern describes the instantiation mechanisms for

structuring the device models composed of many kinds of sensors, actuators,
and local controllers. Composite-Device-Constructor pattern describes ones for
structuring the composite device models composed of many kinds of devices.
Statechart pattern defines the state-transition mechanism for realizing the
dynamic behavior of each device and its device components. Event-Chain
pattern defines the event dispatching mechanism among the sensors and
actuators inside the device and inter-device on the network. Statechart-compiler
pattern defines the mechanism for transforming the behavior of the DCS
simulation model to the low-level codes embedded in the device. The first four
patterns are designed for the DCS simulation, while the Statechart-compiler
pattern is for the implementation. The details are described in section 3 and 4.

3. DESIGN PATTERNS FOR MODELING AND
SIMULATION

3.1 Device and Composite Device Constructor Patterns

The Device-Constructor pattern and Composite-Device-Constructor pattern
are proposed to model the static structure of the DCS[7]. Figure 3 shows the
UML class diagram of the patterns. The Composite-Device-Constructor pattern
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Figure 3. Device Constructor and
Composite-Device-Constructor Patterns

Figure 4. Statechart Pattern

is a pattern that extends three classes (CompositeDevice, Device Container, and
Device Factory) of the Device Constructor pattern to the composite device. In
this pattern, AEContainer represents the container class for all of the objects of a
particular concrete class. AEFactory represents the factory class for creating the
cloned objects of the concrete classes. The object of the AEFactory class
contains the objects of each concrete class with a key string. ConcreteSensor,
Concrete Actuator, and Concrete Controller represent the concrete classes of the
three abstract classes Sensor, Actuator and Controller.

The features of this pattern are as follows. Firstly, a particular kind of device
component can be modelled as a concrete subclass, so that we can directly
represent the system structure that various types of sensors, actuators are
connected to the control node. Secondly, the connection of a control node with
its constituent device components can be expressed explicitly. Thirdly, various
types of devices can be flexibly modelled only by changing the kind or the
number of device components in the predefined device models. These features
are similar to the ones of the Composite Device-Constructor pattern.

3.2 Statechart Pattern

The dynamic behavior of each device component in the DCS can be
specified as the Statechart. The Statechart provides finite state machines with the
notions of sub-states, entry and exit actions, do-activities and guards [8]. To
accurately model these notions of the Statechart and realize the executable Java
code, the Statechart patterns are newly proposed.
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Figure 4 shows the class diagram of the Statechart pattern. Context has the
dynamic behavior described by the Statechart. StateMachine describes a finite
state machine composed of sets of states and transitions. State corresponds to
either the state itself or its sub state machine. EntryActions, DoActivities, and
ExitActions describe the actions and the activities in a state as interfaces. Guards
and Actions represent guards and actions of a transition as interfaces.
EntryActionStrategy, DoActivityStrategy, and ExitAction Strategy represent the
concrete implementation methods to execute actions and activities.
GuardStrategy and ActionStrategy also represent the ones to evaluate transition
conditions and to execute actions according to occurred events.

In the proposed Statechart pattern, the one-to-one simple mapping from the
design pattern to the Java code can be explicitly defined. Moreover, because the
general structure of the Statechart itself and the implementation of actions,
activities and transitions depending on the context can be completely separated
in the pattern. So the system designer can easily identify and modify the
methods of actions, activities and guards only in the Context’s class

3.3 Event-chain Pattern

To complete event-driven DCS simulation models, the event links between
device components transmitted both at the inter-device and intra-device levels
have to be modeled and dispatched as shown in Figure 5. For modeling these
event links, we propose the Event-chain Pattern.

Figure 6 shows the class diagram of an Event-Chain pattern newly proposed.
IOVariable represents the class of input/output variables of the device
components, device, and composite device. Any subclass of the IOVariable
class can be defined freely according to the specification of network. Link
represents the class of links between the input and output variables, including
peer-to-peer, multicast, and broadcast communications. EventDispatcher

Figure 5. Event links and dispatchers Figure 6. Event-chain Pattern
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represents the class of event dispatchers that determine the destination of the
generated events of the device.

In the Event-Chain pattern, the Device and CompositeDevice objects only
have to relate to a uniform EventDispatcher, and they do not have to care if the
event is going into or out from the device. The existing Device and
CompositeDevice objects including pre-defined links are also reusable in the
modelling of other CompositeDevice objects. The change of IOVariable objects’
value is interpreted as an event or an action in the Statechart pattern of concrete
device classes. Using the procedure, the DCS simulation model can
automatically dispatch all the events among the suitable device components.

4. STATECHART-COMPILER PATTERN

The behavior of the control code executed in the device can be modeled as
Statechart, but in case of LonWorks-based DCS, the code is eventually
implemented as Neuron C. The Neuron C [9] is a subset of ANSI C, so that the
Statechart behavior must be implemented without “class” concept. The
Statechart-compiler pattern is proposed to bridge this gap. This design pattern
can transform the device behavior modeled as Statechart to the Neuron-C code.

Figure 7 shows the process to apply the Statechart-Complier pattern. Firstly,
the Statechart is converted to the textual formal description whose syntax is
specified by the extended BNF[10]. Secondly, the formal description is parsed
to obtain a syntax tree. Each node of the tree corresponds to the object defined in

Figure 7. The process of control code implementation using Statechart-Compiler pattern

Figure 8. Statechart-Compiler pattern
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the Statechart-complier pattern. Finally, the Neuron C code can be automatically
generated by the mapping rules from objects of the syntax tree to the Neuron C
statements. Table 1 is a part of these rules.

Figure 8 shows a class diagram of the Statechart-Compiler pattern. Main
executes a method of generating Neuron C code after reading the formal
description. A StateMachineNode represents one state machine described in the
formal description. A StateNode represents a state in the statechart, and
TransitionNode does a inter-state transition. EventNode and ActionNode
represent an event or an action defined in the transition. IOEventNode represents
an incoming I/O signal event from a sensor or an actuator, while IOActionNode
represents an outgoing signal event to them. MessageEventNode and
MessageActionNode represent message events received from or sent to other
state machines.

The syntax tree does not depend on any programming language. Therefore,
this pattern is applicable to implementing the control codes by the languages
besides Neuron C. The control code of the other language can be built by re-
defining the language-specific mapping rules from the syntax tree to the
statements of that language. The automatic generation of the embedded control
code for DCS can be realized by this systematic procedure.

5. A CASE STUDY OF DCS DEVELOPMENT

We have implemented the Java-based DCS modeler and simulator software,
and Neuron-C code generator based on our patterns and procedures. In the
simulator, a designer can predict network traffic and a packet log shown in
Figure 9. By applying our design patterns, the modeler and simulator
development could be completed only for two months. These simulation tools
were introduced to several system integrators of building automation, and their
effectiveness on the DCS development has been verified[7].

Figure 9. A screenshot of DCS simulator Figure 10. The DCS for pick & place unit
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Moreover, as an application to the factory automation, we consider the DCS
for controlling a pick-and-place unit driven by the pneumatic circuit. Figure 10
shows the structure of the DCS and the motion sequence of the unit. The DCS
consists of LonWorks and four devices each of which consists of one control
node, buttons, limit switches and valve actuators. Firstly, the task motions are
described as a sequence diagram. Secondly, the Statechart of an object’s
behavior participating in a sequence diagram were identified. They were used
with the Statechart and Event-Chain patterns. Using a Statechart-compiler
pattern, four executable Neuron C codes have been generated and were installed
into each of the four control nodes. As a result of the process, the motion
sequence of the actual pick & place unit could be correctly worked by the DCS
whose code was implemented from the simulation model.

6. CONCLUTIONS

In this paper, we proposed five object-oriented design patterns specializing
in seamless modeling, simulation and implementation of the DCS. The DCS
modeler, simulator, and embedded code generator could be efficiently
developed based on the patterns. The result of using the modeler and simulator
in system integrators, and the one of building the DCS for the material handling
system controlled LonWorks proved the effectiveness of our approach.
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Abstract: ISO/TC184/SC5/WG4 is working on ISO16100: Manufacturing software
capability profiling for interoperability. This paper reports on a manufacturing
software interoperability framework and a capability profiling methodology
which were proposed and developed through this international standardization
activity. Within the context of manufacturing application, a manufacturing
software unit is considered to be capable of performing a specific set of
function defined by a manufacturing software system architecture. A
manufacturing software interoperability framework consists of a set of
elements and rules for describing the capability of software units to support the
requirements of a manufacturing application. The capability profiling
methodology makes use of the domain-specific attributes and methods
associated with each specific software unit to describe capability profiles in
terms of unit name, manufacturing functions, and other needed class properties.
In this methodology, manufacturing software requirements are expressed in
terns of software unit capability profiles.
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1. INTRODUCTION

Few years ago, an ISO/TC184/SC5 Study Group (Title: Manufacturing
software capability profiling, Convenor: Dr. U. Graefe) identified the
problem that a unified characterisation might be expected to address in terms
of the two view points of user requirements and contribution to
interoperability. User requirements on the manufacturing application were
identified assembling a new functionality, selecting appropriate software,
substituting one software component with another, migrating to another
platform, managing software inventory, certifying software to a capability
profile, distributing software to the mass market, and registering new
software. Interoperability issues in manufacturing software were identified
as the ability to describe software in unambiguous terms to enable a common
understanding, the characterising of the business benefits delivered by
software components, the ability to find enabling candidate software
components automatically using search engines, expressing the
dependencies of one software component on other application or operating
system components, and the management of the implications of change. As a
conclusion, the study group suggested launching a standardization work
item on these view points [1].

At present, ISO/TC184/SC5/WG4 (Title: Manufacturing software and its
environment, Convenor: Dr. M. Matsuda) is developing a 16100 series
International Standard which is titled “Manufacturing software capability
profiling for interoperability”. This project addresses concerns of users and
suppliers of manufacturing software with regard to user requirements and
interoperability of software in the area of industrial automation. This paper
discusses a manufacturing software interoperability framework and a
capability profiling methodology which were proposed and developed in this
international standardization activity.

2. MANUFACTURING SOFTWARE
INTEROPERABILITY FRAMEWORK

2.1 Manufacturing software unit interoperability

The interoperability framework for manufacturing software is based
upon a more general interoperability framework for manufacturing
applications. An integrated manufacturing application is modeled as a
combination of a set of manufacturing resources and a set of information
units whose data structure, semantics, and behaviour can be shared and
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exchanged among the manufacturing resources. The set of integrated
manufacturing resources forms a manufacturing system architecture that
fulfils a set of manufacturing application requirements. These manufacturing
resources, including the manufacturing software units, provide the functions
associated with the manufacturing processes, as shown in Figure 1. The
combined capabilities of the various software units, in an appropriate
operating environment, provides the required functionality to control and
monitor the manufacturing processes according to the production plan and
the allocated resources [2].

Figure 1. Class diagram of a manufacturing application [2].

A manufacturing software unit is a class of software resource, consisting
of one or more manufacturing software components, performing a definite
function or role within a manufacturing activity while supporting a common
information exchange mechanism with other units. The software
interoperability of a set of manufacturing activities is described in terms of
the interoperability of the set of software units associated with each
manufacturing activity [2].

2.2 Conceptual framework for manufacturing software
unit interoperability

A manufacturing software interoperability framework consists of a set of
elements and rules for describing the capability of software units to support
the requirements of a manufacturing application. The capability to support
the requirements cover the ability of the software unit to execute and to
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exchange data with other software units operating in the same manufacturing
system or in different manufacturing systems used in the manufacturing
application. A manufacturing software interoperability framework is based
on syntax and semantics shared between manufacturing software units,
functional relationships between the manufacturing software units, services,
interfaces, and protocols offered by the manufacturing software units, and
ability to provide manufacturing software unit capability profiling [2].

Figure 2 shows the conceptual interoperability framework. In Figure 2,
the interoperability of software units can be described in terms of their
capabilities that are associated with the aspects of functionality, interface and
structure. The profiling of a software unit involves the generation of a
concise statement of manufacturing capabilities enabled by the software unit
in terms of the functions performed, the interfaces provided, and the
protocols supported as required by the target manufacturing capability. The
software units capability profile definition is registered in an appropriate
capability profile database after passing the conformance test. The profile
database has a set of taxonomies for use in describing the capability profiles.
When developing new manufacturing software or reusing a software unit,
the profile database is referred to and searched [3].

Figure 2. Conceptual framework for manufacturing software unit interoperability.



An Interoperability Framework and Capability Profiling for
Manufacturing Software

79

Figure 3. Class diagram of a software unit and its surroundings
and associations within a manufacturing application [2].

3. ELEMENTS IN A MANUFACTURING
SOFTWARE INTEROPERABILITY
FRAMEWORK

3.1 Capability classes

The capability of a manufacturing software unit is expressed in terms of
capability classes. These classes is derived from the manufacturing activities
noted in Figure 3. These classes also denote the manufacturing function,
resource, and information handled by the manufacturing software unit
according to the requirements of the manufacturing process [3].

A manufacturing process has a structure that is both nested and
hierarchical. At each level, the manufacturing software requirements can be
modelled as a set of capability classes organized in a similar structure as
shown in Figure 4.
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Figure 4. Hierarchical structure in manufacturing application.

3.2 Capability templates

A software unit that enables or supports an activity with an associated
capability class is concisely described in a capability template. The structure
of a software capability template follows the structure of a manufacturing
capability class as shown in Figure 4. In a hierarchical structure, a capability
template is associated with each capability defined at each level of the
structure. In a nested structure, a similar association exists between each
capability class and a template at each level of the structure [3].

3.3 Capability profiles and software unit profile
database

Capability profiles are capability templates with, at a minimum, a
profiled software unit name instantiated. Other items are fulfilled according
to the specification level [3].

A set of taxonomies, a set of capability classes, a set of capability
templates, and a set of capability profiles are stored in software unit profile
databases, and are distinguished by their differing dictionary names. The
databases may be structured as a free combination of the above four
elements to provide the necessary services. A taxonomy, a capability class, a
capability template, and a capability profile are unique when entered in an
adequate corresponding dictionary.

Matching capability profiles are used in the analysis of software unit in
the capability profiling process, the decomposition of requirements in the
manufacturing software requirements analysis process, and the database
search for each profile in the software unit selection and verification process.
Matching is attempted between software unit descriptions, manufacturing
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software requirements, or required software unit capability profiles in these
processes and that of capability profiles in the database [3].

4. DETAILED PROCESSES IN THE
MANUFACTURING SOFTWARE
INTEROPERABILITY FRAMEWORK

4.1 Capability profiling process

The capability profiling process shown in Figure 2 is detailed in Figure 5.
A software unit to be profiled is analyzed in terms of the supported paths
within the capability class structure. The supported paths then are used in the
search for a matching template from the database. When a matching
template is found, the fields of the template is filled to make a profile. When
no matching template is found, a new template is formed using the set of
capability classes.

Figure 5. Capability profiling process [3].

4.2 Software requirements analysis process

The software requirements analysis process shown in Figure 2 is detailed
in Figure 6. Capability profiles for each manufacturing software unit are
derived from manufacturing software requirements in the software
requirements analysis process. As a first step, manufacturing software
requirements are decomposed into several primitive requirements which are
fulfilled by capability classes that are selected from the database. When a
template that corresponds to the class exists, the template is filled with
specific requirements in order to generate a required capability profile. When
such a template does not exist, a new template is created based on rules for
template creation.
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Figure 6. Manufacturing software requirements analysis process [3]

4.3 Software unit selection and verification process

The software unit selection and verification process shown in Figure 2 is
detailed in Figure 7. For each required capability profile, a search of
matching capability profiles that represent available software units are
performed. Matching is performed according to the following rules. When a
match exists, the software unit is added to a list of candidates. When a match
does not exist, one of the following occurs: a) a new software unit is
developed to meet the required profile, b) the required profile is decomposed
into a combination of several profiles, or c) requirements are reconsidered
against existing profiles. The profile for the new software unit is registered
to the database according to the profiling process in 4.1. The selected
software units is verified against the manufacturing software requirements
according to interoperability criteria.

5. CONCEPTUAL STRUCTURE OF CAPABILITY
CLASSES AND TEMPLATES

5.1 Capability class structure

Software capability classes are defined in the structure shown in Figure 8.
The contents of a software unit capability class include, but may not be
limited to type of manufacturing domain, type of manufacturing activity as
differentiated by the process it is part of, the resources involved in
conducting the activity, and the information types exchanged during the
activity, type of computing system as differentiated by the operating
environment, the software architecture, and the design pattern used, type of
services, protocol, and data types used in running the software unit, supplier
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Figure 7. Software unit selection and verification process [3].

Figure 8. Capability class structure [3]. Figure 9. Capability template structure [3].

name, software version, and change history, performance benchmarks,
reliability indices, service and support policy, and pricing terms and
conditions of use.

5.2 Capability templates structure

A conceptual structure of a capability template is shown in Figure 9. The
structure consists of a part that is common to all templates and another part
that is specific to capability class. When a capability class is specified in a
template and such a class has been instantiated, then the instantiated class
represents an object. Two capability templates are identical if their
respective attributes and operations are identical. When the attributes of one
template form a subset of the attributes of another and the operations of one
template form a subset of the operations of another, then the two capability
templates are considered to be compatible and have a match.
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6. CONCLUSIONS

The ISO 16100 series enable manufacturing software integration by
providing the following: a) standard interface specifications that allow
information exchange among software units in industrial automation systems
developed by different vendors, b) software capability profiling, using a
standardized method to enable users to select software units that meet their
functional requirements, and c) conformance tests that ensure the integrity of
the software integration. The ISO 16100 series consist of four parts. Part 1
specifies a framework for interoperability of a set of manufacturing software
products. Part 2 specifies a methodology for constructing profiles of
manufacturing software capabilities. Part 3 will specify the interface
protocol and capability templates. Part 4 will specify the concepts and rules
for the conformity assessment of the other parts of ISO 16100 [2, 3].

ISO 16100 Part 1 has been published. Part 2 is under preparation for
publishing. This paper described the concepts and methodology which were
newly proposed in the development procedure for Parts 1 and 2. Now, Part 3
is under development.
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IT-SUPPORTED MODELING, ANALYSIS AND
DESIGN OF SUPPLY CHAINS
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Abstract: A common language is a prerequisite for analyzing and optimizing supply
chains. Based on experiences with three case studies, this paper identifies the
aspects of a supply chain that have to be mapped to take informed decisions on
its operations. Current, integrated modeling approaches for supply chains, like
the SCOR and the GSCM model, will be analyzed and an advanced approach
will be defined. The resulting approach takes advantage of IT-support.
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1. INTRODUCTION

Before supply chains can be optimized, they need to be understood. A
hurdle, most companies come across in mapping supply chains, is the lack of
a common language, since logistics managers of a couple of companies are
involved. Common modeling techniques, like flow charts, fall short when it
comes to transcorporate issues, because they only cover a limited number of
the aspects a supply chain has. Therefore modeling a supply chain takes an
integrated modeling approach that combines different modeling techniques
on multiple levels of detail. Those currently are limited in number. Most
known are the SCOR (“Supply Chain Operations Reference”) and the GSC
(“Global Supply Chain”) model.

In chapter 2 the relevant aspects of a supply chain that have to be mapped
for taking well-founded decisions will be identified. Chapter 3 will give an in-
sight into integrated modeling approaches for supply chains, for what purposes
they can be used and where they fall short. While chapter 4 deals with amend-
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ments to those models, chapter 5 shows, how the resulting advanced approach
to supply chain modeling can be supported by information technology.

2. ASPECTS OF A SUPPLY CHAIN

The supply network a company is involved in is of a very complex nature,
because companies have up to 10’000 suppliers of direct material. That is
why for analyzing it, restricting attention to supply chains is necessary. A
supply chain is the product-specific part of a supply network that is defined
by the product’s bill of material and by the suppliers that contribute to the
product. In Figure 1 gray boxes mark the supply chain of product 14. It
differs from the pure bill of material, since suppliers are assigned to its
components. In cases of single or multiple sourcing (as opposed to sole
sourcing, see [3], p. 47) this leads to multiple occurrences of a product.
Product 07, which can be supplied by site A or B, is an example for such a
situation.

Figure 1. The supply chain – a product-specific part of a company’s supply network

The question “What do supply chain operations look like?” is equivalent
to “Who does what with which things in which order and according to which
rules in the supply chain?” In modeling, four views allow answering this
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question: The organization, function, object and process view (see Figure 2).
Most modeling techniques map two of these views, e.g. a flow chart has
process as primary and function as secondary view, while in state diagrams
object is the primary and process is the secondary view (see [2] and [6] for
more information).

Figure 2. Aspects of supply chains - four modeling views

In the following we will look at which aspects of supply chains should be
modeled in the four views and how this should be done to enable logistics
managers to take well-founded decisions on their supply chain operations.
Process and function view are strongly connected to each other, because
order of functions and rules cannot be mapped without mapping functions
themselves. Therefore, they are grouped in one sub-chapter.

The aspects are derived from experiences with modeling three supply
chains, which are different in respect of production concept within the
international research project ProdChain (IMS 99006, IST 2000-61205).

2.1 Aspects of a Supply Chain in the Organization View

Organizations are of interest in supply chains from two points of view:
Companies own information, sites, capacity and products.
Companies, their subsidiaries and the subsidiaries’ departments are
responsible for certain functions within a process. This implies, that
organizations being responsible for functions – like functions them
selves – have to be mapped on different levels of detail.

2.2 Aspects of a Supply Chain in the Object View

Organizations in a supply chain deal with objects: They buy products,
produce and store them in their production and warehouse sites and sell them
to customers (see Table 1). Size and weight of the product limit the means of
transportation. The transportation costs can be calculated as a function of
these product attributes, the mean of transportation and the distance between
two sites given by their locations. Because the price of a product varies from
supplier to supplier, its value should not be included in the model as an



88 Knowledge and Skill Chains in Engineering and Manufacturing

attribute of the product but rather as an attribute of the relationship “Supplier
of product to a site”, which is listed in Table 2.

Distinguishing between production and warehouse sites is necessary in
order to map the stocking level of products within the supply chain. This is
reflected in the relationship “Stock” in Table 2. Similar to transportation
costs, storage costs for products on stock can be calculated as a function
– here mainly of product size and value.

Three types of flows take place in a supply chain: Material, money and
information. While material and financial flow are directly related to a
product and can be described in a structured way, information is as manifold
that there probably is no structured approach to describe its flow. Though
financial flow is mainly relevant on the company level, it should be mapped
on the more detailed level of sites keeping the relation of material to money
flow. Aggregation to the company level is possible by the relationship
“Ownership of site”.

2.3 Aspects of a Supply Chain in the
Process/Function View

The basic functions of a company are planning (balancing aggregated
demand and supply to develop a course of action that best meets the
requirements), sourcing (procuring goods and services), production
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(transformation of products to a finished state), product delivery (provide
finished goods or services) and managing product returns. Each of these
processes has interfaces to other partners in the supply chain – be it suppliers
or customers. For understanding the supply chain, the processes within these
five high-level groups (Plan, Source, Make, Deliver, Return) need to be
mapped to identify the rules according to which the supply chain works. The
SCOR model (see [4] and chapter 3) provides a good basis to cover aspects
of supply chains in the process and function view.

3. CURRENT APPROACHES FOR
MODELING SUPPLY CHAINS

As mentioned earlier, only integrated modeling approaches are able to
cover the aspects of a supply chain. Such modeling approaches combine
pure modeling techniques on different levels of detail and allow users to
navigate between models as well as between levels of detail. Objectives of
modeling usually are to analyze and improve a system. Integrated modeling
approaches offer different ways to reach improvement (see Figure 3):

Some modeling approaches stop with visualizing the current state. ICON
SCC, for example, provides users with a full view of stock levels
throughout the supply chain. But taking decisions based on this
information is in the hand of users.
Other approaches provide users with reference models. Firstly, those can
be used to configure the current state from a “common” state of a system.
Secondly they are benchmarks and can give hints to what a good system
should look like.
Simulation models give numeric feedback on the current and possible
future states of a system under different scenarios. Users decide, which
possible future state is the one to choose.
Finally, optimization models calculate the best future state of a system by
an algorithm (see [5], part two).

For humans modeling, analyzing and designing a supply chain only
visualization and simulation models are in scope. In contrast to optimization
models, those are little demanding in terms of modeling effort needed and
rich in visual feedback. From reference modeling approaches, only process
reference models cover a number of the aspects of supply chains mentioned.
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Figure 3. Hierarchy of modeling approaches for supply chains

The SCOR model has its focus on the process and function view. In its
current version 5.0 the model (see [4]) describes 26 core processes down to a
detailed level of elementary functions. Organization view, performance
indicators and best practices are arranged around this main view. Its
drawback is, that it is not capable to map product-related and financial infor-
mation. GSCM, on the other hand, mainly covers the object view, having
weaknesses in mapping organizational issues and the rules according to which
a supply chain operates. For more information on GSCM, please refer to [1].

4. AN ADVANCED APPROACH TO SUPPLY CHAIN
MODELING

Table 3 shows five charts that in combination answer the question “Who”
(O) “does what” (F2, F3) “with which things” (B, G) “in which order and
according to which rules?” (F2, F3). To reduce complexity, aspects covered
by the chart are partly optional (marked in gray in Table 3), so that the end
user can filter information.
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This approach integrates the strong process and function view of the
SCOR model and enriches it with product-related and financial information
like financial flow, stock levels, storage and transportation costs.

The charts are connected to each other in two ways. On the one hand,
they may include the same aspect (e.g. organizational chart and flow chart,
which both have “company” as entity) allowing navigation on the same level
of detail while keeping focus on the shared aspect. On the other hand, a chart
may allow drilling down to a more detailed view of the same chart (e.g. from
geographic overview to flow chart, level 2).
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5. HOW INFORMATION TECHNOLOGY CAN
SUPPORT SUPPLY CHAIN MODELING

Enriching the SCOR model with product-related and financial
information has an obvious drawback: While the structural data necessesary
for mapping a supply chain according to the SCOR model can be collected
from logistics managers of the companies involved in about 9 hours,
product-related data and financial information is of high volume and only
available from a company’s ERP system. Thus support of software with a link
to an ERP system is crucial for applying the approach presented in chapter 4.

Most of the structural data gained from logistics managers in workshops
can be obtained from an ERP system as well: Starting from the bill of
material, suppliers of components can be identified. The result is the bill of
material view (B). Geocoding suppliers then yields the geographic overview
(G). Of course, an ERP system only can provide information on a company,
its suppliers and its customers. Thus, mapping supply chains on more than
these three levels means coordinating multiple ERP systems.

6. CONCLUSION

It has been presented what the aspects of a supply chain are, that
logistics managers want to have mapped for taking informed decisions.
These currently are covered by integrated modeling approaches only to a
limited extend. The advanced approach to supply chain modeling enriches
the SCOR model with product-related and financial information, for which it
needs to link to an ERP system.
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Abstract: In order to analyze collaboration of people, the author enhances the modeling
techniques with specific constructs for the multiple strata in Multi-Context
Map (MCM) and Collaborative Linkage Map (CLM). The first is the
collaboration stratum where a collection of collaboration tasks is enumerated
as top view for systems analysis. The second is the workflow stratum where,
for each of collaboration tasks, workflow of request is clarified, and
collaborators, tokens, material and information are enumerated. The third is
the state transition stratum where state transitions for collaborators, material
and information are clarified.
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1. INTRODUCTION

Collaboration tasks are often observed in various fields. Collaboration
task is an activity which involves multiple participants with a shared goal
including individuals, personnel, organizations and facilities with different
roles or perspectives in the process. Collaboration task is not a completely
concurrent but appropriately coordinated process, because all of the
participants in the process do not always produce, assemble, or modify
material and/or information in a simultaneous and parallel manner.

To grasp collaboration tasks effectively, it is very important to analyze
what workflows are, what multiple participants, i.e., collaborators, are doing,
which position they are in, and how they communicate with each other, and
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how material and/or information are dealt with. When monolithic view or
single strata modeling is adopted, the interrelationships between various
entities and actions such as participants, workflows, materials, information
resources, events, positions, communications are often mixed into a single
description. Multi-strata modeling view is very effective for analyzing
systems with collaboration tasks by distinguishing, stratification,
categorizing, and scope or concept localization of these entities, actions and
interrelationship, and by controlling the advancement of systems analysis in
stepwise fashion from top view.

A system can be regarded as a collection of collaboration tasks. A
collaboration task can be analyzed and modeled by focusing on two sides,
general workflow (e.g., [5]) and state transitions. A workflow can be
regarded as a collection of contexts, each of which switches one after
another among the participants according to the differences of their
perspectives. State transitions can represent the behavior of components
participating in workflow. The authors devised Multi-Context Map (MCM)
[4] for the description of workflow and Collaboration Linkage Map (CLM)
[1] for the description of state transitions. MCM specifies the feasibility of
the collaboration as well as contextual switches among collaborators. CLM
specifies state transitions of collaborators and state transitions of material
and information that are transferred among collaborators. Analyzing or
modeling process in MCM and CLM enables to advance systems analysis in
stepwise fashion from top view by multiple strata structure with
collaboration tasks, workflows and state transitions.

2. CONCEPT OF CONTEXT AND WORKFLOW

Where an activity is performed in collaboration, there exist two types of
collaborators, i.e., clients and servers with their own perspectives.
Perspectives are views, opinions, or positions for the activity. Clients and
servers represent requestors and performer, respectively. They are
individuals, personnel, organizations and facilities or combinations. The
authors call an activity by clients and servers with perspectives “context”.
Clients and servers are collaborators of the context. The authors’ method is a
method to systematically analyze collaboration tasks among perspectives
that perform collaboration in the systems, and information and materials
dealt in collaboration.

Context Map (CM) as a minimum element is shown in Figure 1. Two
perspectives sandwich the context. The perspectives on the left and right of
the context are called the “left-hand perspective by client” and the “right-
hand perspective by server”, respectively. This situation represents where
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perspectives collaborate with each other, like exchanging information,
asking someone to do the job, or so on.

The context deals with three types of entities, - token, material and
information – as inputs and outputs. Token represents fact or event, which is
mutually recognized and acknowledged by two perspectives. Material
represents an entity that is physical and has mass or weight. Information
represents an entity that is logical. In the context, resources are used by left-
hand perspective by client and the right-hand perspective by server.

CMs are combined as a network to build “Multi-Context Map (MCM)”. A
MCM can represent a workflow of a collaboration task. In the MCM as
shown in Figure 2, the client for the first CM gives a request to the server,
and then, the server, as the client for the second CM, gives a request to the
server of the second CM. Workflow of request in collaboration task looks
like relay of baton.

Figure 1. Context Map (CM): General Figure 2. Multi-Context Map (MCM)

Figure 3. Context Map (CM): Top View Figure 4. Collaborative Linkage Map

The top views of system can be analyzed from the viewpoint of
collaborations. A system is considered to be a collection of collaboration
tasks. At the first stage of systems analysis, the existence of collaboration
tasks is recognized, and corresponding candidate contexts in top view are
enumerated. Such a context is described in “Candidate Context Map (CCM)”
as shown in Figure 3. The left-hand perspective by client should be
identified, but the right-hand perspective by server may not always be. The
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differences of token, material and information may not always be identified
as inputs and outputs.

3. CONCEPT OF STATE TRANSITION OF
COLLABORATION COMPONENT

The workflow described in MCM can be mapped into a state transition
diagram (STD). This STD is called “Collaboration STD (C-STD)”. In a
workflow, material, information, client and server have various behaviors in
active or passive fashion. The behaviors of all of those can be mapped into
STDs. STD for material and information is called “M/I-STD”. STD for
client and server is called “Personnel STD (P-STD)”. Personnel mean
individuals, organizations and facilities. Integration of C-STD, M/I-STD and
P-STD is called “Collaborative Linkage Map (CLM)” as shown in Figure 4.

Both P-STD and M-STD represent situations by three types of states.
“Enaction state” represents the situation that P-STD is acting on the M-STD
and connects both STDs with Collaboration-State. “Commission-state” is
defined when one P-STD has any kind of relations with other P-STDs and
the information exchanged in such situation is defined as “Communication-
Inventory”. “Dormant state” is the state neither of them and does not have
any relationships to other state diagrams.

4. MULTI-STRATA IN MCM AND CLM MODELING

Modeling in MCM and CLM for collaborative engineering has three-
strata as shown in Figure 5. The first is the “collaboration stratum” where a
collection of collaboration tasks is enumerated as top view for systems
analysis. The second is the “workflow stratum” where, for each of
collaboration tasks, a corresponding workflow is clarified, and collaborators,
tokens, material and information are enumerated. The third is the “state
transition stratum” where state transitions for collaborators, material and
information are clarified.

4.1 COLLABORATION STRATUM

The existence of collaboration tasks is recognized. For each of
collaboration tasks, a corresponding candidate context in top view is
enumerated as Candidate Context Map (CCM). For CCM, the left-hand
perspective by client should be identified, but the right-hand perspective by
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server may not always be. The differences of token, material and information
may not always be identified in CCM.

4.2 WORKFLOW STRATUM

For each of collaboration tasks by CCM, a corresponding workflow is
constructed by MCM (i.e., network by one or more CMs). The left-hand
perspective of CCM becomes the left-hand perspective of the first CM in
MCM. Its right-hand perspective should be clarified and becomes the left-
hand perspective of the second CM. The situation follows like this to the
downstream. The structure of MCM is not only straightforward but also a
network one where branch, parallel and loop patterns are permitted. For
each CM, perspectives should be determined. For the connecting CMs, token,
material and information should be determined.

Figure 5. Multi-Strata in MCM and CLM

Junctions are provided for various network structures to show the
behavior of the workflow clearly. Branch junction defines the situation that
one thing goes only to the one of the outputs and it depends on the condition
where to go. Duplication junction copies the input to all of the outputs.
Decomposition junction decomposes its input, which means one thing breaks,
into two or more outputs. Synchronization junction waits all the supposed
multiple inputs come before producing the output. Serialization junction
joins the multiple inputs to the output like a flow in the river.

4.3 STATE TRANSITION STRATUM

The workflow described in MCM can be mapped into a Collaboration
STD (C-STD). While a request on workflow is processed, material,
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information, client and server have state transitions actively or passively.
The behaviors of all of those can be mapped into P-STDs and M/I STDs.

5. EXAMPLE OF MULTI-STRATA

Figure 6 shows Collaboration Stratum for Academic Affair. “Allocate”,
“Enter Registration”, “Lecture”, “Make Exercise for Report”, “Submit
Report” and “Certificate” are enumerated as CCMs. Figure 7 shows
Workflow Stratum for “Certificate” in Academic Affair. “Determine
Certificate”, “Send Certificate” and “Send Failure Notification” are
enumerated as CMs. All parameters for these CMs are specified. These CMs
are connected into MCM as workflow. Figure 8 shows State Transition
Stratum for “Certificate” in Academic Affair. C-STD corresponds to the
MCM. P-STDs are specified for “Lecturer”, “Clerk for Certification” and
“Clerk for Sending”. M/I STDs are specified for “List of Marks”, “Member
List”, “Certificate” and “Failure Notification”.

6. CONCLUDING REMARKS

In order to analyze collaboration of people, the author enhances the
modeling techniques with specific constructs for the multiple strata in MCM
and CLM. Constructs in MCM and CLM can be organized in different strata
with distinct connotations. Each stratum defines a certain group of those
constructs with particular semantic content (e.g. collaboration, workflow,
and state transitions of resources). In collaborative engineering, it is defined
as strata to provide different views of a system The relationships among
stratum are not represented appropriately in homogeneous hierarchical
structure of diagrams.

MCM and CLM Editors are developed to support to analyze collaboration
task [2]. Extraction process of E-R model from MCM and CLM is developed
[3].

This research has been partially supported by IMS/RPD & HUMACS
program (1999-2001), Open Research Center Project (2002) and Grants-in-
Aid for Scientific Research (2002) of Ministry of Education, Culture, Sports,
Science and Technology of Japan.
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Figure 7. Workflow Stratum for Certificate in Academic Affair
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This paper reports progress from the EEII research project where ontological
stratification is applied in the study of openness. We explain a stratification
approach to reduce the overall complexity of conceptual models, and to
enhance their modularity. A distinction is made between ontological and
epistemological stratification. The application of the stratification approach to
agent system design is explained and illustrated. A preliminary
characterization of the relevant strata is given. The wider relevance of this
result for information infrastructure design is addressed: ontological
stratification will be key to the model management and semantic
interoperability in a ubiquitous and model driven information infrastructure.

Ontological stratification, agent systems, semantic interoperability

1. INTRODUCTION

Agent system research and development has become an active field.
There are many examples of using agent systems to solve tasks in so various
areas as electronic commerce [1,2], control [3], communication and
networks [4], resource management [5], search and information retrieval [6],
etc. On the other hand, the novelty and at the same time immaturity of the
existing results hinders introduction of agent systems into real life
applications. One of the major reasons for that is the fact that most of the
research efforts are concentrated on designing agents, components of agents,
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or agent systems. There is little time left for analysis of the properties of the
designed systems.

Questions about such system properties as openness, robustness, stability,
adaptability, scalability, should be answered before an agent system is
deployed in industrial applications and infrastructures. However, only few
research results exist that help to answer these questions qualitatively [7]
and even less – quantitatively [3]. There is still a large gap between the
number of developed agent systems and number of analysis methods and
tools for their evaluation.

In order to address this gap the EEII project (Evolution and Ecology of
Interacting Infohabitants, EU IST-1999-10304) is developing an ecological
approach to modeling and analysis of such agent system properties as
scalability, openness, stability, and adaptability. The methods applied
within this approach include analytical estimations, discrete simulations of
agent communities [8], and theoretical considerations regarding system
design methods [9]. One of the methods developed is a macro-level
ecological analysis method oriented on investigation of agent system
openness. Essential part of this method is the practical application of
stratification approach influenced by other work on piecemeal ontological
commitment in a participative simulation environment [10] and by other
multi-strata models [11]. A two-sided stratification approach, with
ontological and epistemic stratification, is described in the next section.
Then we describe the application of the approach to the agent system design.
Finally we draw conclusions about the stratification approach and
conjecture about its possible role within a ubiquitous and model driven
information infrastructure [12].

2. APPLYING STRATIFICATION

2.1 Ontological Stratification

The concept of ontological stratification has been initially developed in
the field of Formal Ontology [13]. In essence, ontological stratification is
the partitioning of (conceptualization of) an information system’s world into
several disjoint spaces (or strata) according to the identity criteria used to
conceptualize the entities in these spaces. The following set of spaces is
proposed by Guarino (with examples of corresponding entities): static (a
situation, a configuration), mereological (an amount of matter), physical: (a)
topological (a piece of matter) and (b) morphological (a cubic block),
functional (an artifact), biological (a human body), intentional (a person or a
robot), social (a company).
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It is easy to see that the same object may belong to one or more spaces,
e.g., an apple may be considered as (i) an amount of matter when we are
concerned with transportation of apples, (ii) a food when we want to satisfy
our hunger, (iii) a seed when we think about planting an apple tree, or (iv) a
product when an apple goes to a market. In all of these cases, different
aspects of the same apple are considered, and different laws and rules are
applied: transportation of an apple is mostly concerned with the laws of
physics, using it as a food – with the functional considerations, using it as a
seed – with the biological laws, selling it on market – with the laws of
economics in modern society.

2.2 Epistemic Stratification

In modern society, when acquiring disciplinary knowledge, abstraction is
used to separate all the abovementioned domains. The partitioning and
single-stratum in-depth study of topics accelerates knowledge creation
within a particular domain (linked to a stratum) without necessary
involvement of knowledge from all the other domains.

Investigation of ontological commitment for participative simulation has
revealed a distinction between the being and becoming of entities as studied
in ontology proper, and the concept-enabled analyses in various knowledge
domains [14,15]. The conceptual models that underlie these analyses are
usually also referred to as part of ontology, but conformance with the use of
terms in philosophy would position the study of these models in
epistemology, the theory of knowledge [16]. Hence the use of the term
epistemic stratification to denote the diversity of specialized knowledge
models that are used by specialists of several domains of expertise, e.g.
ergonomy, logistics, physics, sociology.

2.3 Stratification and Information Systems

Complex information systems are often based on models that describe
the application domain, its objects, processes, tasks as well as available
knowledge related to the task solving. Ontological and knowledge models
used in such systems are often related to several spaces or strata in the
Formal Ontology sense. Therefore it is reasonable to apply the above
stratification approach to these models in order to reduce their overall
complexity and increase modularity. This would facilitate modification,
extension and re-use of information system models.

In our work, we deal with ontology and knowledge models related to
several domains of expertise, and apply the stratification approach to both of
these models.
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3. STRATIFICATION IN AGENT SYSTEM DESIGN

In our current research work, we are developing an agent system that is
to be used within a complex domain. The system has to deal with different
objects such as a physical object, a network node, a software agent, a
person, etc. The system is distributed and networked. It should be used by
many users to support their individual task-solving activities. Typical tasks
are participation in distributed trade, in supply networks, etc.

The main components of the system are user (someone, typically a
human, who uses other components of the system to solve its tasks), agent
(someone, typically a software agent, who assists its user in solving tasks),
and object (object of task).

These system components naturally belong to several different spaces.
By distinguishing and specifying their involvement in specific spaces we
can get a more clear description of the overall system. Within each space,
more clear and compact specifications are possible of the tasks involving
entities present in the space. For example, a (sub)-task of physical
transportation of goods is mostly described in terms of entities of physical
space. In contrast, a (sub)-task of demand-request matching involves only
entities of conceptual space.

Finally and most important for our current research, the ontological
stratification allows us to clearly distinguish, model and evaluate different
types of agent system openness. For example, we can separately model and
study information openness, conceptual openness, intentional openness, etc.

3.1 The stratified agent system model

We consider the agent system consisting of the following high-level
types of components: user, agent and object. Components are complex and
composite; we consider their sub-components or aspects to be part of the
several distinct spaces. Each sub-component is located in one of the spaces
(e.g., think of location in the physical space, network space, etc.) and is
related to other entities of the same space in different ways.

Clearly, a product and a client are entities that should belong to the
social space, because these entities only emerge in the context of social
interactions. On the other hand, an apple is just a physical entity. An apple
can as well be a food, or a product, but these entities belong to other spaces
– functional and social correspondingly. There is a choice: either to consider
such entities as an apple, a food, and a product as a single object or to admit
xistence of three different (though dependent) entities. Together with
Guarino, we accept the latter choice. As a result, the components of our
agent system consist of interdependent sub-components in several spaces. In
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Figure 1, this way of ontological stratification is illustrated with concepts of
the generic agent system model.

Figure 1. Stratification of generic agent system ontology

In the design of our test agent system, only part of the depicted spaces is
used as described here. The subject space concerns the component’s aspect
of having certain goals, and being able to act intentionally. Clearly, users
and agents have this aspect and therefore have presence in this space. The
legal space contains legal aspects of the system components and legal
relations among them. For example, user can own some property. Users and
objects have presence in this space. The conceptual space contains all the
concepts of an applied domain that are used by all the active components of
the system. The network space consists of a number of interconnected nodes
of an information network. Everything in this space has a network address,
i.e., every sub-component of the agent system’s components resides at some
node. Users, agents and (information) objects have presence in this space.
The physical space is organized by a number of geographically distributed
sites that are interconnected by transportation links. Each site is associated
with a unique geographical address. Every component that has presence in
this space has an address, i.e., at any point of time it must be at a unique site.
Users, agents and objects will have their presence in PS. Table 1
summarizes the presence of system components in described spaces:
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3.2 An application scenario: the trading task

An agent system simulating a distributed market place has been
developed using the stratified ontology. In the system, there are a number of
users who produce and consume some products. The users are distributed in
the physical space. Users are interested in buying some products that other
users have. Also, they want to sell their own products to earn money. A
typical user task is to buy or sell specific amount of certain product. There
are many types of products being traded by the users. These types are
organized by individual users into partial classifications. All these
classifications are individual, not precise and may partially overlap each
other. Under these circumstances, the task of the agent system and each of
the agents is to satisfy interests of the users.

In order to solve this task, one or more static and mobile agents may be
employed by users. Interacting in the network space, the agents find trade
partners, products, negotiate deals, sign and implement contracts. The
trading process involves making agreement on the object of trade (ontology
negotiation – each agent has its own applied ontology describing the types
of products it can deal with) and price agreement (price negotiation). The
ontology negotiation is an inherently error-prone process since agents do not
share the standard ontology.

The crucial part of the experiment with the system is the study of the
agent openness. The agents are provided with certain capabilities that can
make them open when these capabilities are utilized. In particular, an agent
can share parts of its experience with other agents (information openness).
Also, an agent can receive from other agents and adopt concepts about new
objects in the environment (conceptual openness). It can recognise those
objects when familiar with the concepts. Finally, an agent can choose to
share its task-solving intentions with (partner) agents (intentional openness).
There are several more types of openness that have been identified in our
research. At the moment, the agent system simulations provide a way to
study the three types of openness mentioned above. When doing the
simulations, we measure individual and population-level performance of
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agents and relate it to the level and type of agent openness. In Figure 2 the
screenshots of the running simulation are presented.

Figure 2. Agent system running an openness-related experiment

During the development of the agent system, a clear advantage has been
identified of using a stratified conceptual model of the system. The fact that
the key components of the system have been described as sets of sub-
components and that all spaces have been separately specified, has increased
the system modularity. It has become easily possible to modify the structure
of each of the spaces (for example, connectivity model of the network space,
or the structure of the conceptual space) without affecting the other spaces.
It has been also possible to change the laws governing the entities behaviour
in each of the spaces independently.

Separation of conceptual, information and intentional entities into
individual spaces has made clear the distinction between the respective
types of agent openness. It also made possible independent experiments with
each of these openness types. At the current stage of our work, we conduct
these experiments to measure dependence of agents’ performance on their
openness.

4. CONCLUSIONS AND FUTURE WORK

Ontological stratification of the agent system conceptual model has
provided us with a better ground for experiments with the system for two
main reasons: it provided more structured and modular description of the
system thus enabling easier design modifications, and it gave us a way to
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clearly distinguish types of entities relevant to the openness-related
experiments that we conduct with the system.

Ontological stratification in general promises to enable constructing
better ontologies for the information systems and their infrastructure.
Epistemic stratification recognizes that specialized knowledge models are
required for different domains of expertise and allows for easier joint work
of specialists from these domains on a single project.

Research continues on the application of the stratification approach in
the architecting of a model driven information infrastructure, aiming for
results on semantic interoperability and efficient model management.
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Scheduling is for optimal allocation of time resource for activities. This paper
reconsiders the concept of time as a dynamic framework for series of actions.
Time resource is viewed as elastic bodies to incorporate fluctuation of
becoming of events and their dynamic behaviour. Lastly, logic of becoming
will be presented as foundation of scheduling.

internal time, external time, Fourier decomposition, action operator, dynamic

scheduling, becoming, reflectors, origin of temporality

1 INTRODUCTION

It is the time resource that is dealt with directly under any scheduling
scheme. The task is how can be achieved the optimal allocation of a given
time resource over a set of assigned activities. The temporal order of the
assigned activities is usually described in a Network Chart schematically.
Then there are various existing methods how to allocate the activities over
time, such as Gantt chart, Multi-Activity Chart [3] called MAC, or else.
Most of the existing methods use a parametric time, linear axis of time, on
which the activities are orderly allocated in accordance with the order of
events. They provide, however, a planner with only a means of static
description of time resource distribution at his planning stage, or mere
projection of his temporary thoughts in succession. Two basic problems are
faced in scheduling, namely; (1) (planning stage) the provided data by which
one allocates time resource to a particular construction activity is usually far
from precise unlike machine operation in manufacturing. In another word,
the beginning and ending nodes of each time interval allocated for a
particular activity are both fluctuating to a notable extent. Most of the
existing scheduling methods [2][4][6] can not incorporate uncertainty of this
sort sufficiently enough or not at all. (2) (operating stage) The need to
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reallocate the time resource as a construction project proceeds often rises.
Although the final goal of the project is clearly defined, no existing
scheduling method provides a dynamic adjustment mechanism in reference
to the project’s goal.

This paper will develop a mathematical model of the dynamic
scheduling to deal with both of these fundamental problems directly. The
eventual fluctuation is shown given rise originally by the characteristic
nature of becoming in the temporality. It will be also shown possible that an
elastic model can be developed to incorporate the afore-mentioned
temporality per se.

2 NON-LOCALLY DISTRIBUTED TEMPORALITY

The parametric time is used for the ordinary scheduling scheme in two
ways; (1) to display an optimal allocation of the pre-assigned activities on
the parametric time in sequence at the planning stage before the project starts,
or that of the activities yet to be completed in the middle of the project, (2) to
cast its advance of the progressive completion over the parametric time. In
both cases, the parametric time is just an indicative tool like a one- dimen-
sional screen over which the project shows its allocation in sequence and
casts its progress.

However, a real project cannot be represented solely by the parametric
time, for it consists of series of decisions for all sorts of “this or that”, this
event or that event, this way or that way, this sequence or that sequence, this
divergence or that divergence and so forth. At every moment of decision all
the potentials are activated [7]. Two streams of activities in the form of
potentials then flow into the current activity at present, one from the past and
the other from the future. They convolute at present, bounce around their
possible ways of settlement, come to a final settlement as to their optimal
mixture, and, in the end, transform the integrated potentials into an event at
present.

There exist therefore two different temporal orders; the implicit and
explicit temporality [1], one for decisional act and the other for its
consequential representation. They categorically differ in such a way that
potentials are dealt with in the implicit order of time, but dealt with events in
the explicit order of time. However they are distinct, they are dynamically
integrated within the dynamics of the current action, two sides of the same
action. The combinatory temporal order, Internal Time by External Time is
depicted at Fig.1. Each internal time is non-locally distributed over the pre-
assigned temporal whole, with density such that
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Figure 1. Internal Time and External Time

The event produced by the current activity is dichotomous whether
it happens (1) or it does not happen (0). This eventual dichotomy however
becomes itself explicitly through superposition of all the internal potentials
implicated at present by the current action,

3 HOLOGRAPHIC MODEL

3.1 Action Operator

A holographic model can be developed based on the combinatory
temporality to incorporate a dynamic aspect of scheduling and a fluctuation
of work periods.

The set of density functions represent collectively the
collection of the internal times, each of which is non-locally distributed over
the pre-assigned temporal whole For the sake of convenience, the finite
interval of can be chosen as that which ranges from to without loss
of generality. The underlined densities are assumed to satisfy one of the
following conditions; (1) symmetric condition and (2) integrally symmetric
condition. The latter is more generic condition in the form of

By performing the Fourier harmonic decomposition for each density in
the collection of internal times, the collection can be rearranged on a unit
sphere surface to model the decision process in scheduling. At each moment,
an operator of action integrates the whole surface of the sphere from specific
angle and produces an temporal event (1 – an event happens,     an event
does not happen).
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Figure 2. Holographic Operator Acts on the Sphere

The coefficient on each slice of the sphere are obtained by
rearrangement of the Fourier harmonics of the collection of internal time
densities. Therefore, the sphere gives a geometric representation for the
collection of the internal times, each of which is the probability of “the
particular time event happens”. The action operator is defined as follows.

, where the operator acts on the total information of the collection of internal
times distributed over the sphere surface at temporal

3.2 Temporal Strain

The consecutive actions by the operator on the sphere produce the
external temporal events out of the constellations of the internal time
potentials. For the future is not realized event, it produces 0 and for the past
was realized, it produces 1. Conversely, the internal time potentials are
constellated so as to produce either 0 or 1 when integrated, provided that a
scheduling is set up well balanced without any strains.

Figure 3. Off-Balanced State of Constellation of Internal Time Potentials

When there are strains in scheduling, overburden or waste of use of
time resource, it produces more than 1 or less than 1 respectively. The off-
balanced state of the internal time constellation is shown at Fig.3.
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4 DYNAMICS

4.1 Restitution Force

Virtual force can be induced out of the potential space described above
of the internal times as restitution force. The restitution force is a force
required to restore a scheduling with positive or negative strains to an ideal
scheduling with no strain. Activities are allocated in sequence on a critical
path with some period as depicted at Fig.4. Each activity is the aggregate of
the densities of the internal times within the period. All of the potential
curves, obtained by aggregation, of the activities cross at the probability of
0.5 in a scheduling with no strain. Whereas, the intersections of the off-
balanced sequence of the activities are away from the balancing point, where
the restitution force acts on by the Hooke’s law.

The larger the standard deviation of the underlined density of an
internal time is, the smaller the modulus coefficient is. The modulus is the
inverse of the standard deviation, for the stronger non-locality of the density
distribution allows the internal time more elastic. Suppose the density is
normally distributed, that is the case for most of application, the relation of
probability density and restitution force becomes explicit as shown at Eq. 3.

Figure 4. Restitution Force and Internal Time

4.2 Coupled Elasticity

Each consecutive work activity on a critical path generally is distributed
as normal distribution with its distinct values for the characteristic
parameters, the mean and standard deviation. The path can be viewed
therefore as a serial connection of multiple elastic bodies as shown at Fig.5.
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Figure 5. Coupling of Elastic Bodies of Time Resource

The multiple coupling of elastic bodies can be formulated as shown at
Fig.6. The internal forces follow the Hooke’s linear law, while their
coupling behavior is generally non-linear. Their stable equilibrium solutions
reveal the distribution of negative or positive strains in the scheduling under
the external force F. Exertion of the external force here means controlling
the whole period of a critical path in the project under various boundary
conditions on its constituent activity elements whose moduli or inverse of
standard deviations are allowed to vary due to various possible allocation of
man x hour.

Figure 6. Formulation of Coupled Elastic Time Resource

5 LOGICS OF BECOMING

The series of work activities are allocated on a critical path in
scheduling. The elastic model for allocation of time resource over activities
allows scheduling a dynamic analysis for planning and conducting schedule.
Scheduling becomes analytic to examine stress distribution, where no stress
indicates well-balanced schedule with neither waste nor over-burden of
allocation of time resource and constant stress is the second best. Variety of
appropriate boundary conditions can be imposed for examination of stress
distribution and their effects are simulated. When over-stressed part is
identified, reallocation of work load can be made before it happens.

Gantt chart is widely used for scheduling. It is however not an analytical
tool, but only representational, for no internal structure is available. Non-
locally distributed internal time made an analytical scheduling possible,
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where the modulus coefficient of elasticity is simply the inverse of temporal
deviation. Temporal order is now re-examined closely to reveal it is the
source of dynamics, where potential probability and force are conjoined.

5.1 Extended Dichotomy

The collection of internal times is a temporal potential space. The
external time of events is an event space. The action operator acts on the
temporal potential space independently at each moment to produce an event
by integrating the latent potentials in its own way. The whole potentials get
into each moment with its unique settlement. Or two streams of potential
activities flow into the current activity at present, one from the past and the
other from the future, convolute at present, bounce around their possible
ways of settlement, come to a final settlement, and, in the end, transform the
final settlement into an event at present as current optimal mixture of all the
temporal potentials.

The series of moments is time. Every moment is distinct. Its distinctness
however differs from an ordinary sense. It is a distinct mixture of the same
whole of the potentials. Here is the point of departure from standard
dichotomous logics. Moment A is now the direct product of A and
both of which are contained in A as potency. Moment is likewise

The law of excluded middle is preserved. However it is the logics of
extended dichotomy for becoming [5]. It contrasts markedly with the
standard dichotomous logic, logics of being.

5.2 Duality in Logics

These contrasted logics are in fact dual sub-logics of the even higher
logics. The logical space can be expanded as follows.

The self-referential logical space contains both of the standard and
extended dichotomous logics as shown at Fig.7 (a). These dual sub-logics
are ceaselessly moving in and out each other at every moment via the action
operator as shown at Fig.7 (b). The self-referential logical space maintains
itself by this ceaseless movement.
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Figure 7. Logical Space and Internal Movement

6 CONCLUSION

It has been demonstrated that the reformulation of temporality more
fitted to an actual decision process makes it possible to provide us with an
analytical tool for scheduling. The elastic model was derived from the
temporal probability, where the dynamics of elasticity and probabilistic
fluctuation are conjoined in the theory. The union is rooted in temporality of
becoming.
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This paper proposes a theoretical basis for the design and analysis of
distributed information systems. A quantitative criterion is defined to estimate
the efficiency of computer-mediated communication, and to monitor artifact
lives as well. The theoretical concepts are discussed in a context of an example
related to car use and servicing.
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1. INTRODUCTION

Recent advances in networked technologies and in performance of
computing devices created the present situation, where the most critical
problems in information system design concern with user interface. A user
interface of an information system may be understood as a collection of
symbols and interaction procedures that are to enable communication of the
system users. The now generally recognized requirement of interface
adaptability to both a particular user and dynamically changing system
contents quickly made the task of interface design too complex to rely on
hand-crafted decision procedures. Presently, however, no single theory exists
that could provide comprehensive guidelines for the design and analysis of
distributed information systems, such as digital cities, corporate memories,
or the entire World-Wide Web [5].

In this study, we attempt to establish a theoretical basis – a new
communication theory – by introducing fundamental axioms that would
allow for the development of a science of information system design with its
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own explanatory and experimental apparatus. (Some applications of the
proposed theory have been presented elsewhere [3-4].)

2. COMMUNICATION IN A DIGITAL CITY

A digital city usually comes as a distributed information system
comprising a range of information resources associated with a certain
geographical place or a specific human activity [5]. The principal function of
a digital city is to support navigation of its users in the physical or abstract
space by providing relevant information in a timely manner. To do this, the
digital city enables various social interactions between users (e.g. through
posting and retrieving documents), i.e. it enables communication of its users.

To illustrate major difficulties in designing and using digital city
interfaces, let us consider a typical situation where a user of a digital city
interacts with the system to find and, perhaps, go to “a good car-maintenance
service station.” First, the user must formulate her or his goal in terms,
which can effectively and correctly be understood by the system. There may
or may not be an appropriate pre-defined hyperlink (e.g. “car repair”), while
submitting a query (e.g. “car maintenance”) to a search engine will, as a rule,
produce hyperlinks of arbitrary relevance to the user’s goal (e.g. FAQ on the
topic or any other document indexed with the query keywords). The user
should yet unequivocally express her or his subjective notion of the “good”
(e.g. some repair shop would be “good” in terms of service quality, but be
too far from the user’s location). To be effective, the interface has to develop
and utilize a model of the user’s goal and behavior.

Next, the user may access a component of the digital city (e.g. a site
representing a “physical” car service-station). The semantics of the original
query may then change, owing to the component design (e.g. some
instructions on car maintenance or a “how-to-reach” map) and/or experience
and practice currently prevailing in the society of the system’s users (e.g. a
particular shop may be considered “good” just because it is conveniently
located and/or it is, at the moment, most strongly associated with the query
keywords, owing to feedback from previous users).

After all, while browsing, the user may refine or even change her or his
goal (e.g. to “to find a gas station”), based on the information learned from
the different recourses (e.g. that the desired services are offered by gas
stations). Therefore, to successfully communicate, the user has dynamically
to adjust her or his behaviour and reconcile her or his subjective semantics
with semantics implemented in the different parts of the system. It is
understood that the efficiency of this adaptation process depends on both, the
individual and the social dynamics of communication.
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As a digital city is composed of a number of independently developed
heterogeneous recourses – system components, its user interface usually
consists of multiple parts that may employ different languages of different
“digital genres” (e.g. text vs. graphics) and implement different and even
conflicting semantics corresponding to different communities (e.g.
“Western” vs. “Eastern”) of the system users. To make the digital city
interface capable of social adaptation, it is necessary to develop an integrated
perspective on the communication process. Any of the current holistic
approaches to modeling communication is, however, limited in the sense that
it is based on an ex ante analysis, which assumes the (pre)existence of a
society of the system users. In the case of digital cities, such a society does
not pre-exist but emerges after a version of the digital city has been set up
and made accessible. This emerged society is not stable, as not stable is the
structure of the system: the users as well as the resources incorporated in the
digital city have internal dynamics and are autonomous but mutually
dependent when communicate. Being allied (functionally and/or
communicatively), they create a complex system with a dynamics generally
indefinable in terms of the classical communication theories. Thus, new
approaches need to be found to provide guidelines for the design and
development of distributed information systems, such as digital cities.

3. FROM QUANTITATIVE SEMIOTICS TO A NEW
COMMUNICATION THEORY

3.1 Conceptual Framework

We will assume that all the systems (e.g. psychic) involved into
communication are (higher order) autopoietic systems acting in the
consensual domain (for details, see [5] and [4]). Each of these systems
“belongs” to at least one self-organizing social system seen as a realization
of the consensual domain. We will also assume that a psychic system
engaged in communication is composed of interpretants (i.e. meanings) and
is observationally equivalent to the totality of experientially effective
behavior called objects. The social system is composed of signs and is
equivalent to the totality of behavior maintaining the social system as a
whole. (It should be noted that our treatment of the semiotic triad object-
sign-interpretant, although does not generally contradict to the concept of
infinite semiosis, moves forward from the canonical Peircean definition.)

We will consider communication as a partial sequence of interdependent
semiosis processes where
is a single semiosis process specified through its manifestation (that is an
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interpreted sign), and t is a discrete time-mark. The dynamics of the
communication process is described as follows:

where “Objects” is a state vector representing behavior, i.e. psychic states as
(self)observed, which are communicatively effective, and “Signs” is a state
vector representing behavior socially valid. “Externalizing” and
“Interpreting” are operators that represent the uttering and the understanding
processes, respectively; likewise, “Authorizing” and “Evolving” represent
the corresponding implied processes of social dynamics (see Fig. 1).

3.2 Quantitative Semiotics: Essential Definitions

To refine and make the conceptual model (1a-b) formal, the apparatus of
algebraic semiotics can be used [1]. We will consider a sign system a
logical theory that consists of ordered sets of symbols (for details, see [1]).
We will call a semiotic morphism a translation from a sign system
to a sign system We will also call a composition of semiotic morphisms

as a basic semiotic component, where is a single

semiotic morphism on and is a probabilistic semiotic morphism that
specifies a set of possible translations from to with probabilities

one for each translation.

Axiom I. A psychic system can be represented by a sign system The
state of the psychic system is completely described by a set of signs in

Definition 1. Two states of the psychic system, and are called
orthogonal, written if  implies the negation of or vice versa.

Definition 2. For a subset of states its orthogonal complement is

Definition 3. is orthogonally closed if
Definition 4. We will call Object an orthogonally closed set of psychic

states with a single Interpretant understood as a distinction.
An interpretant is a psychic state but also the result of interpretation. E.g.,

the experiencing of a "good repair shop" implies certain psychic states, and
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Figure 1. Semiosis of communication and artifact lives (also see [2])

interpretation of the signs “good repair shop” will result in a psychic state
determined by the (past) experiences of the interpreter.

Axiom II. Right after an interpretation of an Object standing for some
psychic states which resulted in the psychic system is represented by
i.e. the original states are translated to the Interpretant by the
interpretation.

Similarly with a quantum system, the psychic system is in multiple states
at once, and it cannot uniquely be interpreted: at every single moment, there
can be made more than just one interpretation of the psychic system state.
E.g. a repair shop can be “good” but “remote” for a particular customer.

Proposition I (Context Principle). For every two distinct psychic states
there exists a context state such that if

and then
Axiom III. Each interpreted psychic state can be represented in a unique

way by a probabilistic semiotic morphism with on
The probabilities of the morphism correspond to the possible interpretation
results. (Probabilities P are determined with Axiom V, which is omitted in
this paper, using the notion of semantic distance [4].)

An interpretant exists always only to the extent as the corresponding
psychic states (i.e. the domain of are accessible for interpretation. E.g.,
the words “a good repair shop” can hardly be associated with a unique
psychic state unless an additional language context is provided.

Axiom IV. For a psychic system engaged into communication, the
dynamics of the communication process is given by a pair of sequences of
basic semiotic components defined recurrently as follows (see also Fig. 1):
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where A is the model of the psychic system that includes a set of
semiotic morphisms a set of probabilities for each in a

set of semiotic morphisms and M is the

number of the interpretants by the psychic system prior to the
communication. is the model of the social system with analogously

defined and and where N is the number of

psychic systems constituting the social system.

3.3 Semiosis of Communication and Artifact Lives

(Closure) Theorem I. A communication is orthogonally closed
pragmatically through the laws of nature in the sense that given an
interpretant it is only the physical laws that determine its object

so that semantically through the psychic system
in the sense that and syntactically through the social
system in the sense that

It follows from the theorem (for the proof, see [4]) that psychic states
corresponding to every physically possible Object should uniquely be
determined as indicative of the given communication situation, but also that
Object corresponding to a psychic state does not have to be unique. Besides,
the theorem dictates that every single communication is orthogonally closed
only to a degree. Indeed, given a communication situation, its pragmatic
closure can be established if one considers all the possible Objects, which
are to express the physical frames of the situation and to establish the
interpretant (e.g. a perception or emotion). The latter is not a practical case
(unless one considers learning by trial and error), and Objects are results of
some relations (that are not necessarily conventions) developed from
individual experience rather than exhaustive representations of the psychic
state. It is obvious (due to Axiom IV) that semantic and syntactic closures
are hardly reachable, too. Hence, every single communication is uncertain.

Lemma I. Given a communication situation with a pragmatic uncertainty
Const, a natural limitation on the minimal requisite interaction for a psychic
system engaged into the communication is determined by the degree of the
communication closure The latter is inversely proportional to the
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communication uncertainty and can be estimated using the following
formula is for the absolute certainty):

where M is the number of Objects produced by the psychic system in the
given communication, O is the number of Signs received by the psychic
system, is the number of interpretants by the psychic system for
the same object is the number of interpretants
for both and is the number of interpretants of the
same sign in the social system, is the number of
common interpretants of and and are normalizing
coefficients. Note that generally, (The proof can be found in [4].)

Const depends on pragmatics of the communication situation that may
change throughout the lives of the artifacts (if any) in focus. In the case of a
car repair shop, Const depends on the characteristics of the shop as a
physical object, e.g. its organization. Having assumed that the uncertainty
caused by the social dynamics converges to a constant for each particular
topic in the given social system, one can (though indirectly) evaluate and
assess the lives of artifacts-subjects of communication by monitoring the
dynamics of (see Fig. 2). On the other hand, whenever Const is
independent of time, can be used as a measure of the
interface/information system quality or communication efficiency [3].

4. CONCLUDING REMARKS

In this paper, we have presented the new communication theory that
offers a systematic basis for the description of communication phenomena.
The proposed framework provides guidelines for the design and
development of information systems capable of socio-cognitive adaptation,
while the formalization permits us to qualitatively assess the efficiency of
communication in each particular case. Furthermore, the theory explicitly
defines and allows for exploring, both theoretically and empirically, the
relationship between artifact lives and the efficiency of communication. All
these are novel contributions of this study.
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Figure 2. Monitoring artifact lives: Return map for calculated for a (part of a)
“Digital City” associated with a certain geographical location for the period
from Oct., 1996, to Feb., 2002, with 1 month subinterval (65 months); the data
obtained from the Web Archive http://www.archive.org
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Abstract: In this paper, we validate MEDIQUAL constructs through the different media

users in help desk service. In previous research, only two end-users’

constructs were used: assurance and responsiveness. In this paper, we extend

MEDIQUAL constructs to include reliability, empathy, assurance, tangibles,

and responsiveness, which are based on the SERVQUAL theory. The results

suggest that: 1) five MEDIQUAL constructs are validated through the factor

analysis. That is, importance of the constructs have relatively high

correlations between measures of the same construct using different methods

and low correlations between measures of the constructs that are expected to

differ; and 2) five MEDIQUAL constructs are statistically significant on media

users’ satisfaction in help desk service by regression analysis.

Key words: SERVQUAL, MEDIQUAL, Media Choice, Help Desk

1. INTRODUCTION

Recently, IT support for end-users emerged as one of the leading concerns
in an organization [1]. Continuous adopting and updating of communication
technologies have driven most organizations to develop more effective help
desk or customer service centers. Organizations are always looking for new
ways to provide better help desk service in order to satisfy the growing
demands and expectations of customers [2].
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In recent help desk research, following the growing demands of new
technology support, a number of commercial products have started using
advanced techniques, such as self-service customer-center problem
resolution, the instant help function, and desk automation. Remote on-line
troubleshooting and Internet-based products are examples of more advanced
technologies that are currently being used to support customer centers [3].

The main purpose of this study is twofold. First, we extend MEDIQUAL
constructs in previous research [4] to reliability, empathy, assurance,
tangibles, and responsiveness, based on the SERVQUAL theory. Second, we
validate MEDIQUAL constructs as new belief criteria on media users’
satisfaction.

2. LITERATURE REVIEW

Most early studies on media choice have paid attention to social presence
and media richness theory. The researchers define social presence as “the
degree to which a medium permits communicators to experience others as
being psychologically present” or “the degree to which a medium is
perceived to convey the actual presence of the communicating participants”
[5]. According to the social presence theory, communication media are
perceived as rating in social presence. Social presence is then determined by
the degree to which one medium transmits information about facial
expression, direction of looking, posture, dress and nonverbal, vocal cues.
For example, conventional media such as face-to-face and group meetings
are perceived as ranked high in social presence. By contrast, electronic
media such as early e-mail and computer-based written documents are
poorly perceived in terms of social presence. Therefore, social presence
theorists argued that conventional media are more appropriate for tasks
requiring high social presence, whereas electric media and written
documents are more appropriate for tasks with low social presence
requirement.

Similarly to the social presence theory, the media richness theory focuses
on the nature of media characteristics, but on their match with task
characteristics [6, 7, 8, 9]. This theory is based on task variety and task
analyzability: Task variety is “the frequency of unexpected and novel events
that occur in the conversation process” and task analyzability refers to “the
degree to which tasks involve the application of objective, well-understood
procedures that do not require novel solution” [8, p. 554]. Media richness
theorists suggested that rich media, such as face-to-face and telephone,
facilitate the immediate exchange of a wide range of communication cues,
while leaner media such as e-mail, written roles and regulations, letters, and
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written notes allow exchange of a restricted range of such cues over a longer
period. Then, the media richness theorists posed that richer media are more
appropriate for unanalyzable tasks such as resolving disagreement, making
important decision, generating ideas and exchange of confidential/sensitive
information, whereas leaner media are more appropriate for analyzable tasks
such as exchanging routine information, clarifying confusing viewpoints,
and exchanging urgent/timely information. They suggest that when
equivocality is high, organizations allow for rapid information cycles among
managers, typically face-to-face and telephone, and prescribe fewer rules for
interpretation [7].

Although these two theories tried to explain end users’ media choice,
authors of many empirical studies have suggested that media choice cannot
be logically explained or predicted by considering only the inherent richness
or social presence of medium and the characteristics of the task [10, 11, 12,
13, 14, 15]. For instance, Ngwenyama and Lee [16] found that electronic
media are increasing their richness through messenger service such as call
and page functions.

Since media richness theory is only partially supported by empirical tests,
it is likely that other factors or dimensions might affect end-users’ media
choice. In order to overcome the criticisms media richness theory, we
adopted the service quality (SERVQUAL), created by Parasuraman et al.
[17], as new characteristics that are associated with medium. They also
presented a 22-item scale consisting of five service quality dimensions and
theorized that regardless of type of service, customers use basically similar
criteria in evaluating service quality and that these criteria span virtually all
aspects of service [18]. Those dimensions are:

Tangible: physical facilities, equipment, and appearance of
personnel.

Reliability: ability to perform the promised service dependably and
accurately.

Responsiveness: willingness to help customers and provide prompt
service.

Assurance: knowledge of employees and their ability to inspire trust
and confidence.

Empathy: the provision of caring individualized attention customer.
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3. HYPOTHESES DEVELOPMENT

To investigate the relationship between media choice and end-user belief
on help desk service, a research model was developed as shown in Figure 1.
In this model, we use five constructs from SERVQUAL [19, 20] that are
thought of as closely related to end-user satisfaction with customer service:
reliability, empathy, assurance, tangibles and responsiveness. This study
contains, as already mentioned, adapted SERVQAUL constructs as
MEDIQUAL constructs instead of commonly used equavocality and
uncertainty, or analyzability and diversity.

To extend end-user belief criteria such as reliability, empathy, assurance,
tangibles, and responsiveness, we first need to validate that these criteria
measures. On the basis of SERQUAL theory, the defined MEDIQUAL
constructs are follows. Reliability is defined as the degree of feeling that
customer service shows sincere interest in customer service, and that they
will solve the problem correctly the first time and in a timely fashion.
Empathy consists of the degree to which customer service shows personal
interest and politeness, and is perceived by customers as displaying personal
attention. Assurance refers to the degree of confidence customer service
gives, staffs are knowledgeable about transactions, and customers can feel
safe about the privacy of transacted information. Tangibles include modern-
looking equipment, visually appealing, and increasingly aesthetic attention
to materials. Reliability is customer service’s perceived ability to provide
service in a timely fashion, show sincere interest, and correctly diagnose and
solve the problem on the first try. Responsiveness is customer service’s
perceived ability to provide prompt service, readiness to respond to requests,
and to never be too busy to respond to requests.

The concept of end user satisfaction has been widely used by researchers
[21, 22, 23, 24, 25] as a surrogate of system success. For example, DeLone
and McLean [21] introduced a comprehensive taxonomy to organize diverse
research that posed six major dimensions or categories of information
system success: system quality, information quality, use, user satisfaction,
individual impact, and organizational impact. Ives et al. [26] developed a 13
items instrument, which was later confirmed by Baroudi and Orlikowski [27].
They defined end user satisfaction as felt need, system acceptance, perceived
usefulness, MIS appreciation, and feelings about a system. Bailey and
Pearson [23] evaluated overall satisfaction, which they suggested is affected
by 38 items, measured by the 7-point Likert scale. Recently, Lee and
Ulgado [20] investigated the relationship between perceived SERVQUAL
value and customers’ overall satisfaction in fast-food industry.
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Figure 1. Research Model

On the basis of previous research, we suggest a new relationship between
MEDIQUAL constructs and end-user satisfactions, and hypothesize that the
assessed MEDIQUAL constructs strongly affect end-users’ overall
satisfaction. The degree of overall customers’ satisfaction with the media
customers will be measured within the five MEDIQUAL constructs
(empathy, assurance, tangibles, reliability and responsiveness). From this
general statement, we can propose a series of hypotheses to explore in this
study.

TAM and TAM2 [28, 29] assumed perceived usefulness (as belief) as a
direct predictor of attitude, and Bhattacherjee [30] created PAM, which
adapted TAM and showed that users’ perceived usefulness is positively
associated with their satisfaction, which is defined as affect (evaluated
attitude). Hence our hypotheses will be:

H1: Service satisfaction comes from reliability, empathy,
assurance, tangibles, and responsiveness.

H1a: Reliability positively affects end-user’s satisfaction.
H1b: Empathy positively affects end-user’s satisfaction.
H1c: Assurance positively affects end-user’s satisfaction.
H1d: Tangibles positively affects end-user’s satisfaction.
H1e: Responsiveness positively affects end-user’s satisfaction.
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4. RESEARCH METHOD and ANALYSIS RESULTS

To gather the data for this study, we incorporated a 7-point Likert-type
scale to measure end-users’ overall belief of service in rating the research
variables. That is, the following set of statements (i.e., variables) relate to
customers’ feelings about the medium they use most. Each statement shows
the extent to which the user feels the medium’s feature described by the
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statement: “1” means users strongly disagree the medium has that feature,
and “7” means users strongly agree.

To improve the design of survey, we conducted a pilot test employing a
web-based survey. The questionnaires were distributed to 214 end-users at
two organizations during the summer of 1999 and then they were revised.
The revised questionnaires were redistributed to 1,000 MBA students at five
universities and six companies throughout the Republic of Korea during the
spring of 2001. Study finally tests the aforementioned hypotheses with 222
subjects (a return rate of 22.2 percent).

To investigate hypotheses, we performed a factor analysis to validate end-
users’ service perception of the customer service center, while validity and
reliability of ender users’ perception is widely recognized in the IT field [31,
32]. Factor analysis is commonly used to reduce a set of variables to
underlying factors. In general, linear combinations of original variables
create a clear structure, and suggest clear discriminant validity for these
constructs. Table 2 shows the factor analysis results. As can be seen the
five factors account for more than 78.36 percent of the observed variance.

The loading of each of the 15 measures on their respective factors is well
over 0.40, and the eigenvalues of all the constructs are above 1. The results
of factor analysis show the importance of the constructs, in that they have
relatively high correlations between measures of the same construct using
different methods and low correlations between measures of construct that
are expected to differ [33]. Based on this result, we validated the
MEDIQUAL constructs.

To further investigate relationships between MEDIQUAL constructs
(belief) and satisfaction (affect), we utilized multiple regression analysis.
Since the primary objective of this step is to test the comparative influence
of several sets of predictors on customer satisfaction, we use them as
independent variables in the regression model. The equation representing
the model developed in this study can be expressed as:

Where: SP = Overall Satisfaction
TA = Tangibles RP = Responsiveness
AS= Assurance RL = Reliability EM = Empathy

Table 3 summarizes the results of multiple regression analysis to end-
users’ overall satisfaction. The result shows that H1 is partially supported
from the fact that assurance and reliability turn out to be statistically
significant level of 0.01.
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5. FINDINGS

The hypotheses test whether the MEDIQUAL constructs affect end-users’
satisfaction or not. Table 3 summarizes the results from the multiple
regression. The adjusted scores of model indicate that overall the five
variables constitute good predictors of end-users’ satisfaction (R=0.366,

p= 0.000). Specifically, the assurance and reliability constructs



Validating Mediqual Constructs 135

appear to be the significant predictor at the level of 0.005 p=
0.000, p= 0.003), and responsiveness and tangibles constructs are
acceptable predictors at the level of .10 p = 0.056, p =
0.099). Although the empathy construct is not statistically significant, the
predictor value turns out to be positive p= 0.337). Even though
empathy is not significant, our empirical test supported the original theory of
SERVQUAL; and thus, we can assume that SERVQUAL constructs are
strongly related to end-users’ satisfaction.

6. CONCLUSION

As we hypothesized, end users’ satisfaction is influenced by MEDIQUAL
constructs, that is, different media users feel satisfaction from reliability,
empathy, assurance, tangibles, and responsiveness. The results of this study
have some important theoretical implications. First, we applied the concept
of media choice to the domain of customer service center. Second, our
research incorporated SERVQUAL theory into media selection mechanism.

The practical implication of this study is that by understanding the media
choice mechanism, we may be able to provide a better help desk (customer
service center), which is one of the critical success factors in the competitive
business world.
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Abstract: This paper focuses on collaboration of engineering information among
globally distributed companies and describes DEE (Distributed Engineering
Environment) of design and production on inter-enterprise network. For DEE,
the integration framework and methodology to execute engineering are
described in the paper. As for the forms of information description, XML,
PSLX (Planning and Scheduling Language for XML) and Web browsing
technologies are used. In DEE, XML technology prescribes the
communication data form that contains hierarchical functional data structure
on a common specific Web browsing space. And PSLX technology prescribes
the dynamic processes and their controls of the connection among the
distributed business activities of the creation of product data and documents. A
prototype of DEE for engineering collaboration is also introduced to evaluate
the feasibility. This prototype has been developed as a part of
IMS/GLOBEMEN of international project.

Key words: Virtual Enterprise, Collaborative Engineering, PLC, XML, PSLX, WWW

1. INTRODUCTION

For the total product lifecycle and by the development of the global
information communication environment, each enterprise has growing
recognition of the importance of the international business models, ideal and
practical models, and of more close world-wide relationships with the related
companies and with companies that possess characteristic products and
technologies.
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In IMS/GLOBEMEN (GMN), we have been studying “Global
Engineering and Manufacturing in Enterprise Network” by VME (Virtual
Manufacturing Enterprises) that consists of the companies with the core
competence. The target of R&D in GMN, is the development of
methodologies and tools necessary to the lifecycle business activities that
change dynamically. This paper focuses on the DEE (Distributed
Engineering Environment) in the management of the dynamic engineering
business and the collaboration of the information sharing among VME .

At first, the framework and the second, DEE model to realize the
environment of the information sharing among VME are mentioned. And
then, a prototype of DEE for the engineering collaboration is introduced to
evaluate the feasibility.

2. DEE FRAMEWORK

The framework of the requirement and the function description that
shows in Fig.l is proposed in GMN to deal with information integration in
the VME [1].

Figure 1. DEE Framework of Requirement and Functional Description
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In the figure, the requirement model describes the present condition (as-is
model) and the goal (to-be model) for each business and the function model
shows the implementation form to realize the requirement in the VME. By
the requirement model, in each business, which part is equivalent, and
related, or roles of each part in the whole business model of the VME can be
defined.

The function model shows implementation forms of the requirement from
the requirement model in the VME on the IT infrastructure. The
specifications described in the requirement model are developed into the
executable model in the function model.

DEE is a system that operates and integrates the business information
dispersed around the world based on the framework shown in the figure 1. It
becomes the following concretely.

The description of the requirements in each business is classified and
reified by the modeling tool such as IDEF0 or UML. The abstract
function of the design requirement is disassembled by the function
elements into the detailed executable level for the actual production
by the classification and reification. The hierarchical function
structure from the abstraction to the business activities is constructed.

The engineering is carried out by the process flow of the function
elements with executable resources. The process is constructed
among the process elements due to the flows of data exchange. These
processes have the dynamic connections that contain the feedbacks
among the process elements. The product data is created by
applications in each element.

The function of a business process element is equivalent to the
requirement function element described hierarchically. And the
product data is created in each process element. Therefore, function,
process and product data are dependent on the mutuality and compose
all the systems.

DEE is the platform to manage the mutual dynamic connections of
function, process and product data on Information and Communication
technology (ICT) base.
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Figure 2. DEE System Integration

3. DEE MODEL

DEE has been studied as the activities of Work Package3 in the
GLOBEMEN international joint research. The system concept of WP3/DEE
is shown in the following.

Figure 3. DEE System Concept

DEE manages document, process and product data elements
independently and integrates their elements according to each engineering
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phase of product life cycle. The connection model of the engineering
information in DEE is shown in the following.

Figure 4. DEE Intercommunication Model

The workflows that show the processes of business functions are
connected among groups having functional roles in VME. The functional
roles have static hierarchical function layers. The business activities are
connected as time-dependent flow in the execution. This concept is shown in
Figure5 and Figure6.

Figure 5. VME Layered Model
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Figure 6. DEE Process Integration Model

The multimedia product data is created in each process element in the
distributed engineering environment. In the process element, the product
data is created by the application software (resources) using the output data
from documents outputted by other process elements. The output data is
included in the document description in the process element. The document
elements that created in each process element are integrated according to the
functional roles. That means the document can be browsed as the document
of independent part, hierarchical group and all. And also, the multimedia
data is seen independently. This concept is shown below.

Figure 7. DEE Document Integration Model

As for the characteristics of DEE, mutual related links are constructed
among process, document and product data elements by using XML. By the
link structure, engineering collaboration and business management are
possible on time as for the control of the whole business, the design change,
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and so on. And, each element made a part becomes possible to reuse to all
the product lifecycle by constructing them in the hierarchical class level and
by the purpose. And, PSLX [2] is used for the dynamic business control.

4. DEE PROTOTYPE

A prototype DEE system platform has been developed to evaluate DEE
model. The result is shown in Fig. This environment has a common 4D
virtual space in VME on the Web browser that shows business functions,
individual/integrated documents and multimedia product data in the
document. The PSLX based scheduler controls the dynamic processes. The
document includes HTML and word processing document, and product data
such as SVG drawing and 3D XVL (extensible Virtual world description
Language) simulation [3] and so on are called from Web data warehouses.
XVL is the compression technology of 3D model transmission on the Web
and has animation execution capability.

Figure 8. DEE 4D Virtual Space

5. CONCLUSION

This paper describes the collaborative engineering environment among
VME for the lifecycle information integration. It is shown that such a
distributed engineering environment is implemented by element parts of
process, product data and document for the business and their dynamic
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integration. And the functional integrated information is re-usable to each
product lifecycle phase such as design, manufacturing, maintenance and
customers services. Moreover, we developed the prototype platform of Web
P2P browsing space based on ICT and verified the suitability and
effectiveness of the environment.

Our next step will be the knowledge-based engineering of the Semantic
Web RDF (Resource Description Framework) approach of OWL (Web
Ontology Language) of W3C for DEE.
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Abstract: Data exchange in the extended enterprise is one of the most critical tasks in

supporting collaborative decision-making. Companies often rely on

geographically distributed suppliers for efficient product design and

manufacture. Early design assessment can substantially reduce the cost of

product development and production. This research proposes a new STEP

AP224 EXPRESS based data model to facilitate the exchange of part and

process data between distributed key agents in the early design process. The

approach is illustrated using a prototype XML/CORBA environment to

support the information exchange between collaborating design and

manufacturing agents.
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1 INTRODUCTION

In today’s competitive manufacturing world, companies constantly seek to
optimise their manufacturing processes and improve their overall
performance. One of the key factors for success of new products is how
efficient is the utilisation of the product development time and how well the
early design decisions are coordinated between all major stakeholders. Early
design assessment is an effective method for cutting costs throughout the
product development phase. Performing the early design assessment in a
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collaborative environment is a technique used to concurrently review the
design from different points of view, thus reducing the gap between the
design and the production stages in product development.

One of the critical developments for improved communication of product
and processing data in machining has been the development of the STEP
AP224. Feature extraction routines utilising STEP AP224 were proposed by
Bhandarkar and Nagi[1] The research focuses on the extraction of the feature
information by converting low level geometry into higher level
manufacturing information. Ming et al.[2] developed an information model
for CAPP by using object-oriented model based on STEP AP224 and
product data exchange. The model consisted of part information model,
process plan information model and production resource information model.
Zha and Du [3] proposed a prototype system for integrated design and
assembly planning utilising an EXPRESS model representing STEP
information for the part representation. Pena-Mora and Hussien[4] reported a
PDM system with integrated early design system using AP 224 for feature
representation. Moreover, the system supported parameters for
manufacturability assessment and process planning generation. Due to the
complexity of STEP AP224 representation, there is still a gap between the
capabilities of the AP224 and its use and the great potential for data
integration offered by AP224 has been mostly unutilised.

Another important drive for developing collaborative decision making
applications in manufacturing has been the development of web enabling
tools and data structures that can support distributed environments. Other
reported distributed design support systems include the distributed agent-
based design negotiation and co-ordination environment CAIRO [5]; the
web-based electronic design tool WELD[6]; and the internet-based
computer-aided design evaluation tool WebCADET [7].

With the advent of internet-based communication XML (eXtensible
Mark-up Language) has been used increasingly to transmit structured
information in a universal way across different architectures [8] [9] reported
a new Product Data Markup Language (PDML) creating a unified use of
XML for the purpose of product data exchange. The PDML used STEP as a
Product Data Exchange (PDE) technology.

Despite the advances in developing distributed design systems there is
still a lack of integration between the design and facility planning activities
at early development stages [10][11]There is also insufficient understanding
of companies own production capabilities, their distribution between
different company sites and the production capabilities which major
subcontractors and suppliers can offer which results in inefficient use of
available resources and development of more expensive designs. There is a
further need to develop generic methods and tools to capture the capabilities
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of manufacturing processes and map the parameters used for their
representation to the machines and processing systems participating in the
extended manufacturing environment.

The paper reports on a STEP AP224 compliant product data model and
pilot environment for rapid product manufacturability assessment in
extended enterprises using collaborative, autonomous design and
manufacturing agents. The approach is based on applying the product data
model using XML for exchange of requests and information between design,
processing, and facility planning agents. The decision making process is
supported by multilevel manufacturability domain and inference models.

2 DATA MODELS–AN OVERVIEW

The decision making at the early stages of design manufacturability
assessment is based on matching product requirements to processing
capabilities and available resources in the extended enterprise.

2.1 Component Data Model

The request for design manufacturability assessment is based on a
component data model representing the target components constituting the
new product. Components are described using form features and their
relationships[12].

STEP AP224 is an ISO application protocol offering a framework for
using machining features in process planning. It specifies the requirements
for defining the machining features and the parameters needed to correctly
and sufficiently represent them. It would therefore be beneficial if AP224
could be used for representing the product model in a way that would allow
structured feature information to be directly used for downstream planning
decisions. A major barrier for this is the fact that the standard STEP file even
for a very simple part feature is long and difficult to process or understand
by the planner. Traditionally a STEP files contains a variety of data about
the part and its features that is not closely related to process planning. Here a
supplementary part feature model is proposed to reduce the complexity of
representation and provide a meaningful part feature definition closely
related to AP224 which can be used in process planning activities.
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2.2 Process and Facility Data Models

The approach adopted in this work is to relate process capability to three
fundamental levels. The first is a “form generating schema” to be used for
describing process knowledge at a level that is independent of the machine
tool and machining facility used for process execution. Form generating
schema (FGS) is defined as a technologically meaningful combination of
tool of specific geometry, set of relative motions between a part and the tool
and the typical levels of technological output that can be associated with
using that combination of tool and relative motions FGS are machine
independent but can be used to provide a generalised description of machine
tool capabilities.

The second level of abstraction is the “facility” level that is used to
describe the distribution of manufacturing capabilities in each facility
belonging to the extended enterprise. The overall capabilities of a
manufacturing facility are described by a set of resource elements (RE) [12].
Each RE represents a collection of form generating schemas which uniquely
define the exclusive machine tool capability boundary and the shared
boundaries between machine tools. At extended facility level, the
distribution of manufacturing capabilities between different geographically
distributed facilities is described by technological elements (TE). TEs are
collections of form generating schemes which uniquely define the exclusive
and shared machining capability boundaries between the machine tools of
different business entities/facilities[13].

3 STEP AP224 COMPLIANT DATA MODEL

The product model is described using EXPRESS and EXPRESS-G
representations. The STEP AP224 file was analysed and a technique for data
extraction was introduced. The extracted information was represented using
XML as the main data communication format for the proposed prototype
manufacturing system. The model starts with the PRODUCT entity where
basic information about the product such as name, ID, description and
components are held (see Figure 1a). The four attributes are used to
differentiate the part as all the part information is stored in a database and
these can help in proper retrieval of information. The components attribute
of the PRODUCT is defined in terms of a set of instants of PART entity.
This way sets the coherency between the product and its components.

The PART entity holds the specific machining data. (See Figure 1b). The
product could be made of one or several parts and this is not in the focus of
this research. This research concentrates on how each part is defined in terms
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of machining features based on STEP AP224. The PART entity again
contains attributes to differentiate it from other parts, and these are ID and
Name. The description attribute holds text containing any extra data the user
wants to state about the part. The remaining three attributes are the most
related to the process planning. The first one is the material; this attribute is
an instance of the MATERIAL entity. This entity holds information about
the type and the properties of the proposed material.

Figure 1. Product and Part level description

The shape entity holds all the information about the geometry of the part
and as well as the part’s features (see Figure 1c). The shape is represented by
the Base_shape entity representing the shape of the block raw material; the
Brep_shape entity representing the boundary representation definition of the
part in terms of constituting faces and the Manufacturing feature, where the
high-level shape information is held. A machining feature is a subtype of
manufacturing feature and it is a supertype of one of a number of possible
types (see Figure 2a). The figure shows just four of these subtype features.
Each of these features has its own set of attributes needed to be conforming
to the standard. The model is illustrated with two entities: a hole and a slot
(see Figure 2b&c).
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Figure 2. Machining Feature Data Representation

4 AGENT BASED SYSTEM ARCHITECTURE

In an extended manufacturing environment the decision making is based
on collaboration between different geographically distributed facilities with
a high level of autonomy in the extended enterprise organisation. Such
autonomy can be effectively described by using a multi-agent representation
of the main decision making modules within the distributed design
environment. In the context of the reported research an agent is considered to
be autonomous collection of object oriented decision making algorithms,
software tools, and data structures to support human-centred decision
making process in a well defined domain and provide communication to
other agents. The experimental product and facility prototyping system is
developed as a distributed multi-agent CORBA environment (see Figure 3).

The decision-making agents are implemented using CORBA objects with
IDL (Interface Definition Language) interfaces allowing application
independent specification of available member functions to a client. To call
member functions a client needs to know only the object’s IDL definition
without any details such as programming language used, object location, or
operating system. The communication between different agents is supported
by a CORBA interface database that stores information about the IDL
interfaces implemented within the environment. Each agent is based on
communication layer (ORB), parser using KQML/XML message
representation and a user interface.
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The sequence of decision-making activities is summarised in Figure 4.
The design agent passes the design model to the manufacturing agent with a
request for process and facility prototyping. The manufacturing agent
communicates with the corresponding facility agents for developing
planning alternatives and establishing initial facility prototype. The project
moderator is an agent that supports the decision making process by
providing periodic evaluation and guidance based on a set of performance
indicators. The prototype agent-based modules have been implemented
within a distributed computer environment consisting of three workstations
linked together within a local area network (LAN) and using TCP/IP
protocol.

The design agent sends requests for manufacturability assessment based
on a STEP AP224 product model and a query message. The STEP file is

Figure 3. Integrated product and facility prototyping environment – an overview

Figure 4. Manufacturability assessment - key decision making activities and actors
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represented using XML based on AP224 application protocol (REF). Once
the request is accepted by the process planning agent the critical part features
are extracted from the XML file. The geometry of the part can be viewed
using the STEP file and if any additional data is needed, it could be obtained
from the STEP file. After analysing the part, process planning agent
facilitates the selection of processing alternatives. As a result, a number of
possible solutions are generated that are communicated to the facility agent.

The facility agent attaches technological elements to each processing
alternatives and provides support for optimisation of the overall set of
technological elements and final machining equipment selection. Each
proposed processing and equipment solution is evaluated by the project
moderator agent (not shown) and performance measure values attached. The
preferred solution is then sent to the design agent and issued to the designer
who initiated the request. An example of the results from the
manufacturability assessment process is shown in Figure 5 illustrating the
initial design model, the selected processing solutions and facility resources.

Figure 5. Manufacturability assessment process - an example
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5 CONCLUSIONS

The reported research aims at providing the designers with a rapid
manufacturing feasibility assessment tool to be used at different design and
planning stages in extended manufacturing enterprises. The design
evaluation framework provides an integrated platform to support the
decision making in distributed design teams. It is based on matching the
design requirements to the facility capabilities in an extended enterprise
environment using generic models for representation of the processes and
resource capabilities in an extended (‘virtual’) manufacturing environment.
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Abstract: Discrete Event Simulation is a well-proved method to analyse the dynamic
behaviour of manufacturing systems. However, simulation application is still
poor for external supply chains or virtual enterprises, encompassing several
legal entities. Most conventional simulation systems provide no means to pro-
tect intellectual property rights (IPR), nor methods to support cross-enterprise
teamwork. This paper describes a solution to keep enterprise models private,
but still provide their functionality for cross-enterprise evaluation purposes.
Applying the new modelling system, the inter-enterprise business process is
specified by the user, including a specification of the objects exchanged
between the local models. The required environment for a distributed
simulation is generated automatically. The mechanisms have been tested with
a large supply chain model.
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1. INTRODUCTION

Simulation is a well-proved method to analyse the dynamic behaviour of
manufacturing systems. Today, simulation systems for manufacturing are
basically closed systems, which always run the complete scenario within one
simulation execution machine. This brings several disadvantages, especially
for the efficiency of the team work, the reusability of simulation models and
the protection of the intellectual property rights (IPR). IPR are a specific
issue if the system under consideration is an external supply chain or a
virtual enterprise, and includes several legal entities.



160 Knowledge and Skill Chains in Engineering and Manufacturing

A consortium of companies and research institutions from the European
Union, Japan and USA have faced this problem, and joined for the common
IMS project “ Modelling and Simulation Environments for Design, Planning
and Operation of Globally Distributed Enterprises ” (MISSION) [1]. Me-
thods have been developed to efficiently structure the simulation model into
several separate federates, which may run on different computers within dif-
ferent simulation execution machines, even from different software vendors.

The European Module of the MISSION project has put specific effort to
introduce methods to keep the interfaces flexible, and at the same time to
support common enterprise models shared by several enterprises. Specifica-
tion methods and tools provide the necessary environment to model the fede-
ration on the interface level and to generate the required interfaces.

2. SIMULATION AND IPR

Simulation models contain detailed strategies of the company. Engineers
might not wish to make these known to others, especially not outside of the
enterprise. Therefore, mechanisms for knowledge protection are required.

Knowledge is distributed, as local engineers know the local rules and
environment best. Therefore, best modelling results are expected with de-
centralised models, which are built and maintained locally. For these decen-
tralised (partial) models, there is no IPR problem, as none of these models
has to leave the originating enterprise. However, in order to achieve results
about the relationships within the supply chain, these partial models need to
be combined.

Within classical simulation systems, all parts of a large simulation model
have to be physically joined, before the simulation can be run [2]. Therefore,
the detailed description of the enterprises’ business processes has to be
handed out to an external company, in the shape of the simulation model.
There might be a chance to define a neutral third party, e.g. a simulation ser-
vice provider, for this purpose. Specific IPR protection regulations between
this service provider and the co-operating enterprises might help to secure
the business process information.

However, enterprises might wish to make sure, and not provide their in-
ternal processes to any other firm. Separate distributed models are adequate
to fulfil this requirement. They are built and maintained locally, and joined
for evaluation purposes, only. The interface description, which is necessary
to evaluate the complete supply chain, can be used for purposes of process
engineering, evaluation by simulation and specification of the supply chain
control system.
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Figure 1. Execution of a Simulation Scenario

3. MODELLING TECHNOLOGY

There is no super-model describing the supply chain as one large simu-
lation model. In contrary, separate models of the chain elements are commu-
nicating in a way, which is rather similar to their communication in reality.
As a consequence, the interface descriptions generated by the MISSION pro-
cess description can be directly used as specification of the supply chain
interfaces.

3.1 Connection Platform

The High Level Architecture (HLA) [3] was selected as the base archi-
tecture. The HLA satisfied many requirements for distributed simulations [4],
e.g. time synchronisation, communication between independent simulation
models etc. [5]. Woerner [6] states, that HLA requires exchange of detailed
model information. However, experiments have demonstrated that the
exchange of interface information is sufficient, and all model details may be
hidden when applying HLA.

In fig. 1 the runtime environment of the model is shown. The separate
simulation models are called “federates” and may be enhanced by other fe-
derates for purposes like monitoring or visualisation. The run-time infra-
structure (RTI), which provides the basic mechanisms, requires a specific set
of Federation Execution Data (FED). The interface between RTI and fede-
rates is provided by adapters. These adapters encompass a generic part
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(bridge to RTI) and a second part bridging to the simulation systems, which
has to be implemented once for each additional simulation system.

3.2 Federation Specification

Before an evaluation can be started, the manufacturing system under
consideration has to be planned and modelled. This is done within the
Manufacturing System Engineering (MSE) process, and the result is the
process model of the Manufacturing System (MS) [7].

A central supporting structure is the template library [8]. It enables a
flexible definition of classes, attributes and objects. The library content is not
fixed. The user can add classes and attributes at any time.

The specification task is done in two steps. First, the process itself is
modelled. This process describes the steps for production and logistics, but it
does not define the systems implementing these steps. Then, the template
library is searched for suitable production and logistics systems, and those
are added to the model, connecting from the bottom to the respective process
steps. Parameters are set for the single templates. For example, if a specific
warehouse is selected as part of the chain, it should be specified how much
space for pallets should be reserved there.

Exchange Objects, which are described for each template, specify the
classes used for the communication with the distributed simulation envi-
ronment.

3.3 Adapters

A new software package includes all the necessary interfacing compo-
nents as well as special sets of building blocks for specific commercial simu-
lation systems (Taylor and ARENA available, will be extended). The major
task of these new elements is to replace the sources and sinks of the original
models by connectors to the outside world. Using these building blocks,
engineers can model the interface of the simulation model just in the same
way they are used to model the manufacturing system itself.

A major problem of the HLA detected when developing the adapters is
the ownership mechanism. HLA requires that exactly one federate “owns”
an attribute at any point of time, which avoids conflicts and ensures that
there is always exactly one valid instantiation. However, when applying to
manufacturing system simulation, a federate releases ownership of an
exchange object, when it has fulfilled all necessary tasks with this object.
Sometimes there is a time gap before an other simulation system is ready to
take this ownership. In these cases the exchange object can be completely
lost [9]. For the adapters described, workarounds have been implemented,
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which collect dangling ownership and provide it later to a federate requiring
it. A more sophisticated approach is under development.

3.4 Configuration Files

The HLA-RTI expects a Federate Execution Data (FED) file. It contains
the class names of common objects as well as the names of their attributes.
This file can be easily generated from the federation specification. The FED
information is sufficient to run the RTI, but not adequate to control the inter-
faces to the RTI. HLA proposes to implement specific interfaces based on
the specification. This means, that most changes in the classes will induce
changes in the adapter implementations.

The approach described in the previous section, however, requires that
the interface between the commercial simulation system and the HLA-RTI is
somehow “self-configuring”. This is done by separating all model-specific
information from the interface code, and storing it in a separate XML file,
the Federate Configuration File (Table 1). All information which is
contained in this file has already been specified by the engineer within the
template library or the process model before, as described above. Therefore,
it was possible to automate the generation of these files.

The Federate Configuration Files (FCF) are generated using the process
model (including the parameters of the single templates), the Template Li-
brary and information about the input and output segments, specified with
building blocks (fig. 2). Further details about the FCF, the interface and the
underlying mechanisms are reported by Rabe and Jäkel; the technical
implementation is given by Rabe and Gurtubai [7,10].
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4. SUPPLY CHAIN APPLICATION

The MISSION methods and software have been applied within a large
supply chain scenario. Specific focus has been set on the realistic representa-
tion of the order flow. Research conducted at the U.S. National Institute of
Standards and Technology (NIST) in the framework of the IMS MISSION
project [11] has been the used for the Exchange Objects representing this
order flow.

5. BENEFITS ACHIEVED AND CONTINUED
WORK

The approach described has proved to work with large applications, in-
cluding real-world simulation models. Modelling is efficient, and can be
performed without significant additional skills compared to an engineer ap-
plying simulation today. The major advantages achieved are:

IPR protection, as models can be run on any server with specific access
rights. Only the template has to be published.
Reusability, even when changing simulation tools, as the single federates
can be implemented by any system with a suitable interface.
No need to agree on common simulation tools within the supply chain
members, for the same reason.
Clear and structured teamwork on large simulation models, as the single
parts can be developed, tested and maintained separately.
For large models, performance improvement is achieved by distributing
computer power together with the models.
The mechanisms have been tested with a large supply chain model,

which now serves as an adaptable system to configure and test supply chains
very fast. However, the specification has been done for any kind of manu-
facturing system, and tests have been performed with a common Japanese-
European example during the development work. Therefore, the mechanisms
can be used for any large manufacturing simulation model, in order to
improve the reliability and efficiency of the work.

Any component of this model may at any time be replaced by an appli-
cation-specific detailed model. Furthermore, the interface information can be
amended without the need to change any interface software. This has been
proved with one application from the automotive supplier company Bosch
(Germany).

The components described are ready to use. An additional approach is
ongoing to apply the MISSION technology for training purposes, in co-
operation with the University of Limerick (Ireland). An advanced adapter
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has been designed and implemented work in co-operation with the
University of Bari (Italy).

6. CONCLUSION

The European module of the MISSION project has provided a modelling
technology, which sets up the structure of a distributed simulation model and
automatically generates all the necessary interfaces. Specific template li-
braries support the distributed generation and maintenance of the simulation
models, and support flexibility as well as some standardisation. . As only the
interfaces are published, IPR protection is given with respect to the internals
of the model.
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Abstract: In this paper, we firstly describe outlines of the developed distributed
simulation system using HLA and the developed synchronization method in
the past. We clarify requirement contrivances of the user support system. We
explain requirement functions of the user support system that is premised on
using the developed distributed simulation system and the developed
synchronization method. We propose and develop the user support system.
The case study was then carried out to evaluate the performance of the
cooperative work.
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1. INTRODUCTION

A simulator plays an important role in designing new manufacturing
systems [1][2][3][4]. As manufacturing systems are being created on larger
and more complicated scales than ever before, it is increasingly necessary to
design a manufacturing system with several persons concurrently. Then each
manufacturing system designer uses manufacturing system simulator. At
present, it is very difficult to combine different models which are made by
different simulators because there are no standard descriptions for simulation
models and a standard language for simulation programs has not been
developed. In order to evaluate the whole system, a distributed simulation
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technology begins to attract industries. The distributed simulation
technology is defined as executing a simulation while connecting and
synchronizing several different simulators [5].

Concerning the distributed simulation technology, there are many research
papers in academe [5] [6]. But there are a few cases where industries have
used the ideas presented in those papers. In order to use the distributed
simulation technology in actual designs of manufacturing systems, it was
necessary to develop the following items.
1.

2.

3.

A distributed simulation system which is easy to use in various
industries using commercial based manufacturing system simulators.
A method to synchronize commercial based manufacturing system
simulators using characteristics of manufacturing system designs.
A user support system to define several relationships such as network
relationships, simulation model relationships and so on using visual user
interfaces while consistently keeping defined parameters along a
definition procedure and to execute a distributed simulation remotely.

We have already proposed and developed the distributed simulation
system using High Level Architecture (HLA) and the developed
synchronization method [1][2][3][4]. Therefore we focus on the user support
system.

In this paper, we firstly describe outlines of the developed distributed
simulation system and the developed synchronization method in the past. We
clarify requirement contrivances of the user support system. We explain
requirement functions of the user support system that is premised on using
the developed distributed simulation system and the developed
synchronization method. We propose and develop the user support system.
The case study was then carried out to evaluate the performance of the
cooperative work.

2. DISTRIBUTED SIMULATION IN ACTUAL
DESIGNS OF MANUFACTURING SYSTEMS

2.1 Manufacturing adapter of distributed simulation
systems using HLA

HLA is only one standard for the distributed simulation system
architecture as IEEE 1516 [7]. Currently there are several commercial based
HLA Runtime Infrastructures (HLA/RTIs) which provide many kinds of
services which are defined in IEEE1516.1 interface specifications [7].
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However in order to use the commercial based HLA/RTIs for distributed
simulations of manufacturing systems, the manufacturing designer needed to
implement interface modules combing program methods based on the
specifications by himself. Therefore it was difficult for the designer to use
HLA.

In order to solve the problem, an adapter intermediately between
manufacturing simulators and HLA/RTI has been developed [1][2]. This
adapter is called a manufacturing adapter. Figure 1 shows the proposed
manufacturing adapter.

Concerning communication between the manufacturing adapter and the
simulators, XML format messages have been developed [1][2]. Using the
manufacturing adapter, the simulator can access the services of HLA/RTI by
only sending the XML format messages without implementing any program
methods.

We have also proposed a Relational Data Definition (RDD) file which
defines exchanged message contents between the simulators [1][2]. We have
developed XML format definitions in the RDD file. The manufacturing
adapter has been developed to get the message exchange services by reading
parameters of the RDD file when the manufacturing adapter starts. The
contents of the RDD file describe exchanged message contents. Therefore
the RDD file is important to connect with simulation models.

Figure 1. Outline of the manufacturing adapter.

2.2 Synchronization method for distributed
manufacturing simulation systems

In actual manufacturing systems, relationships between the subsystem and
the other subsystems are defined as input and output of material flow.
Storage function units such as warehouses and buffers are usually located
intermediately between the input part of a subsystem and the output part of
other subsystems. The model of the each subsystem on the suitable simulator
has an input part and an output part of the material flow. Therefore a system
model can be made by connecting the input part of the subsystem model and
the output part of the other subsystem models. To connect different
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simulators, the focus of our study has been on the storage function units as
association points between the subsystems. In simulators used in this study,
the storage function units are defined as storage models.

Figure 2 shows a fundamental structure to connect two different
simulators by using the storage model. Each subsystem is modeled by
different simulators (A and B). The warehouse is modeled as a storage
model in each simulator. The simulators are synchronized by the proposed
synchronization method using conditions of amounts of stock in the storage
models [3][4]. This method can be adapted for synchronizing distributed
simulation clocks without the rollback function which is to return the
simulation clock to passed time to synchronize events among the simulations
[3][4]. This method is necessary for actual designs of manufacturing systems
because commercial based manufacturing system simulators do not have the
rollback function.

Figure 2. Outline of the proposed synchronization method.

2.3 User support system for distributed manufacturing
simulation systems

In a definition procedure to execute the distributed simulation system, the
manufacturing system designer needs to define many parameters. If only a
definition contradiction occurs, the designer does not have inconsistent
simulation results, but also loses a lot of time to detect the definition
contradiction. Therefore it is necessary to prevent careless mistakes through
the definition procedure such as definition contradicts of messages among
the simulators, definition omissions, double definitions and so on. In order to
prevent careless mistakes through the definition procedure, it is necessary to
support the definition procedure consistently while storing and reusing the
definition parameters.

Particularly in a case that a relationship among a message sender and
message receivers is in the ration of one to many and also there are many
kinds of messages such as very large manufacturing systems, there are
probabilities to make definition mistakes for the relationships because the
relationships become complicated. In such a case, it is effective to use a
visual user interface (VUI) which provides modeling functions to define and
express the relationships.
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On the other hand, in a case that each simulator is located away from the
other simulators, it is necessary for only a manufacturing system designer to
initiate and execute the distributed simulation system remotely.

In this paper, we propose a user support system to solve the above issues.
The user support system is premised on using the developed distributed
simulation system (op. cit. chapter 2 section 1) and the developed
synchronization method (op. cit. chapter 2 section 2). Figure 3 shows an
outline of the user support system and relationships among the user support
system, the distributed simulation system, and the synchronization method.

The user support system includes the following contrivances.
1.

2.

3.

The user support system has a contrivance to support the definition
procedure consistently while storing and reusing the definition
parameters.
The user support system has a contrivance to provide visual user
interfaces (VUI). For example, a visual interface provides modeling
functions to make and express message relationships among a message
sender and message receivers.
The user support system has a contrivance for only a manufacturing
system designer to execute the distributed simulation remotely.

Figure 3. Outline of user support system.
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3. REQUIREMENT FUNCTIONS OF USER
SUPPORT SYSTEM

We analyzed procedures of the definitions and execution for the
distributed simulation system using the synchronization method. We
clarified requirements for the user support system. We classify the
requirements into seven functions for user support system as a project
management function, a modeling function, a network definition function, a
RDD file generation function, a FOM file generation function, a file transfer
function, and a remote execution function. Figure 4 shows an outline of the
functions of the user support system.

Firstly, main roles of the project management function are to declare a
project as the first step in the definition procedure and to manage storing and
reusing the defined parameters by the designer.

Secondly, the modeling function includes three functions. At first, in order
to define the storage models as the association points among the simulation
models, the modeling function provides a function to define a relationship
between a name of a federate which means a simulator in HLA and a name
of the storage model which is modeled on the federate. The modeling
function also provides a function to make message relationships between a
storage model as a message sender and the other storage models as message
receivers. Using these two functions, it is possible to express the message
relationships among the federates visually by arrows from the federate as the
message sender to the federates as the message receiver. The modeling
function provides such a visual expression function.

Thirdly, main roles of the network definition function are to define a
network environment of each federate and to define parameters of the socket
communication between the manufacturing adapter of each federate and
HLA/RTI. In this function, the designer can reuse data that have been
defined in the modeling function by the project management function.

Fourthly, the RDD file generation function generates data of each RDD
file using the defined parameters in the modeling function and the network
definition function. Contents of the RDD file are formatted by XML. The
RDD file includes the defined messages contents, the defined network
environment, the defined parameters of the socket communication and so on
using data of the modeling function and the network definition function.

Fifthly, the FOM file generation function generates data of the FOM file
using all of the definition messages in the modeling function.

Sixthly, the file transfer function includes two functions. At first, the file
transfer function provides a function to define exact locations where the
RDD files and the FOM file are located in personal computers (PCs). The
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file transfer function provides a function to send the RDD files and the FOM
file to the defined locations.

Finally, the remote execution function provides a communication function
of a client-server type between a client side PC which sends indications to
initiate and execute the federate and a server side PC which receive and
serve the indications to initiate and execute the federate.

Figure 4. Outline of functions of user support system.
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4. DEVELOPMENT OF USER SUPPORT SYSTEM

In order to implement classified seven functions, we propose and develop
Distributed Simulation Modeling and Execution (DISMO) as the user
support system. In DISMO, the Web server technology, the servlet
technology, and the Java program technology are used for the designer to get
services of seven functions using an Internet browser. Apache version 3.20
as the Web server and Tomcat version 3.1 as the servlet are used in DISMO.

DISMO consists of a DISMO Design Server (DISMO-DS) and DISMO
Simulation Servers (DISMO-SS). DISMO-DS is a core server to support the
designer through the Internet or Intranet technology. DISMO-DS provides
seven requirement functions. DISMO-SS is a serve where an application
such as the manufacturing system simulator is implemented. DISMO-SS
provides the file transfer function and the remote execution function.

5. CASE STUDY

The developed user support system is confirmed using a case to evaluate a
hypothetical manufacturing system which produces motors. Figure 5 shows
a layout of the manufacturing system and relationships among simulation
model using the storage models. With this manufacturing system, it is
assumed that three companies design the manufacturing system separately
and concurrently. Company B designs the upper housing line subsystem.
Company C designs the assembly line subsystem. Company A designs the
other subsystems which include the storage and the material handing
subsystem. In this case study, three manufacturing system simulators as
QUEST [8], eMPlant [9], and GAROPS [10] are used.

Three simulators are located on three places as Tokyo Metropolitan,
Saitama Prefecture, and Aichi Prefecture. It is technically possible to
connect three simulators using Internet. However this is not reality because
of security problems. Therefore we chose Intranet to connect the simulators.
Three simulators are connected by Integrated Service Digital Network
(ISDN) using Remote Access Server (RAS).

At first, this case study was registered as a new project in DISMO. The
designer defined message contents and the relationships between the storage
models using the VUIs which are provided in the modeling function. Figure
6 shows the definition of the message contents using the VUI. Figure 7
shows the message relationships using the VUI by arrows from the federate
as the message sender to the federates as the message receiver. After the
modeling function, the network parameters for each manufacture adapter
were defined. After these definitions were finished, the RDD files and the
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FOM file were generated by DISMO. These files were translated to the
defined locations. Then the designer indicated to initiate and execute the
distributed simulation system. After the procedure to define and execute the
distributed simulation, we confirmed that the distributed simulation system
using the synchronization method could be executed exactly. Therefore the
case study of the developed user support system was carried out to evaluate
the performance of the cooperative work.

Figure 5. Layout and relationships among simulation models.
Figure 6. Definition of
message contents by DISMO.

Figure 7. Definition of message relationships visually by arrows using DISMO.
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6. CONCLUSION

In this paper, we firstly described outlines of the developed distributed
simulation system using HLA and the developed synchronization method in
the past. We clarified requirement contrivances of the user support system.
We explained requirement functions of the user support system that is
premised on using the developed distributed simulation system and the
developed synchronization method. We proposed and developed the user
support system. The case study was then carried out to evaluate the
performance of the cooperative work.
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Abstract: Manufacturing system designers should concentrate on designing and planning
manufacturing systems instead of spending their efforts on creating the
simulation models to verify the design. This paper proposes a method and its
tool to navigate the designers through the engineering process and generate the
simulation model automatically from the design results. The design agent also
supports collaborative design projects among different companies or divisions
with distributed engineering and distributed simulation techniques. The idea
was implemented and applied to a factory planning process.
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1. INTRODUCTION

Global competition forces industrial companies to reduce the cost and
time needed for the development of new manufacturing systems. To achieve
this goal, manufacturing system simulators have been employed. However,
manufacturing system designers should be concentrating on designing and
planning the systems instead of spending their efforts on creating the
simulation models in order to verify the results. The more time designers
need to build simulation models, the less time they have to develop the
manufacturing system. On the other hand, if consultants, vendors or software
engineers build and verify simulation models for the manufacturing system
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engineers, many problems such as incorrect input data, misunderstanding of
the model and misleading of the decision from the results may occur.

To overcome the problem, this paper proposes a method and its tool,
referred to as a design agent system [1][2], to navigate the designers through
the engineering process and generate the simulation model automatically
from the design results to evaluate the system performance. Data exchange
from CAD systems to simulators was considered [3]. This paper deals with
not only the exchange but also the building of manufacturing system models.
The Product Process Resource (PPR) [4] approach is also a promising
approach to build manufacturing system models. Though it is a supporting
tool to manage a large amount of data in a standard engineering process and
collect the appropriate data for the simulation, the approach in this paper
focuses on modelling the engineering process linked to the system data and
directly generates the simulation model from the design specifications.

The design agent supports not only a designer in a company or division
but also collaborative design projects among different companies or
divisions. The manufacturing system model is built concurrently and
translated into a simulation model or separate simulation models if different
simulators are employed. In the latter case, the models are simulated in a
distributed environment using the High Level Architecture (HLA) [5]. The
proposal has been discussed under Intelligent Manufacturing Systems (IMS)
Modelling and Simulation Environments for Design, Planning and Operation
of Globally Distributed Enterprises (MISSION) international project
including institutes and companies from Japan, Europe and USA [6]. The
design agent system was applied to a factory planning process involving four
companies to develop a factory including assembly lines, processing lines
and a transportation system.

2. DESIGN PROCESS NAVIGATION

The structure of the design agent system for navigating the design
process to build manufacturing systems is shown in Figure 1. It has two
categories of agents: client agents which interact with engineers and server
agents which manage data base for the agent system (referred to as Design
Agent Database), deal with communications among client agents and
provide mobile agents such as collecting data in a distributed network. The
client agents are downloaded as JAVA applets. The Design Agent Database
includes Project Case Library to accumulate and reuse project cases and
Manufacturing System Component Library (referred to as MS Component
Library) to define the structure of components in manufacturing systems
such as enterprise, factory, production line, cell and equipment in an object-
oriented manner. The MS Component Library provides unique names,
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standard values and design rules of design parameters in each component.
All agents communicate through the Manufacturing System Engineering
(MSE) Network such as CORBA and DCOM, distinguishing the distributed
simulation network described later.

Figure 1. Architecture of the design agent system.

Design Process Agent is a client agent that has a central role to navigate
engineers in the design of manufacturing systems as shown in Figure 2. At
first, engineers give the requirements of a manufacturing system to the
Design Process Agent. The agent helps the engineers search for an
appropriate project case in the Project Case Library, and routinely support
them to build the system model by showing a list of appropriate components
in the MS Component Library. As the design process improves from an
initial rough-cut model to a detailed one, the Design Process Agent creates
the design process and the manufacturing system model that consists of the
manufacturing process, the system components such as facilities and
workers and the layout.

A requirement, design process, layout and manufacturing system model
are described in eXtensible Markup Language (XML) so that software
vendors can easily develop the interface to the design agent system.
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Figure 2. Client agents and their roles

3. AUTOMATIC GENERATION OF SIMULATION
MODELS

Tool Agents are client agents that support engineers to use engineering
tools. Simulation Modeling and Layout CAD Agents in Figure 2 are the Tool
Agents. The Simulation Modeling Agent has the following functions:

Know what simulation packages are available and how to select them [2].

Know how to translate a manufacturing system model created by the
Design Process Agent into specific simulation models.

Know how to get simulation results from simulators and give the results to
the Design Process Agent.

The agent translates the system model to a model for a simulator to
evaluate or animate the model. The Translation Table in Figure 2 is defined
to translate the attributes of a class in the MS Component Library to the
corresponding attributes in the factory facilities used in specific simulators.
For example, the class “storage” in the MS Component Library may be
called “Buffer” in simulator A, and “Accumulator” in simulator B. There are
specific parameters such as a facility color and simulation length in
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simulation study. If those parameters are not found in the MS Component
Library, the Simulation Modeling Agent asks users to provide appropriate
parameters. The Translation Table is described in Comma Separated Values
(CSV) format so that engineers can easily change the table. The Simulation
Modeling Agent provides the Design Process Agent with the simulation
results such as the system performance and the utility rates of machines.

A simulator can be employed before or after a CAD system as shown in
Figure 3 because the simulation model usually serves for both evaluation and
animation. The design agent system provides an initial layout file for a CAD
system and the Simulation Modeling Agent can use either a layout from the
manufacturing system model to evaluate the system performance or a layout
from a CAD system to animate with higher fidelity. Because CAD systems
do not usually output XML files, the Layout CAD Agent is employed to
translate the layout data for CAD systems into the XML files.

Figure 3. Roles of CAD and simulator

4. IMPLEMENTATION OF DESIGN AGENT
SYSTEM

The design agent system was implemented by using JAVA language.
We designed a virtual factory that produced motors for automobiles and
consisted of processing lines, assembly lines and a logistic system where
automated guided vehicles transported parts between the production lines
and a storage system. Figure 4 shows the main procedure used with the agent
system.

The requirements include a design order sheet including a rough
specification such as production volume and work schedule, product
structure usually given in a CAD system, and an initial layout for
information. The manufacturing model of an appropriate case is shown up as
a template to the engineer in three views: the design process, the
manufacturing process and the layout. The Design Process Agent navigates
engineers to change the design process that in turn produces a new
manufacturing process and a new layout. The design parameters of the
facilities are provided in the design process. A simulator [7] was employed
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to evaluate the system performance because it provides a language for easy
development of the interface to the Translation Table.

Figure 4. Main procedure of the design agent system.

5. DISTRIBUTED ENGINEERING AND
DISTRIBUTED SIMULATION

The design agent system can be employed in collaborative projects to
design not only a manufacturing system but also a manufacturing enterprise
including sales, logistics and planning for manufacturing in a globally
distributed enterprise. The design agent system can also be employed to
design a virtual enterprise in which several companies do business together.
As a result of distributed engineering, a distributed simulation is desired to
evaluate or animate the entire model [8]. Although techniques of distributed
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simulation have been studied [5], the combination of the distributed
engineering and distributed simulation has not yet been studied in depth. In
this solution, the MS Component Library has an important role to integrate
the manufacturing system models into the simulation model correctly.

Four companies in Japan collaborated in a study to build the virtual
factory described in Section 3. In this virtual project, the owner company
gave three companies the requirements to build assembly lines, processing
lines and a transportation system respectively as shown in Figure 5. The
architecture of the distributed simulation should have the capability to
develop a control policy to proceed simulation time. The proposed system is
based on the HLA. The data model communicated among simulators is
based on the MS Component Library but data specific to the distributed
simulation such as a time stamp, a source ID and a destination ID are added.
The Distributed Simulation Modeling Agent is proposed to generate the data
model in the Federation Execution Data (FED) file. The HLA adapter has an
interface to the individual simulators and manages the simulation data under
the HLA. The simulators have the function to pause a simulation at a certain
time in order to simultaneously proceed with other simulators. The HLA
manager monitors the HLA adapters and gives the feedback of the results to
the Design Process Agent. The virtual collaboration project was successfully
studied by the cooperation of the four companies [2].

Figure 5. Distribution engineering and simulation
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6. CONCLUSION

The paper proposes the method and its tool to navigate engineers to
develop manufacturing systems. The manufacturing system models from the
design system are translated automatically to the simulation models to
evaluate the performance or animate. The combination of distributed
engineering and distributed simulation is also proposed for global enterprises,
demonstrating that the design agent system can be applied to the enterprise
planning beyond manufacturing systems.
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Abstract: The core competence of a global engineering and manufacturing enterprise
increasingly depends on the quality of its intellectual resources and how these
resources are used in critical missions such as bid preparation. This paper
discusses the knowledge management issues in the development of VIEWBID,
a web-based system for supporting online bidding document preparation for
global engineering and manufacturing projects. The VIEWBID system aims to
supports inter-enterprise collaboration for compiling accurate bids. The
enterprise engineering architectures and methodologies, such as VERA and
iRoadmap, have been used to analyze the bidding process to capture different
levels of procedural knowledge. A set of component-based technologies has
been developed using XML and Java to capture, configure and compose the
bidding documents.
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1. INTRODUCTION

With the globalization of business activities, the core competence of a
manufacturing enterprise increasingly depends on the quality of its
intellectual resources and how these resources are used in critical missions
such as bid preparation.

Research in the technologies to support the bidding process has led to
the development of the VIEWBID (Virtual Enterprise Workbench for
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Worldwide Business Integration and Development) [1], a web-based system
for supporting online bidding document preparation for global engineering
and manufacturing projects.

The VIEWBID system provides three layers of functionality. The inner
layer is a corporate knowledge management platform that serves as the
corporate memory. The middle layer is a team collaboration environment
for supporting the design and operation of a virtual enterprise, and the
management of cross-corporate boundary bidding project team. The outer
layer is the bidding workbench that enables the bidding team to prepare the
cost estimation and technical proposal for the bidding document.

This paper discusses the knowledge management issues in the
development of VIEWBID system that aims to support inter-enterprise
collaboration for compiling accurate bids with managed risks. The bidding
team needs extensive and up-to-date knowledge about the company’s
engineering capability and capacity in order to make an inform decision on
the technology baselines and costing strategies. The knowledge created in
the bidding process will also be captured and utilized as the corporate
memory for supporting preparation of following bids. If the bid is successful,
the knowledge captured in the bidding phase can also be further used in the
following contracting, engineering & procurement, and manufacturing
phases.

2. BIDDING PROCESS

To compete in the global business environment, companies need to
collaborate across their company boundary to form a virtual enterprise and
bid for new projects together. This distributed bidding team involves
members from the leading bidding company as well as its partners and
possibly the client.

During the bidding process, information entered into the process will
need to be captured in a specific structure that can be utilized as part of the
corporate memory for supporting the preparation of bids quickly. In
addition, the knowledge captured in the bid can also be used for contracting
and total product lifecycle support.

A bidding document usually consists of the technical proposal to client’s
requirements, and the associated terms and conditions. Preparation of the
technical proposals for large engineering projects is usually very time
consuming. The technical proposals are quite different for different projects
or products, but many components of the content are often the same within
each proposal. The same components, such as the manufacturing
capabilities of the company, may be used in many different bidding
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documents. Also, a bidding document developed for one project can also
serve as the basis for later projects having similar requirements. Re-use of
information based upon similarities between projects is a major goal for
knowledge management in bid preparation. On the other hand, different
kinds of contextual and procedural knowledge need to be captured during the
bid preparation.

The bidding process usually begins with the reception of a client’s
Request for Proposals (RFP) outlining the capabilities sought from the
project. The essential contexts are knowledge relating to the client’s
statement of capabilities, engineering decisions, notes, standards,
correspondence, and a variety of documentation from lower tier suppliers.
The bidding team needs to distil this kind contextual information into
preliminary technical proposal.

Based on information provided by preliminary technical proposal, the
client normally issues a Request for Tender (RFT) to a short list of suppliers.
The bidding team of the suppliers then rework and extend the documentation
developed in their proposals and include a detailed commercial response to
the RFT.

Technical proposals and RFT responses are required to be completed
within very limited time periods, such that if documentation is not delivered
by the specified due date the proposal or bid will not be considered.
Development of proposals and bids are highly competitive and place major
pressure on to minimize documentation production cycle times and to
maximize the quality of information/knowledge they contain.

3. KNOWLEDGE MODEL

Knowledge is the internal state of an agent following the acquisition and
processing of information, here the agent could be a human being or a
computer system. To categorize human knowledge, many knowledge models
have been proposed. Polanyi [2,3] identified that human knowledge has two
major components: the tacit and explicit knowledge. Following Polanyi’s
concept, Nonaka [4,5] further proposed his theory that tacit knowledge
consists of personal relationships, practical experience, shared values and
explicit knowledge consists of formal policies and procedures.

Nickols further clarified the intrinsic meanings of various knowledge
terms by proposing a testable knowledge model [6] that includes: explicit,
tacit, implicit, declaration, and procedural knowledge. As shown in Figure 1,
Nickols’ model also depicted a testable procedure to distinguish the
relationship among different classes of knowledge.
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In our approach, we classified the knowledge involved in the bid
preparation process into three categories based on Nickols’ framework.

Figure 1. Nickols’ Knowledge Model [6]

The first category is the “direct knowledge” or facts, which are the
explicit or declarative knowledge. This category of knowledge is visible,
written, transferable, sharable and reusable. It is usually documented and
stored and transmitted externally to a human brain. In the bidding process,
engineers assimilate their information and turn it into bidding documents
conveying distilled knowledge. A knowledge management system should
help the engineers capture, validate, and preserve knowledge; and assist
discovery, reuse, retrieval and transmission of that knowledge.

The second category is the “procedural knowledge” or the best practices,
which are usually implicit, and context sensitive. This category of
knowledge is related to processes, methods, practices in groups and
professions. This type of knowledge needs to be identified, captured and
made explicit in the way that can be shared. However, it is not always well
documented.

The third category is the “tacit knowledge”, which is the most difficult
to understand and represent. It is indirect, embedded in experience, owned
by individuals and cannot be articulated in words.

Our research presented in this paper focuses on the first two categories
of knowledge, aiming to capture and manage the direct and procedural
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knowledge. Our previous work has attempted to interpret and convert the
tacit knowledge into the direct and procedural knowledge [7]. We found that
the direct and procedural knowledge is more critical to the bid preparation
process.

4. MANAGING DIRECT KNOWLEDGE

The direct knowledge used in the bid preparation is mainly the factual
information about the company and its engineering and manufacturing
capabilities to fulfill the client’s requirements. This class of information is
often available in various forms, such as text documents, diagrams,
spreadsheets, and engineering drawings. Traditionally, engineers have been
using the “cut and paste” technique to re-use this kind of information.

Basically, managing direct knowledge is to develop an advanced
replacement of the “cut and paste” technology. The key issue here is how to
“cut” the direct knowledge into “components” with a right size, so that they
can be both easily found and “pasted” into the new bidding documents.

Based on our analysis of the bidding documents, and especially the
technical proposals, we found it is feasible to segment the re-usable parts of
an engineering document according to their functions in the document.
These functional segments can further be classified into four categories:

1.

2.

3.

4.

Basic Document Component (BDC): this kind of component
contains self-explanatory facts. For example, the description of a
specific material or equipment.
Associated Document Component (ADC): this kind of component is
usually associated with a BDC, and used to further depict the
content of the BDC. For example, an illustration diagram or a table
of operational parameters for a machine that is described by a BDC.
The existence of an ADC is depending on the existence of a BDC. If
a BDC is modified, its ADCs may also need to be modified
accordingly. However, a BDC and its ADCs can be modified
independently, as long as they are consistent.
Derived Document Component (DDC): this kind of component is
usually derived from a BDC or an ADC either automatically or
manually. For example, a bar chart (DDC) of a table (ADC) or an
image (DDC) of a 3D model (BDC). The existence of a DDC
depends on the BDC or ADC from which it derived. Whenever a
BDC or an ADC is modified, its derived DDC must be re-created.
Composite Document Component (CDC): this kind of component is
usually a combination of a BDC with its ADCs and DDCs. For
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example, a manufacturing facility can be described using a CDC that
consists of a description of the machine (BDC), its major parameters
(ADCs), and some charts and images (DDCs).

This classification scheme facilitates us to capture, re-use and update the
direct knowledge used in the bid preparation.

5. MANAGING PROCEDURAL KNOWLEDGE

The procedural knowledge for bid preparation is the best practices that
lead to a winning bid. We classified those best practices into three levels
according to their coverage.

The top-level procedural knowledge is the information roadmap, or
iRoadmap [8]. The iRoadmap is developed based on the Virtual Enterprise
Reference Architecture (VERA). Along the lifecycle of a virtual enterprise
(VE), extensive amount of critical information is created, shared, used,
modified and disposed. The iRoadmap attempts to trace the content and flow
of such information in the whole life of a VE. The iRoadmap for the bid
preparation in a global engineering and manufacturing network environment
provides a guideline for the bidding team, and enables the development of
knowledge management system to support the bidding process.

The middle-level procedural knowledge is the bidding decision-making
and bidding document configuration processes. These best practices will
help the bid manager in analyzing the business opportunities, and adopt a
suitable bidding strategy according to market, technology, or alliance
considerations. With the selected bidding strategy, the engineering baseline,
cost estimation, and risk exposures can be established. Furthermore, the
structure of the bidding document, including the technical proposal and
terms and conditions can be defined. Most re-usable components for the
bidding document can be identified and included shortly after the
configuration of the bidding document is determined.

The detailed-level procedural knowledge is the know-how of how
technical, financial, and legal information is used in the bid preparation.
These best practices may include the selection of manufacturing equipment,
the specification of design or operation parameters, trade-off in production
processes, and selection of corresponding testing and validation methods. It
may also include advise to the bidding team about alternative clauses of
terms and conditions as well as their impacts and consequences.

The top-level procedural knowledge could be developed and tailored to
suit any bidding team in a virtual enterprise setting. However, the middle-
level procedural knowledge could only be developed for a specific industry
sector or a specific group or network of companies. The detailed-level
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procedural knowledge could only be developed for a specific company. This
is because the best practice in one company could be disastrous for another.

6. IMPLEMENTATION AND CASE STUDIES

A proof-of-concept VIEWBID bidding workbench has been
implemented. The Lotus QuickPlace [9] has been used as a web-based
collaboration platform to support the whole bid preparation process, from
receiving the RFP or RFT, through to the online co-authoring of technical
proposal, to the final delivery of the bidding document.

The various document components are defined using XML DTDs, which
are then used to create forms and templates in the QuickPlace to enable the
capturing and re-use of direct knowledge. A Java based modeling and
execution tool has also been implemented to capture the procedural
knowledge in the bidding process, however, only selected a few of them
have been implemented in QuickPlace as agents.

Two case studies have been conducted. The first case study looks at the
bidding process for the design and build of an airframe component. The
second case study investigates the feasibility of implementing SMART 2000
[10], the Australian Defence Industry guideline for bidding and contracting
in bid preparation for defence projects.

Our case studies indicate that development of a knowledge management
system for bidding requires careful analysis of the bidding process, and the
effectiveness and efficiency of such a system largely depends on the easiness
of capturing and reusing existing knowledge. Managing knowledge as
intangible assets in the dynamic virtual enterprise environment is still a
challenging research topic [11].

7. CONCLUSION

This paper presented an investigation on the knowledge management
issues in the development of VIEWBID, a web-based bid workbench for
global engineering and manufacturing projects. We classified knowledge
involved in the bid preparation process into three categories, and focused our
research on the capturing and management of the direct and procedural
knowledge, while trying to interpret and convert the tacit knowledge into the
direct and procedural knowledge.

The enterprise engineering architectures and methodologies, such as
VERA and iRoadmap, have been used to analyze the bidding process to
capture different levels of procedural knowledge. A set of component-based
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technologies has also been developed using XML and Java to capture,
configure, and compose the bidding documents.
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Abstract: The future competition in markets will happen between logistics networks and
no longer between enterprises. A new approach for supporting the engineering
of logistics networks is developed by this research as a part of the
Collaborative Research Centre (SFB) 559: »Modeling of Large Networks in
Logistics« at the University of Dortmund together with the Fraunhofer-
Institute of Material Flow and Logistics founded by Deutsche
Forschungsgemeinschaft (DFG). Based on a reference model for logistics
processes, the process chain model, a guideline for logistics engineers is
developed to manage the different types of design tasks of logistics networks.
The technical background of this solution is a collaborative knowledge
management application. This paper will introduce how new Internet-based
technologies support supply chain design projects.

Key words: Logistics Networks, Knowledge Management, Supply Chain Engineering,
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1. INTRODUCTION

Currently the different disciplines of logistics and several companies are
looking for new instruments and applications to manage their distributed
knowledge about the design of business processes, the planning of logistics
facilities and the determination of other organizational aspects, like network
strategies and policies, organizational structures, information flows,
performance measurement metrics etc.. Examining the engineering process
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of physical products and software applications a new engineering
methodology for logistics networks is developed to reduce the complexity of
the design process of logistics networks. This is done by using an existing
process reference model, by developing a project reference model and by
collecting construction catalogues for several organizational aspects as
described above.

2. CHALLENGES OF THE DESIGN OF LOGISTICS
NETWORKS

»Large Logistics Networks« can always be found in domains where
different goods or products are transformed and transported over several
stages by different cooperating partners. They do not only include material
and information flow but also the organizational framework, the required
resources, policies for planning and control as well as the people acting in
this environment [1]. Here, supply chains (SC) and value added chains are
used as synonyms for logistics networks. The organizational framework for
example covers strategic alliances, extended enterprises and virtual or
multinational companies. Within this framework it is possible to identify
supply networks, distribution networks, transportation networks,
communication networks, reusable package pools, knowledge networks or
other communities. All partners in these networks provide multiple but also
complementary services or competencies. The components of these large
logistics networks (organizations, resources, goods, information, knowledge
etc.) are connected by numerous different relations [2]. The number of
connections is growing permanently, because there is an increasing demand
for more competitive products or services that can only be satisfied by
cooperating with powerful partners within these logistics networks.

3. KNOWLEDGE MANAGEMENT AS A
INVEVITABLE COMPONENT OF SUPPLY
CHAIN ENGINEERING

The management of logistics processes as parts of large logistics
networks needs the integration of all partners starting at the beginning of the
design phase. By concentrating on core competencies OEM depends more
and more on suppliers and service providers that have the knowledge and
experience in providing integrated solutions for their customers. This means
that for example logistics service providers are not only operators of
transportation networks anymore. It also includes the integration of all
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partners and the management of the information and communication flow
along the supply chain. Therefore, the management of knowledge has
become a strategic resource for producers and logistics service providers.

Currently the Western industrial societies undergo a change from the
industrial age to the knowledge society. In several industries, especially in
high tech and in the service industry, knowledge has become a major part of
the total industrial value added and often that share amounts to more than
60 %. At the same time, the business partners face a growing lack of
guidance through all available information. The today’s challenge is to
determine which information is relevant for all acting people and how to
provide it in different situations of given projects.

Knowledge Management (KM) is the explicit and systematic
management of vital knowledge – and its associated processes of creation,
organization, diffusion, use and exploitation. Knowledge is a critical asset of
current business activities. It is the development of information products,
business processes and business scenarios for the application of concepts and
ICT (information and communication technology) for data and information
management. KM can be divided into two areas: internal and external.
Internal KM targets reflect the own company and internal organisational
units. External KM focuses on the operation of knowledge products for
external or public groups or organizations.

A leading edge KM in logistics networks integrates the adjustment of
KM strategies to the different logistics tasks, the experience of detecting
relevant information, the design of knowledge acquisition workflows and the
configuration of technical solutions for information management.

KM means the availability of information and knowledge for the design
of logistics processes as well as for management and execution tasks.

KM for Design Tasks: Participants are decision makers, strategists and
logistics planners designing and implementing systems and processes for
material flow and information management. Knowledge for logistics
design processes covers methodological know-how, modern design
concepts and knowledge in best practices. Benefits are more excellent
design alternatives and improved ramp-ups. This area is only been very
few supported by ICT systems yet. The solution that has been developed
in this project targets this area.
KM for Management Tasks: This includes the monitoring of the
operating logistics systems (capacity, inventory, orders, positions etc.)
the management of historic data for analysis and the management of
workflows (forecasting, dispatching, bidding etc.) for the collaboration.
Additional training and qualification offers are essential. Here, target
groups can be found on the management and on the administrative level
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being prepared for a flexible alert management and skilled to perform
improvement and innovation processes.
KM for Execution Tasks: For the execution of logistics processes the
work force, which often belongs to different companies, has to be trained
and educated for their tasks.
Available solutions for KM put their emphasis either on internal or on

external participants. Traditionally, requirements of knowledge management
can be fulfilled by existing enterprise resource management systems (ERP),
SCM-systems and other systems for communication and data analysis.
Specific solutions also based on internet technology are internet portals,
extended services of trading exchanges, integration platforms of competence
networks and e-learning solutions. These new solutions allow fulfilling
future requirements of modeling specific knowledge.

To meet all requirements, a deep understanding of the possible use and
existing IT-structures is crucial. Beside this, a cooperative and
communicative staff is necessary for the successful implementation of KM
in logistics networks.

4. BUILDING-UP PROCESS OF A KNOWLEDGE
BASE

As a normal information and communication, technology system (ICT)
the Workbench at first only provides a knowledge base containing data
objects, which can be linked together by the implemented works. As the
knowledge base is empty at first it has to be filled or built up in a process of
input. The users, either logistics planners or experts, who carry out and
supervise this process, will be called here “editors”.

During the building up of the knowledge base, an analysis of real
application fields of logistical networks by these editors is necessary. Either
they analyse the logistical network itself or the planning process, which led
to its realisation. The ideal state of affairs is the combination of both. As
mentioned above, it surely will be possible in future to complement the
knowledge contents by direct usage of the workbench in planning projects or
by storing of intermediate and final results. This knowledge doesn’t have to
be entered by editors but only, if necessary, has to be processed and checked.

The greatest problem for the editors is the identification of relevant
knowledge contents. The following general procedure for logging
knowledge has proved successful in the past. It is structured into several
steps and does not exclude iterations.
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Figure 1. Use Cases for a Collaborative Knowledge Management Application
for Design Projects of Logistics Networks

Selection of a subject: the knowledge contents of the workbench can
only be building up during a long-term process. Therefore it is functional
that the editors concentrate on single subjects for which they should enter
utmost complete knowledge into the workbench. One example for
reactively complete knowledge would be the “Sourcing Process” as an
example for processes. Another subject would be “Packaging Material”
as an example for resources.
Delimitation and cut away: the selected subject and, if necessary, the
individual case of application are the range of analysis which has to be
delimited sharply from things not to be taken into consideration. This is
done by a mental border between those facts which are to be displayed in
the following and those which are disregarded for the time being. A key
word list which is structured corresponding to this pattern is helpful as
well.
Pre-analysis of every single component: the analysis of the analysis
range has to identify roughly the knowledge elements which can be
mapped in the workbench. For further details see chapter “data input”
below. Concerning the subject Sourcing process we have to consider
Sourcing processes, Sourcing concepts, transportation means, material
flow systems, planning projects for the delivery chain and so on. This
step is still done without using the workbench.
Collection of knowledge objects: In the next step, after a rough pre-
analysis, the knowledge objects in detail have to be collected. The matter
in this case is the completeness of the collection of elements. A distinct
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structure is not yet necessary here. For example all identifiable processes
concerning procurement can be collected. In the first step the names of
the processes and textual descriptions are put together. This information
can either be directly entered into the workbench or can be registered in
tables in standardised form.

Figure 2. Procedure for building up the knowledge base

After this step a substantial intermediate result of the documentation of
the knowledge concerning this subject is reached. Much relevant basis
information has been registered as knowledge objects in structured form and
is available for further working. This working can be done by the same
editor or by other users.

Sorting and order: If on the preliminary stage of collecting knowledge
objects a certain number of similar ones have been put together it is
practical to sort, structure and file them afterwards. This simplifies the
finding of stored objects as well as the linking to other objects later on
(for instance the linking of planning data to planning methods). The
found procurement processes for example are subdivided in processes
concerning information flow and processes concerning material flow.
Main processes are set over partial processes.
This step introduces a number of other possible working stages. Yet

superficially these are only further steps.
Generalisation: During the collection of knowledge objects there may
be equal or similar facts registered separately. These are put together to a
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comprehensive object during the sorting process. This leads to a
consolidation and reduction of the collected knowledge on relevant
information. Typical example for this are registered processes for which
no general mapping rule can be developed. Single partial processes are
put together to a comprehensive process and the contents are integrated.
Detailing of identified knowledge contents: a model of knowledge can
only develop by abstraction of real facts while the essential structures and
features are supposed to be kept. In this case the task of the editor is to
find a suitable middle course between closeness to reality and mapping
expenditure. An example for this is the logging of planning projects and
the description of the planning steps carried out. Surely one can find
many recurring processing series. Here the editor has to recognise these
steps as independent planning method, to abstract them as such and to
insert them into the collection of methods.
The workbench provides several techniques for structuring and sorting

the knowledge contents. The most important techniques are categorisation
and cataloguing.

Categorisation: the category system consists of several roots, the so
called main categories, and the categories. Thus, the category system
looks like a tree with several stems. But also possible are associations
between categories so that single branches can be subordinated flexibly
to other categories.
Cataloguing: Thematically coherent knowledge objects can also be put
together in catalogues. For this purpose first of all a catalogue for a
particular subject is set up. Then already stored objects are attached to
this catalogue. Within the catalogue, there are functions to sort and to
typify the embedded objects.
An important component of this procedure is the review of the collected

and stored information to ensure a high quality of the information and
knowledge. It is obvious that at the first time the quality is a question of the
design of the process of collecting and structuring the information. Secondly
it is a question of additional features of the IT-System used for the
knowledge management. Thirdly, it is a question of the motivation of the
users and stakeholders of this system. These aspect will be the focus of the
further steps in the project.

5. CONCLUSION AND OUTLOOK

In this research project the use of the Workbench will give further
requirements for the design of additional features of the workbench.
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However, the most interesting aspect of the use of this software pilot is the
experience in using a knowledge workbench for sharing information
between logistics planners in projects.

Successfully proven modeling elements like methods, construction
elements and design process patterns [3], [4] will extent the knowledge base
of the workbench. The Process Chain Model outlines the powerful
combination between interdisciplinary approaches coming out of
information technology, engineering, industrial engineering, economics and
logistics.

This research is part of the Collaborative Research Centre (SFB) 559:
»Modeling of Large Networks in Logistics«, Project M6: »Construction
Rules« at the University of Dortmund (http://www.sfb559.uni-dortmund.de)
together with the Fraunhofer Institute of Material Flow and Logistics
founded by Deutsche Forschungsgemeinschaft (DFG).
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Abstract: The management of buyer-supplier relations is a major topic for many enter-
prises today. Modern Information and Communication Technologies (ICT)
offer interesting perspectives on opportunities and implementation approaches.
Today, logistics and procurement departments of numerous enterprises are
evaluating the possibilities and opportunities of new ICT solutions and
especially of internet-based electronic procurement solutions for the optimisa-
tion and re-engineering of their buyer-supplier relationships. Due to the highly
innovative character of the new ICT solutions and the scarcely available
operational examples in the industry, only little guidance exists to support
responsible managers during the evaluation, planning and designing of
internet-based electronic procurement solutions. This paper describes a frame-
work for the strategic evaluation and planning of the deployment of internet-
based procurement solutions for direct materials. The presented approach
supports enterprises in the analysis of procurement objects and procurement
structuring, in the definition and management of buyer-supplier-relationships,
in the requirements analysis of ICT solutions as well as the assessment of the
potential to support procurement with innovative ICT and internet-based
electronic procurement solutions.

Key words: Planning Framework, Procurement, Supplier Relationship Management, Inter-
net-based Electronic Procurement
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1. INTRODUCTION

One of the most significant trends influencing the strategic procurement
today is the increased usage of Information- and Communication Technolo-
gies (ICT). Since some time now ICT have had a major impact on the design
of business processes. The software applications focused initially on internal
business processes. With Electronic Data Interchange (EDI), Supply Chain
Management (SCM)-applications and electronic business (e-business)
solutions the focus shifted to trans-company approaches. For Small and
Medium-sized Enterprises (SME) e-business applications provide good
access opportunities to SCM concepts [1]. Internet-based electronic procure-
ment solutions have claimed an especially important role in the e-business
and SCM environment [2, 3].

Following Arnold’s definition of procurement [4], internet-based
electronic procurement can be understood as electronic support, based on
Internet standards, of company and/or market activities that aim to procure
objects that the company requires but does not produce itself. Electronic
procurement provides support for strategic and operational procurement pro-
cesses and is able to adapt to the trans-corporate context and design aspects
of the supplier-side of the value chain.

2. A PROCUREMENT PLANNING FRAMEWORK

There is a lack of research in the field of internet-based electronic pro-
curement of direct materials and limited experience when it comes to usage
of such applications [5, 6, 7]. Therefore, enterprises are challenged when
taking strategic decisions on implementation and usage of internet-based
procurement solutions. The planning framework presented below structures
procurement objects and groups and thereby provides support in planning
and evaluation of procurement solutions.

In the literature there are plenty of suggestions for the support of stra-
tegic decisions. In the procurement theory and practice the portfolio
approach has proved useful [7, 8, 9].

In preparation for the implementation of internet-based electronic pro-
curement solutions in the industry, important questions must be answered in
terms of procurement objects and sources in the Value Chain. An instrument
for analysis and structuring of procurement objects and groups is the analysis
framework described below, figure 1 [10, 11]. It is used in the evaluation
and planning of electronic procurement solutions aiming to create a
differentiated view on buyer-supplier solutions.
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Figure 1. Analysis Framework for the procurement

The dimension Internal Impact is a crucial parameter in shaping the pro-
curement relationships and processes and is quantified according to ABC-
analysis with purchasing volume per procurement object/group and qualitati-
vely assessed through expert-groups. Qualitative and quantitative criteria in
the assessment of the internal impact are e.g. price of procurement object,
costs of the purchase of the procurement object in a defined time period
(volume), impact on quality, functionality and image of the end product or
possible penalties caused by the procurement object.

The Supply Risk can be interpreted as the technical and logistical com-
plexity and the resulting insecurity of the procurement market. Should the
procurement object be easily reachable on the market, it is labeled with low
supply risk. Criteria used to assess the supply risk are e.g. number of poten-
tial suppliers, level and sophistication of supplier-buyer-cooperation ne-
cessary, level of standardization, technical complexity, competition situation
of suppliers and the existence of substitution products.

The demand frequency shows the demand structure of the procurement
object from the internal standpoint. The objective of this dimension is to
assess the ability to make exact prognoses of demand. The XYZ-analysis is
useful in the assessment of this dimension. For objects with a continuous
demand a prognosis level of 90-95% each week is expected [11, 14].

Even though objective and quantifiable criteria are used in single di-
mensions of the analysis framework it should be noted that the overall
assessment is strongly dependent of enterprise specific and partly subjective
criteria. This should not be considered something negative [8]. The presen-
ted planning framework (see figure 1) provides a grouping of the procure-
ment objects/groups and assigns them to their respective procurement re-
ference relationships (PRR) (characteristic buyer-supplier-relationships).
These should be understood as procurement design guidelines which aim to
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support optimised concepts. The design possibilities are vast and include or-
ganisational as well as information technical aspects [13, 15].

The positioning of procurement objects and procurement groups in the
analysis framework as well as the design of procurement reference relation-
ships should be managed in the context of commodity management, i.e. in
cross-organisational teams with representation from logistics, production, re-
search and development, construction, quality and strategic as well as opera-
tional procurement. Figure 2 presents five characteristic procurement refe-
rence relationships which have been identified in the machine and plant in-
dustry.

Figure 2. Analysis framework for structuring procurement items and strategic

procurement units and characteristic procurement reference relationships

The identified procurement reference relationships are: Partnership (I),
Supply-dominated (II), Buyer-dominated (III), Market-oriented (IV) and
Usage-driven (V). In most enterprises only a sub-set of the procurement re-
ference relationships are relevant [12, 16]. The design of procurement refe-
rence relationships is influenced by market strength of suppliers and buyers
and should be assessed with respect to the cooperation willingness and
ability of the suppliers within the enterprise-specific context of the enterprise.
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3. SUPPORT AND DESIGN POTENTIAL THROUGH
ELECTRONIC PROCUREMENT SOLUTIONS

Even considered the wide spectrum of support potential offered by inter-
net-based electronic procurement solutions, not all strategic and operative
procurement processes can be supported. In strategic procurement for
example the potential is focused on the phases of procurement market
research, supplier choice and contracting.

Table 1 presents procurement process phases and the corresponding
support potential with examples. The internet-based electronic procurement
solutions are structured according to their institutional ownership of the soft-
ware solution [2]: Sell-side solutions, Buy-side solutions, neutral electronic
marketplaces and buyer-supplier direct connections.
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The preference of the internet-based electronic procurement solution is to
be decided by cross-organisational teams in enterprise-specific context.
Below internet-based electronic procurement solutions are discussed in
terms of support potential in strategic procurement and their respective fit in
specific PRRs (see figure 2).

In the market research phase there are several opportunities for procure-
ment support through sell-side (e.g. product catalogues, company informa-
tion, product specifications and configuration) and neutral electronic market-
places. (e.g. Global Sources, Thomas Register) [17, 18, 19]. Classic buy-side
solutions provide search opportunities for procurement objects and procure-
ment sources in tailored catalogues [20]. The demand owner within the
enterprise is supported in the market research. However, since there is a
limited access to the tailored procurement catalogues, and the content is
centrally regulated, there will only be a limited possibility for researching
new suppliers. Hence, the predefined supplier pool will not be extended.
Classic buy-side solutions are well suited for general support of procurement
in usage-driven procurement reference relationships [18, 20] as well as for
specified procurement objects in market-oriented procurement reference
relationships [6, 18] as defined in the planning framework. An opportunity
for passive supplier search is provided by call for tenders / offer submissions
of the demand on buyer-controlled electronic marketplaces or procurement
web site of the buying enterprise [21]. This type of procurement market re-
search can be used by all types of procurement reference relationships.
However, when it comes to strongly standardised procurement objects (e.g.
attached to market-oriented or usage-driven PRR), a more active market
research is recommended.

In the supplier choice phase, the procurement is supported by sell-side
and buy-side solutions in addition to neutral electronic marketplaces.
Whereas sell-side solutions and classic buy-side solutions provide informa-
tion through product and supplier catalogues, call for tenders and auctions
are placed on buyer-controlled and neutral electronic marketplaces. These
solutions are generally well suited for all types of procurement reference
relationships. However, for supplier-dominated procurement reference rela-
tionships, market position of suppliers could limit the motivation to respond
to call for tenders and auctions [18]. Therefore the deployment of such solu-
tions seems only interesting if among suppliers there are so-called “price
breakers” willing to compete on the basis of price. The decision must be
based on the specific characteristics of the situation; generally it has to be
assumed that the involvement of a “price breaker” especially in conservative
markets will be challenging. The contracting phase is directly attached to
and defined by the auction. Further on the possibility of contractual pre-
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parations like general terms and conditions or shipping and handling instruc-
tions are relevant.

4. CONCLUSION

Until now the deployment of ICT to support direct materials’ procure-
ment (e.g. classic EDI) was mainly performed at large enterprises and net-
works stable over a long time due to high initial investments in terms of or-
ganisation and technology. With internet-based electronic procurement solu-
tions a wide variety of opportunities emerge which also SMEs can benefit
from. The economic impact and industrial importance of internet-based pro-
curement solutions is therefore expected to continue its growth.

Our research indicates that enterprises currently are seriously challenged
by planning, design and deployment of internet-based electronic procure-
ment solutions. Design concepts for integration of internet-technologies in
the procurement are therefore crucial. With this background, an analysis-
and design framework for the procurement of direct materials was developed
and the support potential through internet-based electronic procurement so-
lutions showed. The analysis framework is used for procurement objects and
procurement groups analysis. In our research, based on proven procurement
strategies in the machine and plant industry five characteristic procurement
reference relationships were identified. The presented procurement reference
relationships serve as test of support potential in the procurement as well as
development of ideal concepts. Underlined by examples from the strategic
procurement we show in which procurement process phase innovative ICT
and internet-based electronic procurement solutions provide support. We
also show in which procurement reference relationships this type of support
appears in terms of a differentiated view on ICT. For the procurement the
planning framework provides a navigation help in the integration of organi-
sation and information technology and enables the strategic evaluation of the
deployment of internet-based procurement solutions.
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Abstract: This paper deals with dynamic supply chain configuration problems for one-
of-a-kind production (OKP) environment. We propose an architecture named
SUPREME, which supports collaborative planning and scheduling for web-
based virtual enterprises. In this architecture, each system is located on the site
of the network members as well as on the site of the supply chain coordinator,
who performs as an agent configuring and managing the supply chain
dynamically. A prototype system of SUPREME is developed and illustrated in
order to evaluate effectiveness of the proposed architecture.
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1. INTRODUCTION

Manufacturing is changing drastically according to the improvement of
the information and communication technologies (ICT) infrastructure. Since
a manufacturer takes more partial roll in the whole manufacturing process,
global supply chain management becomes an important topic. Moreover, to
catch up customers’ requirement just on the right time at the right place, the
supply chain itself should be changed dynamically[l,2]. This paper proposes
an architecture in which dynamic supply chains can be managed.

The proposed architecture is named SUPREME: SUPply chain
integration by REconfigurable ModulEs. The architecture especially focuses
on the APS (Advanced Planning and Scheduling) framework and XML
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(Extended Mark-up Language) based communication protocols on the
Internet. In this case, the scope of the APS systems is not only inside a
factory, but also outside, e.g., logistic firms and supply chain coordinators
offices. The interoperability of this distributed systems and their application
integration are conducted by PSLX (Planning and Scheduling Language on
XML specification) technologies[3].

The organization of this paper is as follows. First, in the section 2, the
proposed system architecture is illustrated. Then some applications of the
architecture to practical business scenarios are introduced in the section 3.
Some of the scenarios are more elaborated and discussed in an experimental
study in section 4. Finally, the section 5 describes some concluding remarks.

2. SUPREME ARCHITECTURE

The proposed architecture named SUPREME is designed to apply in a
dynamic supply chain business models in an OKP environment. In this
environment, each enterprise has to have a function to reconfigure the
relationship of partners, because the products ordered by customers are one-
of-a-kind so that they need a new supply chain every time. In order to do this,
they should be able to select suppliers quickly, and also manage them
consistently until the production will be completed. The proposed system
architecture supports these business processes using ICT infrastructure and
APS technologies.

In this framework, APS performs in planning and scheduling of each
partner’s activities, so that the throughput of the supply chain will be
maximized. Moreover, APS deals with unexpected changes in the reality,
adjusting their old schedule to the new environment immediately. Some
times, the changes directly affect to the schedules in different enterprises
through the supply chain network. In such a case, the system can maintain
the consistency of the schedules by using APS systems and Internet
technologies.

Features of the proposed architecture are as follows. First, the target of
the system is OKP environment. There are many supply chain management
systems for repetitive production. However, supply chain management for
OKP needs different methods and technologies. Since OKP has to make a
supply chain network for each customer’s order, a partner selection process
is required frequently. To shorten production lead time, the system should
flexibly support the configuration and re-configuration of the network.

Second feature is that the system can support collaboration of planning
and scheduling processes among different enterprises. The selection of
partners is evaluated not only by the quality and cost of the products, but
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also by the total delivery date estimated by the APS module. Temporal
relationship of delivery dates dynamically affects the lead time of the whole
process of the supply chain. Therefore, the supply chain coordinator should
manage the delivery date in order to synchronize the network. The APS
modules in this framework provide re-configuration or re-scheduling
functions. These functions will take a very important roll of the OKP
environment.

The final feature is addressed on the communication protocols used in
this framework. We use HTTP for data transportation on the Internet. Using
this protocol, two different ways of communication are involved in this
architecture. The first is a typical communication using a web server and an
application server combination. This has an advantage that client side does
not need any particular system except for a web browser. The other is a
communication using a PSLX interface module, in which XML-SOAP
technologies are used for implementing web-services. The detail
specification of the PSLX interface is published in recommendations of the
PSLX consortium[4].

In the SUPREME architecture, members candidate for the supply chain
have a distributed system. Each distributed system is connected to the
production planning system in the manufacturer. Operations in the
production processes are managed by APSTOMIZER, which is an APS
system developed in HOSEI University. On the other hand, the supply chain
coordinator has another system, which deals with synchronization among the
distributed system located in each manufacturer. This system concerns a
virtual supply chain, calculating some recommendations of supply chain
networks.

Communications among supply chain members and the coordinator are
executed in two ways. One is web-based client-server communications, in
which an enterprise gets another enterprise’s information via a server-side
system located in the coordinator. The second type is peer-to-peer
communications that the supply chain members directly send their
information each other. When communication processes are critical in terms
of time constraint, the second type might be necessary in practice in order to
establish synchronization of the business process.

3. BUSINESS SCENARIOS

Considering an OKP environment, there are various benefits if different
enterprises can share their production information and make collaborative
decisions on the SUPREME architecture. In those cases, planning and
scheduling problems are important to catch up with the changing market
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environment. This section shows some business scenarios in which the
SUPREME architecture will play an important role. Actors of the scenarios
include customers, manufacturing enterprises and third-party-logistic (3PL)
companies. Since these actors perform on the different decision-making
systems, a supply chain coordinator, which is another actor proposed within
the architecture, is due to establish synchronization for a win-win partnership.

3.1 Supply chain agent

The first scenario is that a customer, who requires an OKP from scratch,
accesses the SUPREME coordinator in order to make a quotation and choose
the best supply chain recommended by the system. In a quotation process,
the customer puts his/her request in a form of process plan sheets. Then the
coordinator asks the corresponding partners’ manufacturing capability and
also the availability to meet the schedule. Once the suppliers have registered
their manufacturing capability to carry on some of the predefined
manufacturing process candidates, the coordinator can select an appropriate
supplier for each process, which is part of the input for the customer’s
request. Finally, the APS module calculates feasible plans and schedules, in
which all temporal constraints such as precedence relations and lead time are
satisfactory.

Figure 1. Supply chain configuration agent
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In this case, the SUPREME coordinator performs as an agent who
arranges the best plan to fulfill the customer’s order of OKP. One of the
differences between the agent and a supply chain planning staff is that
former can be automatically executed on the Internet. Furthermore, after a
supply chain is established, the members of the supply chain can be
cooperated each other on the Internet until the supply chain network is
dismissed. The coordination is managed in the SUPREME architecture.
Figure 1 demonstrates this scenario.

3.2 Delivery process integration

The second scenario focuses on integration of a manufacturing process
and a delivery process. While a 3PL partner manages delivery processes
ordered by several manufacturers, connecting the customer’s manufacturing
processes with the supplier’s manufacturing processes plays a very important
role. This will be achieved by process integration between logistic
enterprises and manufacturing enterprises. For instance, a truck driver has an
accident and the estimated arrival time would be behind the schedule. Or a
supplier’s shipping process was delayed and excepted production volume
would be shortage. In those situations, the scenario shows that a revised
logistic schedule is sent to the coordinator, and manufactures relative to the
change are informed to rearrange their current schedules.

Figure 2. Delivery process integration
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Detail of the collaboration is shown in Figure 2. A manufacturing
enterprise sends purchase order to a supplier, who then asks a 3PL company
to deliver the products. Regarding that both the customer and the supplier
have their production schedule, the delivery schedule is uploaded to the
SUPREME server in order to synchronize the production schedules. The
customer frequently checks the delivery process as well as the supplier’s
production process. When some serious changes are occurred, the
SUPREME suggests making reschedule the customer’s plan.

3.3 Outsourcing management

The final scenario is addressed in outsourcing processes. When a
manufacture makes production plan by loading and leveling the resource
capacities, a part of the orders would be asked to some suppliers that have
free capacity of resources for the corresponding production processes. In
OKP, however, the selection of suitable suppliers takes a long time, because
most of cases are the first time in its experiments. Like the first scenario, this
partner selection for outsourcing can be supported by the SUPREME
architecture.

The SUPREME also copes with the collaboration processes after the
supplier selection is finished. As shown in the figure 3, the customer’s
production processes and supplier’s production processes can be
synchronized by peer-to-peer communication between them. This

Figure 3. Outsourcing management
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communication process has an advantage if changes in one partner’s
manufacturing processes immediately make a negative effect to the other. In
this case, the SUPREME is a kind of broker, who only initiates a secure
communication by “federation keys” for identifying their partner. By means
of this peer-to-peer communication and APS modules, distributed processes
in different enterprises can be synchronized.

4. DISCUSSION

Since SUPREME has defined as a system architecture for a supply chain
management of OKP, particular systems implemented for each business
environment would have different forms. In this study, a prototype system of
SUPREME is developed for further discussions. The system performs pretty
well on the first scenario and partially on the third. Some graphical user
interfaces of the system are briefly described.

First of all, the partner registration form is used for new members who
want to join the virtual enterprise network. In this form, each one registers its
information of the company profiles and also describes its production
capability, which will be used by the network members as a partial
production processes in a future supply chain. Then the order entry form can
be shown for the customer who is also a member of the network. In the order
entry form, the customer can design by input any manufacturing processes in
order to produce the appropriate products.

This information is sent to the SUPREME agent, who then gathers
corresponding partner’s manufacturing capacity. After the APS module
calculates some supply chain configuration plans, the plan recommendation
form shows them for the customer as selection candidates. If there is more
than one plan, each plan is recommended with its cost, delivery date, and
quality information. Furthermore, the Gantt chart that represents the whole
supply chain production schedule can be shown for each candidate.

The user interface forms descried above are in the front end of the
communication processes between an OKP customer and a supply chain
coordinator. On the other hand, back end of the system is implemented on
web-applications, web-services client/server modules, a RDB system, APS
modules, and so on. The prototype system also has a function of peer-to-peer
communication.
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5. CONCLUSION

This paper deals with a dynamic supply chain for OKP environment.
ICT support is necessary for current economical situation, because the
supply chain setup time should be managed shorter and shorter. In the
emerging supply chain, each collaboration scheme also has to change in
accordance with the dynamics of the real environment.

SUPREME is a system architecture that has web-based collaborative
planning and scheduling system for virtual enterprises. Therefore, the
architecture has an APS modules and PSLX interfaces modules as well as
the other technologies. These components are addressed both on a supply
chain coordinator site and each member’s local site in the supply chain
network. Then the coordinator performs as an agent that dynamically
configures and maintains the suitable supply chain.

A prototype system is developed and demonstrated for evaluation of the
architecture. We show three business scenarios, both of which represent
typical scenes of a strategic supply chain management in OKP. After the
prototype system is briefly demonstrated, the experimental results shows that
APS modules and PSLX interface modules play a very important role in the
proposed system.

In conclusion, the SUPREME architecture, which has capability to re-
configure and manage supply chains dynamically, is one of the most suitable
solutions to achieve the goal of the supply chain management in OKP. In
addition, the communication and collaboration methods in such an open
network platform are required, so that PSLX interface and collaborative APS
will be the important research topics in the future.

This research has been carried out under the IMS GLOBEMEN project.
The authors would like to acknowledge all the members of the GLOBEMEN
project for their valuable discussion and technical support.
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Abstract: In today’s highly global business environment, engineering and manufacturing
projects often involve two or more geographically dispersed units or
departments, research centers or companies. This paper attempts to identify the
requirements for risk management in a multi-site engineering project
environment, and presents a review of the state-of-the-art tools and methods
that can be used to manage risks in multi-site engineering projects. This leads
to the development of a risk management roadmap, which will underpin the
design and implementation of an intelligent risk mapping system.
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1. INTRODUCTION

In today’s highly global business environment, engineering and
manufacturing projects often involve two or more geographically dispersed
units or departments, research centres or companies. To enable the
collaboration between these multi-site units across space and time, three
essential elements are required:

1) ICT platform to support information sharing and collaboration;
2) Appropriate organizational structures and engineering processes

to support collaborative work involving different functional
groups; and
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3) Identification, evaluation and treatment of the risks associated
with multi-site engineering projects.

Research on Virtual Enterprises (VE) for global manufacturing [1,2,3]
has extensively addressed the first two issues. This paper will focus on the
third essential element, i.e. the risk management.

Recent research on project risk management has been mainly conducted
in the software, finance, and service sectors. Fewer projects have extensively
addressed the requirements of risk management for engineering projects,
especially for those multi-site geographically distributed projects.

The IRMAS (Intelligent Risk Mapping and Assessment System) Project,
an Australian research project described in this paper, aims to develop a risk
mapping and assessment system for multi-site engineering projects, and
therefore enhance the local manufacturers’ capability of collaborating and
competing in the global market.

This paper will firstly discuss the requirements for risk management in a
Multi-Site Engineering Project (MSEP) environment. The Purdue Enterprise
Reference Architecture (PERA) has been used to model the project lifecycle.
This provides a guideline to establish the criteria for the review of the risk
management tools and methods. This leads to the development of a roadmap
for risk management, and enables the design and implementation of an
intelligent risk mapping system.

2. RISK MANAGEMENT IN MSEP

2.1 MSEP as a Virtual Enterprise

With the advent of globalization of economies, enterprises are facing
more and more rapid business changes. To seize and maintain its
competitive advantage, an agile engineering and manufacturing enterprise
must be able to react quickly to the changes in their business. As a
consequence, a new business paradigm of “Virtual Enterprise” has been
evolved to address this need.

A multi-site engineering project (MSEP) is a typical example of such a
Virtual Enterprise, where two or more geographically dispersed business
units or departments, research centers or different companies need to work
together and exploit the fast-changing worldwide product engineering or
manufacturing opportunities.

The MSEP is a competency-based temporary organization that uses the
distributed intellectual strengths of its members, suppliers and customers.
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The scope of its management is global, looking for the integration of the
skills and contributions of those belonging to the value network. It explores
the synergy necessary to satisfy the diversity demanded by customers, and to
innovate, not just in product, but also in management practices.

However, because all MSEP members in each site need not only to work
locally “business as usual” according to their own best practices, they also
need to work globally by following the protocols and the plans agreed on in
the MSEP. There may be gaps and conflicts in guiding project members’
“local” and “global” behaviors. Therefore a set of effective risk management
tools and methods is essential for the success of the MSEP.

2.2 Enterprise Integration and Risk Management

In order to manage the dynamic global manufacturing business of a
MSEP more effectively, a clear understanding of the concept of virtual
enterprise is needed. Therefore, enterprise models, which describe what an
enterprise is conceptually composed of and how it works, as well as the
Enterprise Integration methodologies become essential.

Figure 1. The PERA Methodology (left)
and the Framework for Risk Management (right)

Zhou and Neff [4] proposed a virtual enterprise design methodology that
utilize both the Enterprise Integration and Risk Manufacturing
methodologies. It used the Purdue Enterprise Reference Architecture
(PERA) [5] to depict the phases of the lifecycle of a virtual enterprise, and
used the Australian/New Zealand Standard on Risk Management [6] as a
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framework to identify and analyze the risks involved in the building-up and
the organization of a virtual enterprise.

As the MSEP is a typical virtual enterprise, this methodology can also
serve as framework to help identify the requirements for risk management in
MSEP environment.

2.3 Requirements for Risk Management in MSEP

The different phases of the PERA methodology can be used to guide our
definition of the requirements for risk management in a MSEP. The first
three phases are Identification, Concept, and Definition. The rest of phases
represent an implementation view of a MSEP.

The Identification phase deals with the description of the external
environment, and the criteria for creating or participating in a MSEP. At this
phase, the risk management tools and methods should help the stakeholders
to make strategic decisions such as why the MSEP is a feasible approach for
the identified business opportunity.

The Concept phase aims to identify the motivation for creating a MSEP.
At this phase, the risk management tools and methods should help the
stakeholders and the potential project managers to identify and analyze the
risks involved in the setting up and operation of the MSEP. Here the
emphases will be the cross-site and cross-company boundary interactions
within the MSEP.

The Definition phase is mainly focused on the explicit requirements
concerning the planning and operation of the MSEP. It indicates a functional
view of the lifecycle of a MSEP. The risk management tools and methods
should be able to accommodate the specific function of the engineering
projects. Here the emphases will be the ability to manage the risks involved
in a specific engineering project, for example, an innovative product
development project or a routine product improvement project.

The rest of the phases (Specification, Detailed Design, Manifestation,
and Operation) are the Implementation phases of the MSEP, in which the
MSEP is created, operated and finally dissolved after project completion.
The risk management tools and methods for these phases are mainly focused
on the implementation of risk management plans, monitoring, assessing and
treating the identified risks as planned.

In the following section, we will present a survey and evaluation of the
state-of-the-art tools and methods for risk management according to the
phases of the MSEP lifecycle.
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3. REVIEW OF TOOLS AND METHODS

3.1 The Identification Phase

Multi-site engineering projects, like other types of virtual enterprises,
belong to a new manufacturing paradigm. Although many tools and methods
have been developed for facilitating the design and operation of virtual
enterprises, there are very few tools and methods on risk management for the
identification phase.

The virtual enterprise design methodology [4] integrated with the Risk
Management Framework can be considered as one of the early attempts to
address this issue using enterprise engineering technologies.

Other methods have been largely aimed to achieve a better
understanding of the organizational behavior in the “virtual” or the ICT
connected multi-site environment. The establishment of Global Engineering
and Manufacturing Networks [3], as well as the creation of Virtual
Enterprise Communities [8], is aimed to stabilize the organizational structure
of this virtual environment. The another term often comes with “risk
management” in this phase is the term “trust”, some people decide to
establish trust for the purpose of minimizing risk, while others may prefer to
establish trust through managing acceptable level of risk. IPR, liability,
business intelligence, and many other legal issues are also active topics [8].

The COTS (commercial on the shelf) tools, such as FirstStep
<http://www.interfacing.com/>, an enterprise modeling tool, can be used to
do some scenario-based analysis and simulation for risk identification and
analysis.

3.2 The Concept Phase

There are many tools and methods available for general project
management, although none of them specifically developed for the needs of
the multi-site engineering projects. Many of these methods are very generic
and easy to understand, such as the PMBOK Guide [7]. Some of them have
become national or international standards, such as [6].

Most of existing COTS tools for project risk management are for risk
analysis and assessment. These tools include:

Uncertainty modeling tools, such as RI$K
<http://www.aceit.com/Products/risk.htm>, and Crystal Ball
<http://www.decisioneering.com/>;
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Sensitivity and scenario analysis tools, such as @Risk
<http://www.palisade.com/html/risk.html>;
The “expert interview” tools, such as RiskTrak
<http://www.risktrak.com/> and Trims
<http://www.bmpcoe.org/pmws/>; and
The Add-ons to the project planning tools, such as PertMaster
<http://www.pertmaster.com/products/index.htm>.

These tools are useful when the identified risks are well understood and
their probability and impact are known. It is unclear how effective these
tools are in calculating propagated risks as the network of activities
conducted in a multi-site engineering project, usually have a high degree of
interdependencies.

The disadvantage of those “expert interview” tools is its highly domain
specific nature, and seems to be suitable only to those highly structured
processes. Those expert systems will need to be tailored for each specific
domain.

3.3 The Definition Phase

For the definition phase, the tools and methods used for risk
management are becoming more function oriented and domain specific.
There are a number of risk management methods and tools already
developed for many well-understood processes and domains, such as
insurance, financial services, health service, security services, hazard
management, and increasingly, the software development and information
service domain.

There are many active research efforts looking at various types of
engineering projects, such as product design, engineering development,
assembly, and tooling. For example, our research team is currently
investigating the risk assessment issues for a concurrent engineering project
in a multi-site environment [9].

3.4 The Implementation Phases

There is a lack of the methods or guidelines that a project manager can
use to develop a risk management plan, although many established
companies have already developed their best practices in risk management
into a template document for project risk management. However, there is
also a lack of the COTS tools that can help a project manager to implement
or execute the risk management plan, and manage the whole risk cycle, from
risk identification, assessment, monitoring, to its treatment. There are no
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COTS tools available that can capture and reuse the lessons learned from
previous projects.

There is also a lack of the tools and methods to help a project manager to
identify the gaps and conflicts during the monitoring and controlling of risks
when different sites of the engineering project are using different risk
management policies or at a different level of maturity.

4. TOWARDS A ROADMAP FOR
RISK MANAGEMENT

Based on the review of the tools and methods for risk management in
MSEP, we sensed an urgent need for a roadmap that can provide necessary
guidelines for project managers to manage risks in multi-site engineering
projects.

Such a risk roadmap is expected to provide guidance at an appropriate
level of detail during the different phases of the lifecycle of a MSEP. Such a
risk roadmap should also serve as the interface for project managers to
identify and assess risk factors, as well as monitor the risk triggers and
mitigate the risks through invoking corresponding risk management tools.

For the Identification phase, the risk roadmap should provide a “bird’s
eye view” map of the risk issues involved in the MSEP. This can be
achieved by “interviewing” the project managers and major stakeholders to
establish a risk profile for the new MSEP.

For the Concept phase, the risk roadmap should provide a “key” map of
risk factors with a clear mark of the boundary of responsibilities for site to
site, and site to MSEP interactions.

For the Definition phase, the risk roadmap should provide a detailed map
that provides proactive advices on risk probability and impacts, helps to
identify the critical path for the MSEP, and recommends the best practices
for risk avoidance and risk minimization.

For the Implementation phases, the risk roadmap should provide an “on
road” map that indicates the current project status, and current project
positions in terms of the overall project progress against the project plan.

The development of such a roadmap for risk management will underpin
the implementation of an intelligent risk-mapping tool for managing risks in
multi-site engineering projects.
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5. CONCLUSION

This paper discussed the risk management issues in a multi-site
engineering project environment. The requirements for the risk management
tools and methods have been discussed according to the lifecycle phases of
the PERA model. The state-of-the-art tools and methods are reviewed
against the identified requirements. Finally, the concept of a risk
management roadmap is presented which will enable the development of an
intelligent risk-mapping tool for multi-site engineering projects.
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Abstract: This research paper discusses a manufacturing support system which supports
not only maintenance services but also consulting services for manufacturing
systems consisting of multi-vendor machine tools. In order to do this system
enables inter-enterprise collaboration between engineering companies and
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This paper describes the concept behind the planned ASSIST, the development
of a prototype of the system, and discusses test operation results of the system.
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1. INTRODUCTION

Manufacturing support systems using IT (Information technologies) such
as remote maintenance and remote monitoring systems are available today.

However, such support systems are usually machine tool-specific and
depend on individual machine tool vendors. A mechanism does not exist
that supports an entire manufacturing system consisting of multi-vendor
machine tools implying cooperation between different machine tool vendors.
Moreover, the usual scope of applications covering manufacturing support
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systems is often limited to the maintenance of machine tools and/or
controllers, and does not include after-sales business consulting services.

This research paper discusses a manufacturing support system for a
manufacturing system consisting of multi-vendor machine tools. The system
not only supports maintenance services but also consulting services in both
cases based on inter-enterprise collaboration between engineering companies
and machine tool vendors. A hosting service environment is proposed for
sharing data, information, and application systems among the collaborating
engineering companies, machine tool vendors, and factories. A secure
access control environment at factories for the exchange of maintenance
information is also discussed. In this way, the manufacturing support system
enables inter-enterprise collaboration for maintenance and consulting
services using these environments. The manufacturing support system is
called “After Sales Support Inter-enterprise collaboration System using
information Technologies” (ASSIST).

Section 2 describes the concept for the planned ASSIST project. Section
3 describes the development of a prototype for the system and also evaluates
the operation results of the system.

2. CONCEPT BEHIND ASSIST

2.1 Background and Objectives

Typically, maintenance of machine tools often depends on maintenance
services for each individual machine tool vendor. Recently, however,
machine tool vendors have developed remote maintenance systems using IT
such as the Internet.

However, for maintenance of manufacturing systems consisting of multi-
vendor machine tools, the overall condition of the manufacturing process has
to be considered before specifying the maintenance areas. After assessment
of maintenance areas, maintenance services by the machine tool vendors
corresponding to the maintenance areas have to be procured. If engineering
companies integrate multi-vendor manufacturing systems, the engineering
companies are responsible for detecting maintenance areas. This means that
it is the engineering companies that have to maintain the manufacturing
system in collaboration with the machine tool vendors in question. For that
reason, there is a need for a manufacturing support system that can handle
maintenance of entire multi-vendor manufacturing facilities that can allow
inter-enterprise collaboration between engineering companies and several
different machine tool vendors.
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On the other hand, in order to ensure improvement of manufacturing
systems, it is necessary to collect the operational status information of these
systems, analyse the data, track problems, and put together solutions for the
problems including an evaluation of the solution plans [1]. For these
activities, IT tools, such as TQC (Total Quality Control) tools and
manufacturing system simulators, are useful. However, for smaller
enterprises, it is difficult to deploy such IT tools because they are expensive
and difficult to master. Therefore, ways are needed for engineering
companies to contract these improvement activities as a consulting service
and/or IT tools providing service by ASPs (Application Service Providers).

The objective of this research is to develop ASSIST as a manufacturing
support system for multi-vendor manufacturing systems, which supports not
only maintenance services but also consulting services carried out as an
inter-enterprise collaboration between engineering companies and machine
tool vendors.

2.2 Overview of ASSIST

The organization, which uses the system, consists of more than one
multi-vendor manufacturing system, more than one machine tool vendor and
an engineering company.

The system consists of these distributed enterprises and the hosting server
integrated over the Internet as shown in Figure 1. The hosting server is a
data-accumulating, data-providing, and application-providing server for
inter-enterprise communication managed by the engineering company or a
third party. Characteristics of the system are: managing information such as
manufacturing system operational data in XML (extensible Mark-up
Language) format, and providing data exchange among distributed
enterprises using the hosting server. Possible usage scenarios for
maintenance and/or consulting services are as follows.
a)

b)

c)

Operational data from the manufacturing system is gathered and
accumulated in the factory. The data is sent to the hosting server over the
Internet when the factory needs maintenance and/or consulting service.
In the case of maintenance services, the engineering company provides
support by finding trouble spots in the manufacturing system using the
accumulated data from the hosting server.
Then, if the trouble area concerns a machine tool and therefore
maintenance support performed by the corresponding machine tool
vendor(s) is needed, the engineering company provides the accumulated
data to the vendor(s) in question. After this, collaborative maintenance is
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d)

e)

carried out through cooperation between the engineering company and
the machine tool vendors.
In the other case of consulting services for improvement of the
manufacturing system as ordered by the factory, the engineering
company analyses the accumulated data from the hosting server using
TQC tools and/or manufacturing system simulators. The engineering
company then submits the results of the analysis, identifies problems, and
proposes solutions for the problems to the factory.
Moreover, the engineering company can provide application systems
such as TQC tools and manufacturing system simulators to the factory by
using the ASP functionality of the hosting server.

Figure 1. Concept of the ASSIST

3. DEVELOPMENT OF A PROTOTYPE SYSTEM

3.1 System Configuration and Functions of the System

A prototype system for ASSIST has been developed. This section
describes the developed prototype system. An evaluation of the test results
of the system is presented in the succeeding section.

The developed prototype system consists of a factory system, an
engineering company system and a hosting server as shown in Figure 2.
Functions and configuration of these systems are as follows.
a) Factory system

(Configuration)
Multi-vendor machine tools and robots integrated using OpenMES
[2], which is a middleware of MES (Manufacturing Execution
System) base on CORBA.
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Figure 2. Configuration of the prototype system

ORiN (Open Robot interface for Network [3]) server for condition
monitoring of devices such as machine tools and robots.
Data gathering server.
Firewall with VPN (Virtual Private Network) server.

(Functions)
Gathering of production log data as shown in the Table 1 for the
manufacturing system from OpenMES server.
Gathering of condition log data for devises as shown in the Table 2
from ORiN server.
Conversion of the log data to an XML file.
Periodic transfer of the XML file to the hosting server.
The firewall with VPN (Virtual Private Network) server provides
access permission control for machine tools of the factory for the
machine tool vendors in question in order to allow maintenance of
machine tools as shown in Figure 3.
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Figure 3. Permission control of machine tools

b) Hosting server
(Configuration)

Web service and FTP service using Windows NT and IIS (Internet
Information Server) by Microsoft Corporation.

(Functions)
Transmission and receipt of the XML file using FTP services.
Web service of the XML files on a web server.

c) Engineering company system
(Configuration)

Web browser.
Statistics and analysis tools such as TQC tools that have an XML
file interface.

(Functions)
Receipt of the XML files from the hosting server.
Analysis of production log data for the manufacturing system using
the XML file.
Preparation of graphs using the results of the analysis.
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3.2 Evaluation of Test Operation Results

Test operation of the developed prototype system is performed.
Consulting services by the engineering company through analysis of the
operating conditions of the machine tools and usage time of the tools, using
the production log data from the manufacturing system, are assumed for this
test operation.

On the factory side, the manufacturing system worked for one week to
manufacture five types of products: MESPART1001, MESPART2001,
MESPART3001, MESPART4001 and MESPART5001. The production log
data and device condition log data on the factory side are gathered and
converted to XML files as shown in Figure 4 and sent to the hosting server
once a day.

On the engineering company side, one week’s worth of production log
data as shown in the Table 1 and device condition log data as shown in the
Table 2 for the manufacturing system are received from the hosting server.
Machine tool operating conditions, including tool usage times, are analysed
by use of statistics and, for instance TQC analysis tools. Graph charts for
the results of the analysis are also produced. An example of a graph chart of
tool usage times is shown in Figure 5.

A prototype test operation was carried out, and the performance and
functions of the prototype system consisting of the factory system, the
engineering company system and the hosting server integrated over the
Internet were evaluated. All things considered, the test operations proved
that the system performed quite well, showing promise for a future full
implementation of the system.

However, the security system for the hosting server only uses a single user
name and password. Therefore, the data sharing security system for the

Figure 4. An example of XML file Figure 5. An example of graph chart
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hosting server will have to be discussed in order to ensure dynamic sharing
of data and information between several virtual enterprise partners. Also the
ASP functionality of the hosting server will be discussed in this research.
Moreover, test of operations that perform prevention, preservation, and
maintenance of a multi-vendor manufacturing system are being considered.

4. CONCLUSION

The concept for a manufacturing support system named ASSIST has been
proposed. ASSIST supports not only maintenance services but also
consulting services for multi-vendor manufacturing systems carried out as an
inter-enterprise collaboration between engineering companies and machine
tool vendors.

A prototype system for ASSIST has been developed. A test operation
using the prototype was successful. The test covered activities and functions
of the prototype system consisting of a factory system, an engineering
company system and the hosting server, all integrated over the Internet.
According to the results of the test, the system performed quite well and the
possibility that the ASSIST concept can be implemented has been confirmed.

The security system of the hosting server for dynamically sharing data
among virtual enterprises consisting of more than one will be discussed.
ASP functionality for the server will be also discussed in this research.
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Abstract: Small and medium-sized enterprises have to deal with increasing requirements
on customer services. Furthermore these enterprises are not able to decrease
their service delivery times and costs on their own and so, as a consequence,
they have to team up with external partners to build up service cooperations.
To support this development a model will be described to enable these
enterprises fulfilling services collaboratively by using the basic concept of the
virtual organization.

Key words: Collaborative Service, Service Management, Virtual Enterprise

1. INTRODUCTION

Global manufacturers are facing an increasing challenge in offering
adequate and timely fulfilment of customer services (see [1]). This is
particularly urgent for those small and medium-sized enterprises (SMEs)
serving the one-of-a-kind industry, as they find it difficult, if not impossible,
to maintain their own worldwide service networks at reasonable costs. One
approach is to collaborate by selecting cooperating network partners based
on their individual core competencies during the fulfilment of various after-
sales services.

However, setting up and maintaining such a network organization, as
well as developing and implementing a successful business process for
global collaboration, are often beyond the knowledge and capacity of a SME.
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Therefore, a reference model including guidelines to form inter-enterprise
service collaboration is essential and can be critical for its success.

2. VIRTUAL ORGANIZATION

In the search for organization forms for the twenty-first century, the
virtual organization concept is beginning to make headway as a dynamic
structural pattern. Under this model, organizational units (also called as
virtual enterprises) are created, restricted to the primary business purposes
and thus, this structural simplicity allows maximum economic efficiency.

A virtual enterprise can briefly be characterized as a short-term inter-
enterprise cooperation where individual enterprises join core competencies
in order to establish a value chain configured exactly to meet a specific
customer demand. When the customer demand has been fulfilled, the virtual
enterprise is decommissioned.

For the one-of-a-kind production, different types of virtual enterprises
can be set up based on their deliverables (see [2]). For example, in order to
support the operation of a one-of-a-kind product such as a chemical
production facility, a virtual service enterprise could be established to offer
the plant owner with services such as maintenance or operation support.

This kind of virtual organization usually consists of three main elements:
The service network of all potential service members, the virtual service
enterprises (VSEs) of selected members, and the services as a product
offered by the VSEs. To provide a structural arrangement and to capture the
characteristics of these entities, the Virtual Enterprise Reference
Architecture (VERA, see Figure 1) is currently being developed in the IMS
GLOBEMEN project [3]. VERA is based upon GERAM [4].

Figure 1. Virtual Enterprise Reference Architecture (VERA)
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A service network in the operation phase has an array of service
products, which they can offer to customers. A service product consists of
one or many service modules, which targets different customer needs
through its single or combined characteristics. A more elaborate description
of service products and their configuration out of service modules can be
found in [2]. If a customer reports a problem suitable network members will
be selected and a virtual service enterprise will be set up that can best
deliver the service product as defined by the given customer requirements.

3. COLLABORATIVE SERVICE

The reference model for collaborative service introduced in this paper
describes the activities that are pertinent during the life-cycle phases of the
three different entities described above. These life-cycle phases encompass
all activities from identification to decommissioning of the entity (see
chapter 3.1). To decrease the apparent complexity the reference model uses
the view concept from GERAM that allows the operational process to be
described as an integrated model, but to be presented to the user in different
sub-sets, so called modelling views (see chapter 3.2).

3.1 Life-cycle

This chapter describes briefly the entire life-cycle of setting up a service
network organization and its virtual service enterprises. In the reference
model the life-cycle is modelled in various level of detail.

Figure 2. Top-level overview and set up network process [5]



236 Knowledge and Skill Chains in Engineering and Manufacturing

The top-level overview helps to grasp the entire content and illustrates
the process of setting up a network organization and its VSEs and finally,
fulfilling the customer demand by providing the service product. Based on
this the following level shows in detail, what has to be done in the different
life-cycle phases. As an example Figure 2 illustrates on the left side, the
overview of the business process and on the right side the depiction of the
set up network process in detail.

3.2 Modelling views

Modelling views contain a subset of facts present in an integrated
reference model allowing the user to concentrate on relevant questions
during modelling of its service organization. The following subchapters aim
to give an overview of the four different modelling views (organisation,
function, information and resource), which are used in the reference model.

3.2.1 Organizational view

This view describes the organizational structure of the relevant entities
and the roles that exist in theses entities with their responsibilities and tasks.
The main organizational entities of a virtual service organization are the
production facilities delivered from the one-of-a-kind producers, the service
network, the resulting virtual service enterprises and the delivered service
products.

Production facilities can be characterized by their locations, type of
installed machines and installations, production processes, history of
services, and modifications since production start up. The size of the owners
may range from SMEs with one production location to large corporations
with a number of globally distributed locations. The production facility can
be made up of machines or installations purchased from one or more one-of-
the-kind producers.

The service network consists of independent enterprises that are
working together to exploit a particular service opportunity by offering
service products jointly to the market, based on common interests and
partnership-oriented business relations. Network members can be one-of-a-
kind producers and a multitude of independent service companies, suppliers,
vendors or ICT infrastructure providers. The distinctive features between
them are competencies, technical aids, and available ICT, locations, and
capacities. In addition the one-of-a-kind producers are characterized by size,
branch, and position in the value chain. Thus, networks can be comprised of
one-of-a-kind producers of the same or different sizes and in the same or
different branches. As to position in the value chain, company activities can
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be at the same level (so-called horizontal) or downstream or upstream levels
(so-called vertical). Collaboration among companies within the same branch,
and thus potential competitors, is necessary when a critical mass is required
in global markets in order to gain an advantage over local competitors.

The virtual service enterprise is formed of selected network members.
Together these network members can fulfil the specified service. The service
is divided into different tasks. Each network member in the VSE is
responsible for performing a part of these tasks in accordance with its
competencies and available technical aids and ICT. Sometimes collaboration
is necessary in order to perform a task, such as, for example, when a local
service company repairs a machine by installing new spare parts but does not
have the know-how to reset machine controls after completion of the repairs.
Under the remote direction of the one-of-a-kind producer, however, the
service company can do the resetting. Here the network members depend
upon modern ICT for coordination. Communication can be very efficient
using video conferencing and wearable computers, for example.

The reference model distinguishes seven roles, six of them are active and
one is auxiliary. The active roles include the customer, the network or
project initiator, the network members, the project board, the network board
and the audit team. The information system of the network organization
plays a supporting role facilitating the information exchange between the
active roles. More elaborate description of the roles can be found in [5].

If there is more than one one-of-a-kind producer in the service network,
the question of responsibility for tasks like network operation, contacts
with customers, evaluation of potential new network members, etc. must be
clarified. Possible variants are described in [2]. Small and medium-sized
one-of-a-kind producers have very oft not conditional on their size the
financial and personal resources to manage a service network. If only this
type of enterprises are part of the network then it can be useful to outsource
management tasks to an external company and financial tasks to a bank or
insurance company. Responsibilities might also be divided up according to
market or customer segmentation.

3.2.2 Functional view

The functional view represents the hierarchical structure and the relations
of functionalities (activities). In functional models activities related to the
management and operation of the virtual service organization are represented,
as well as support activities. An example of a function model for the VSE
entity is illustrated in Figure 3. It is possible, that the same activity has to be
fulfilled several times, e.g. in different life-cycle phases of one entity or in
life-cycles of different entities.
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Figure 3. Function model for virtual service enterprise configuration

3.2.3 Information view

The information view is describing the content and flow of information,
which is created, shared, used, modified and disposed along the life-cycle of
the different entities of a virtual service organization. Junction points of
information exchange among the defined network roles are indicated and
key information occurring during the set up and operation of a service
network and VSEs are structured and illustrated as different information
objects. These information objects can be used to support the design of a
data schema for an information system. Figure 4 presents exemplary the
information exchange between different roles during the set up of the
network and the information objects business plan and service module
portfolio (P means information provider, R means information receiver).

Figure 4. Information exchange and information objects whilst setting up a service network

3.2.4 Resource view

The resource view represents the resources of the network members as
they are used in the course of the network and VSE set up and operations.
Resources can be for example competencies and know-how to fulfil service
tasks, capacity of service technicians, material or machines needed to
produce spare parts or specific diagnostic software and hardware. These
resources have to be assigned using resource models to the defined activities
and organizational entities.
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4. INDUSTRIAL CASE STUDY

The proposed reference model is currently being established and
exploited in a use case from the GLOBEMEN project. In this case a
Japanese one-of-a-kind producer (“OKP1”) develops and sells large
chemical plants. For the manufacture of these plants, it has a large network
of suppliers and vendors. Worldwide there are 100 of these plants in
operation by customers. In the past, OKP1 developed service modules, such
as a remote plant monitoring system and a training simulation system, to
support after-sales services. However, OKP1 does not have its own team of
service technicians. A customer (“C1”) operates several plants in Asia and
has its own teams for inspection and maintenance. A Japanese telecom
company (“TC”) maintains a communication network in the Asian region.
TC offers also services to collect information from production equipment for
safe control and use, provides network accounting, collection and
authentication functions and a place to register a variety of applications to
access remotely.

Below the first steps of modelling the organizational view will be briefly
described:

Structure of the service network: The service network is established in
the Asian region and made up of OKP1 with selected suppliers and vendors,
C1’s service teams and the network infrastructure from TC.

Collaborative service products: The operating service network will
provide a wide range of service products, which are configured from existing
service modules from the network members. Collaborative service products
will be for example:

Hosting Service: Long term data gathering of plant and process data and
monitoring using the remote plant monitoring system, which is installed
at TC. Suppliers and vendors can also access the remote plant monitoring
system and are responsible for observing their specific parts of the plant.
Process or Equipment Performance Evaluation: Based on gathered data
from the hosting service an evaluation of the current status of the overall
plant or specific equipment will be carried out. For the evaluation a
process flow simulator from OKP1 and knowledge about plant operation
from C1 are needed. The results of the evaluation will contain
recommendations to change current operation condition (e.g. pressure,
temperature or flow) or to establish plant services.
Plant Services: These services are maintenance, repair, inspection, etc.
and have to be carried out by service teams on-site.

Based on these products an enterprise configuration scenario could look
as following: Due to the equipment performance evaluation the requirement
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for maintenance on a reactor and replacement of spare parts of the supply
pipes is identified. The virtual service enterprise will then take the following
configuration: A service team from C1, which has reactor training, goes on-
site to the customer. At the same time, a supplier delivers to the customer the
pipes it has manufactured or drawn from inventory. During the repair
procedures, the member of the service team receives additional required
information from engineers at OKP1 using mobile and internet-based ICT.

The benefits of the described type of cooperation are as follows: Through
implementing various service modules, OKP1 can actively offer after-sales
services and gather valuable experiences for new product design. C1 benefits
from collaboration with OKP1, because they will have better utilization of
their service team capacities. In addition, technicians from C1 will benefit
from enlarged experience through service work at other companies.

5. CONCLUSION

The present contribution introduced a model of how future collaboration
in after-sales services in the one-of-a-kind industry might look like. The
proposed reference model for collaborative service is intended to provide a
guideline to set up an inter-enterprise service organization based on the
principles of the virtual organization. During the application of this model, in
industrial use cases, it may be adjusted individually, but it still helps
especially SMEs to increase the ability of setting up a network organization
and of running its virtual service enterprises successfully.
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Abstract: This paper discusses a scheme that allows all parties involved in the
maintenance of a chemical plant: the plant owner (customer), the engineering
company, the equipment vendors, and the maintenance firms, to form a virtual
service enterprise (VSE) whenever a maintenance service is necessary, in an
attempt to provide required services more timely. This paper also discusses the
requirements for knowledge management and risk management in such a VSE
environment, and proposes a secure hosting service environment that allows all
the parties to share information and applications, and to collaborate during
plant operation and service fulfilment. To evaluate and demonstrate the
feasibility of this scheme, a prototype of the remote maintenance system
developed for a fertiliser plant in Indonesia is presented. Finally, a scenario of
how to utilise such a remote maintenance system, the possibility of
collaboration among VSE partners, and the advantages of utilising the
proposed hosting services in VSE are also discussed.
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1. INTRODUCTION

Modern chemical plants are getting more and more sophisticated, and
the number of equipment vendors needed for each plant is also increasing.
The provision of after-sales services, such as the maintenance of plants and
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keeping the plant at a good level of efficiency, safety and reliability, has
become an increasingly challenging business opportunity for those
engineering companies who constructed those plants. The customers who
own and run those plants, on the other hand, are also trying to rationalize
their plant operations by out-sourcing their maintenance services in order to
concentrate themselves on their core competencies. All these demand for a
new business scheme that can provide cooperative service by all parties
involved, including the engineering company, the various equipment
vendors, maintenance firms, and the plant owner (customer).

This paper attempts to address such issues. We are proposing herewith a
remote supporting technology where engineering companies, equipment
vendors and customers will be able to co-operate and solve problems quickly
by exploiting the latest IT technologies. A case study in a large scale
chemical plant has been taken as an example.

2. BUSINESS REQUIREMENTS

Plant owners are endeavoring day and night in order to operate their
plants safely and enhance their production efficiency. However, the
engineering companies who built the plant, and various vendors who provide
equipment for the plant are getting more and more internationalized. It
would be very hard, if not impossible, for any of these business partners to
provide a win-win solution separately and independently. It would be
necessary for them to work out a cooperative ways among themselves.

The business requirements from each party are described in more detail
below.

2.1 Requirements from customers

Inherently, customers as plant owners usually maintain their own
operation department or service department in an endeavor to operate their
plants in an optimal manner. However, the systems have become much
complicated due to the enhanced functions of plants and environmental
considerations, which require the service personnel to have a higher level of
analysis and judgment capability. In addition, while the service departments
need a certain level of manpower for periodical inspection, such manpower
may become redundant for daily routine inspection. Because it is
unsustainable to keep a maximum required size of service personnel in house,
the plant owners will have to find out ways to keep it minimum and to
source out necessary work when required.
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2.2 Requirements from engineering companies

Engineering companies have been traditionally concentrated on the so-
called EPC (Engineering, Procurement and Construction) business sector,
and minimize the involvement small and lingering after sales jobs whenever
possible. However, due to the recent severe competition for new projects in
the global market, and increasing demand from customers for complete
solutions, the engineering companies are expected to extend their services to
cover the entire life cycle of the plants and to keep a good relationship with
customers.

However, customers are distributed throughout the world, it would not
be cost effective for engineering companies to extend their support services
world widely all by themselves. Therefore, engineering companies are
looking for local partners to extend their support services. As the equipments
used in the plants are procured from vendors scattered world widely, linkage
with these equipment vendors is essential for servicing such components.

2.3 Requirements from equipment vendors

Vendors have recognized importance of maintenance service of their
products and, therefore, have established maintenance service network
systems by using manpower or telephone line systems. However, once their
products are included in complicated systems such as plants, the effect of
maintenance services by vendors alone would be limited and linkage with
system analysis or simulation will be indispensable. Furthermore, it will be
inefficient for each vendor to construct own service network. Hence,
cooperative actions with engineering firms or other vendors will become
necessary.

3. MODEL OF VSE [1],[2]

A virtual service enterprise is a temporary business entity established from a
network of partners aimed to provide the after-sales services to a customer.
Each partner is an independent entity that is equipped with its own unique
capabilities and competencies, assuming responsibility to perform the
allocated work. For example, when an engineering company, a group of
equipment vendors and maintenance firms, and a customer (factory)
organized a VSE using a hosting service (see Section 4.2), equipment in the
plant made by various vendors can receive services by means of remote
monitoring systems, some minor hitches could be rectified through remote
maintenance. Furthermore, periodical repairing tasks can now be planned
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based on a more accurate judgment: when a material repair work (such as
replacement of components) is necessary, the customer can order parts via
Web system, and maintenance firms can schedule in advance to perform
repairs and replacement of equipment on time. The engineering company
can also carry out simulations of entire plant systems using actual data
collected and will be able to provide the customer with valuable advices
such as optimized operations. A conceptual image of a VSE is shown in
Figure 1.

Figure 1. Example of a virtual service enterprise

4. ICT ENVIRONMENT FOR VSE

4.1 Remote Plant Monitoring System (RPMS)

Plant operations are usually controlled by the DCS (Distributed Control
System), from which plant information, mainly the operational data, can be
downloaded and forwarded to a data server through Internet connection.

Figure 2 illustrates our proposal on how relevant partners can share the
information. As the plant operates continuously, its operational behavior
does not change suddenly during normal operation. Therefore, the plant data
can be transmitted on a daily basis at the least busy time zone of the network.
Furthermore, only part of the information needs to be accessed by each
partner. As shown on Figure 2, a list of data items, entries on P&ID
diagrams and trend graphs have been made available. The time and
frequency of data transmission may be adjusted according to the customer’s
requests or the engineering company’s judgment.
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Figure 2. Remote Plant Monitoring System

4.2 Hosting Service

Normally, a virtual enterprise (VE) or a project team is organized when
constructing a plant. An engineering company usually plays the role of a
prime contractor, interacting with both the customer and the equipment
vendors and coordinating the technical issues and work schedules.

This arrangement is convenient for the customer because the interaction
between the equipment vendors is simplified and no day-to-day coordination
is necessary. This is convenient for the equipment vendors too, because they
no longer need to coordinate with each other on an individual basis.

After the construction of the plant was finished, and the manufacturing
facilities were commissioned, the engineering company had successfully
completed its commitment, and the responsibility for the plant was passed on
to the customer (owner). Normally, a service department is setup by the
customer to carry out all service and maintenance work. As we discussed
above, this is a costly burden on the customer.

Naturally, we need to consider why not extending the VE or project team
arrangement successfully used during the construction phase into the
maintenance phase. The merit would be that all the parties including the
customer and equipment vendors get benefits as in the construction phase.
We have adopted a hosting service, as shown in Figure 3, as an IT
infrastructure to facilitate the VSE. The core of the system is a data center
which links the customer (factory owner), the engineering company, the
equipment vendors, servicing or maintenance firms. Through this service,
the customer can execute the service and maintenance agreements with each
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equipment vendors and the engineering firm. The management of data center
security, services and computer maintenance will be carried out by an
independent data center company. The data center company also manages all
service applications for all registered companies. Conventionally, the
customer needs to ask the engineering company or the equipment vendors to
send in their engineers to do the repairs and maintenance of equipment
installed at each plant. This has been a costly and time consuming task, and
if not handled promptly, may interrupt the normal production in the plant.
However, by exploiting the above mentioned hosting service, a more cost
effective and speedy maintenance service could be expected. In addition,
each vendor can provide more efficient after sales activities.

Figure 3 . Hosting Service

5. INDUSTRIAL CASE STUDY

Toyo Engineering Corporation (TEC) as an engineering company has
over 40 years history and has successfully constructed many chemical and
petroleum plants all over the world. In particular, TEC has the license for
urea processing, with which the company has built more than 100 plants and
enjoys about 25% share of the world market. TEC has so far provided after
sales services such as technical support, training simulator development and
turn around (T/A) support. In order to expand the service base, the firm has
decided to develop a business model for after sales services of urea
processing plant, and invited one of the customers as a partner to jointly
develop the new process. The first parts of the business model will be briefly
described as follows:
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Structure of the service network: After a review of techniques and
tools that TEC and this customer can offer, it was found that we are in a
reciprocal position. (For example, TEC owns design know-how and tools
while the customer owns operation and maintenance know-how of plants.) It
was also made clear that by combining the know-how, we would be able to
offer more useful services. So we planed to construct a service network with
TEC and the customer as the core, and establishing a VSE that best complies
with requests of other urea plant owners and to provide best services. The
other partners invited to the service network include the equipment vendors
and maintenance firms.
Collaborative after sales service scenarios: A prototype developed is
shown in figure 4. The hosting server is connected to Internet, and accessible
from outside by using applications such as SecurID. Also it should be
mentioned that the application developed can be operative on thin client PCs
by using SBC (Server Based Computing) tool such as “Go Global”. The data
pertaining to the operation sent from plants are accumulated in the hosting
servers through the data servers and utilized for various services such as
plant monitoring, preventive maintenance, trouble shooting of complex units,
total plant system simulation, equipment performance evaluation, system
performance evaluation, training.

Figure 4. Prototype system

Conceivable examples of the services that use the above are: plant
monitoring (basic), periodical training, performance evaluation of equipment
and plant, and scenarios combining various trouble shooting measures.

By such set up as mentioned above the benefits are: Partners who
participated in the service network can play the roles as VSE members
without any additional need for ICT infrastructures. Also, by sharing data
and IT infrastructures, and by reciprocating each other the technologies and
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tools, each partner will be able to provide services that were impossible by
individual effort.

6. CONCLUSION

In this paper, we take a chemical plant as an example, and proposed a
business model of collaborative after–sales services in “one-of-a-kind”
industry and designed a prototype. Although we recognize that more specific
aspects of business are yet to be studied in more detail, we believe that the
methodology as introduced herein can be commonly applied to large-sized
and complicated facilities where many business entities are involved.
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Abstract: The use of computers has been growing rapidly in manufacturing since
computer technology started to be used in machine controls. However, due to
historical reasons, these technologies are isolated and their information cannot
be shared. For example, to use the information from the CAD system for
machining, a human expert engineer has to interpret the CAD meanings and
then enters them into a CAM format. Integration of these manufacturing
functions requires a technology break-through in automation of manufacturing
technology. This paper describes the development of an integrated web-based
CIM environment called J-MOPS which can intelligently transform CAD
information into machine programs. The use of Java significantly enhanced the
system with the advantages of robustness, object-oriented, network oriented,
and platform independence.

Key words: Computer automated process planning (CAPP), Integrated computer aided
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1. INTRODUCTION

The use of computers has been growing rapidly in manufacturing since
computer technology started to be used in machine controls. In the beginning,
each manufacturing system’s component was developed separately resulting
in a term known as The Islands of Automation [1,2]. For example, at the
design stage in manufacturing, Computer-Aided Design (CAD) has been
made feasible after the Cathode Ray Tube (CRT) was invented for
generating graphic displays. At the same time, on the shop floor, Computer-
Aided Manufacturing (CAM) has been developing, with technologies such
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as microprocessors for Numerical Control (NC) of machines. These
technologies are isolated and their information cannot be shared. To use the
information from the CAD system, a human expert engineer has to interpret
the CAD meanings and then enters them into a CAM format. Likewise, to
improve CAD by experiences in CAM, a human designer has to learn the
essence of CAM programming and adjusts the design manually [3]. There is
no direct computer path for these two activities to be linked automatically.
Each Island of Automation was advanced separately until the need to use
information from one source on another computer assisted application arose,
i.e. Computer Integrated Manufacturing (CIM).

Integration of all manufacturing components requires a technology
break-through in automation of manufacturing technology. One of CIM
examples is CAPP systems [4]. CAPP helps manufacturing systems to
integrate processes from the design to actual manufacturing. Typically, a
Part-Program of a CNC machine is generated by an automated program in a
CAPP system using data in the CAD model [5]. Although, there are so
many CAPP systems nowadays, the development and improvement of CIM
is still continuing.

CIM development inevitably involves substantial software development
work. In the last decade, a new approach was introduced into computer
software development, the object-oriented approach [6,7]. This approach
speeds up the development of new programs, and improves the
maintainability, reusability, and modifiability of software. Extending this
philosophy to manufacturing, CIM system also adopts the object-oriented
concept. Experience has shown that this concept brings significant
improvement in manufacturing technology [8,9]. For example,
Manufacturing Objects Processing System (MOPS), which is a framework
for CAD/CAM system using object-oriented concepts, was developed in
C++ programming language [10]. The framework is an intelligent
manufacturing system for a complete integration from design (CAD) to
actual manufacturing of a product (CAM) [11].

2. SYSTEM REQUIREMENTS

Recent development in computer networks has revealed that a computer
is not just a single unit tool, but is also a part of a complex network with
other computers. An incompatible system amongst computers is a common
problem for an integration system. Every different computer system has its
own platform of software and hardware. This prevents information being
transferred across the system boundary. For example, a PC compatible
application cannot run in a UNIX system and vice versa. This will be a great
obstacle for now and in the future, when the Internet and network play an
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important role in computer communication linking different computer
systems or platforms electronically [12].

Figure 1: Structure of MOPS.

The widespread use of computer networks and especially the
availability of the Internet has a significant impact on application
accessibility [13,14]. Applications which are tied to a particular platform are
therefore losing out on the general usability. Many applications were
designed for single-user single-platform and this prohibits people on other
computer environments from access. For example, Manufacturing Objects
Processing System (Figure 1) depends on PC environment and cannot be
moved onto the World Wide Web.

3. JAVA MANUFACURING OBJECT PROCESSING
SYSTEM

This paper describes the development of an environment with
significant enhancement in graphical and web-based delivery capabilities.
The system, which is called J-MOPS (Java MOPS), is created using Java
language. Java has advantages of robustness, object-oriented, network
oriented, and platform independence [15]. J-MOPS integrates the design
stage to the manufacturing activities in the NC machine, showing the
examined functions and elements of the objects. J-MOPS is developed with
an aim to be moved to the World Wide Web and hence it is independent of
hardware or operating system, thereby providing the biggest possible usage
in the modern global CIM era. J-MOPS incorporates the object-oriented
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philosophy of MOPS and extends its graphical functionality. Geometrical
Primitive Objects (GPOBs) received from a CAD data system are extracted
according to their geometrical characteristics and relationships. Then the
extracted data is processed in an object-oriented approach into a detailed
description of the next manufacturing processes and machine programs.

J-MOPS uses the latest Java3D [16] technology to implement its
graphics modelling of the manufactured and raw material product in 3D
display. The result is a completely new 3D network-enabled graphical
computer aided process planning (CAPP) system, which can be accessed by
any web browser. Using the interactive 3D viewing capability, users can
rotate, zoom, move the objects on the screen as if they are held manually.
The effect is a much better visualisation of the product being designed and
hence eliminates as many design errors as possible.

It is obvious that the prototype and model of the actual real world plays
an important role for helping decision making in industries. The approach of
bringing the real objects in a three-dimensional modelling graphical display
is one of the aims of the research. The other improvement is to move the
framework into a more user-friendly application. Using the Java language, J-
MOPS provides a platform independent system similar to MOPS which can
be accessible from any place in the world using a web browser. The system
is an expansion of an earlier version in FORTRAN and C [17]. In the last
couple of years, latest software design technologies have been applied to
improve the modularity and connectivity of the system [18,19].

The system uses the concept of three levels data abstraction, called
Geometrical Primitive Object (GPOB). The GPOB is a universal set of
objects that can interact with processing modules. The first level of GPOBs
consists of objects with basic geometrical attributes. This information is
retrieved from the CAD data model when it was loaded by the system. In the
further processing, the CAD data models are extracted and assembled into
the second level of GPOBs, consisting of attributes such as the information
of coordinates, vectors, orientation, the relationships to other object, and the
nature of solidness.

In actual implementation, the system consists of three main modules:
Intelligent Data Extractor (IDE), Intelligent Process Planning (IPP), and
Intelligent Machine Interface (IMI); and one additional module for three-
dimensional graphical display. From the CAD system, which is the input to
the system, until the CNC Part-Program result, which is the output of the
system, the data are processed object by object. In the system, all of these
modules are acting as objects themselves.
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4. THE INTELLIGENT DATA EXTRACTOR

Intelligent Data Extractor (IDE) is the entry module to activate the
system. Its aims are to extract CAD data models and to assemble them as
GPOB information for the input of next module. The CAD data model,
retrieved by IDE, supplies information for GPOBs level one: geometrical
primitive type and spatial-relationships (Figure 2). Then, IDE extracts this
information to produce GPOBs level two, such as the reference number,
vertices and vectors, volume, orientation, spatial-relationships, and object’s
nature as solid or hollow object.

Figure 2: GPOBs in Intelligent Data Extractor.

The nature of the object, in term of its solidness, is determined by
analysing chains among GPOBs. Using an algorithm developed by Liang et
al [4], IDE determines the chains, which will be used to identify the
solidness of the objects. The algorithm consists of iterations of chain list and
utilises a series of postulates and reasoning to decide the characteristics of
the objects in the product. All of the GPOBs, assembled by IDE, are used
for further manipulation in the next modules. Thus, the information
assembled by IDE has to present informative data for smooth transforming
of the CAD model data to the actual manufacturing data.

5. THE INTELLIGENT PROCESS PLANNER

The second module of the system is called Intelligent Process Planner
(IPP). This module receives and processes the GPOBs information from IDE
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in order to produce an operation sequence needed for the manufacturing
activities. This sequence will be used for the guideline operation of CNC
machine on the shop floor. IPP works in three stages of operation. The
activities are to transform the information from IDE into material stock
requirements and operation sequence in manufacturing.

IPP consists of several sub-modules in order to accomplish those three
levels of operation. The first sub-module is the Information Interpreter. This
sub-module is responsible for receiving any information coming as input for
IPP and interpreting this information, so it is ready to be used and processed
in other sub-modules. The second module, the Data Share Stock, is the
central database for IPP. It is responsible for receiving and providing all the
information from and to the sub-components in IPP. The third sub-module is
the Material Generator. This sub-module works to accomplish the second
stage of IPP operation. It consists of two components: Master Material
Generator and Sub-Material Generator. These components have the role of
generating base material and sub-materials, which are the required materials
for manufacturing the part objects. There are algorithms and some rules in
order to generate the base material and sub-materials.

Figure 3: Sub-modules of IPP

Using the same philosophy of IDE, IPP also generates the base material
and each of sub-materials in its own GPOB properties. The nature of the
base material and sub-material is made as a hollow object. The reason is
because the materials contain the manufactured part objects, which are solid
objects.

The next two sub-modules, the Machining Process Generator and the
Sequence Optimiser, are the important sub-modules for the last stage
operation in IPP. The operation sequence for machining is generated by the
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Machining Process Generator. In general, there are three considerations for
generating the operation sequence.

The processes in the operation sequence are the removal action. It is
possible because the GPOBs and sub-materials are objects. Then the
sequence is passed to the Sequence Optimiser to be optimised. Based on the
knowledge base and information from the GPOB Positioning Consultant
sub-module, the sequence from the Machining Operation Identifier is
updated.

6. INTELLIGENT MACHINE INTERFACE

Intelligent Machine Interface (IMI) is the third module in the system.
This module generates part programs for machining processes on the shop
floor. IMI consists of machine objects, which contain the knowledge base of
controlling the manufacturing machine.

Figure 4: Sub-modules of IMI.

IMI has two sub-modules: Machine Process Identifier and Operation
Sequence and Tool Selection. It also uses the knowledge base of controlling
machines, which is located in the Machine Objects. The Machine Process
Identifier identifies and groups each machining process information of the
operation sequence, received from IPP, into some machining process
categories, such as milling, drilling, and grinding, so that same category of
machining processes can be sent to the right machine for manufacturing
operation. However, in this system the machining process is still limited only
to the CNC milling machine.

After that, the Operation Sequence and the Tool Selection will work to
assign the machining process sequence and the tool selection for each of the
machining process categories in every machine, using the knowledge base of
machines provided by the machine object. Then, a part program is ready to
be generated with the GPOBs as its referred information.
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7. THE JAVA 3D GRAPHIC MODULE

Three-dimensional Graphic Display is the last module in the system. It
presents the final manufactured parts and the raw materials as three-
dimensional graphical objects and interacts with the user to give the best
viewing. The module consists of three sub-modules: Object Recogniser,
Graphical Object Generator, and Appearance Properties. The module draws
the final manufactured parts using the GPOBs from the output of IDE,
whereas the raw materials will be drawn according to their GPOBs received
from IPP. The Object Recogniser receives the GPOBs and distinguishes the
object to produce necessary information, such as: material or part, hollow or
solid object, cube or cylinder, etc.

Figure 5: 3D Display in wire-frame mode.

The module works in object-oriented philosophy, which means that
every object is drawn individually as an object. The object is created using a
suitable class, chosen according to its characteristic from the Graphical
Primitive Objects. The third sub-module is Appearance Properties. This sub-
module supplies the appearance properties such as colour and drawing mode
to the Graphical Object Generator, so it can generate the object in particular
appearance according to the information received from Object Recogniser.

Using the inherent capability of Java 3D, the system can be easily
programmed to display the objects in wire-frame mode (Figure 5) or
rendered mode (Figure 6).
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Figure 6: Display in rendered mode.

8. SUMMARY

J-MOPS is developed based on MOPS philosophy. It represents a
major advancement of offering the complete CAPP and 3D simulation
capabilities on the World Wide Web. It simplifies the system requirements
for the user and removes the dependency on platforms. The results of this
study provide the basis for supporting design to be done intelligently on a
global basis.
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Abstract: This paper describes a system named “Glue Logic”, which is a infrastructural
system designed for factory automation control system, and a sample
implementation of a layer structured control system architecture, which is
named “Scalable Intelligent Control Architecture” reported in the DIISM2000.
The “Glue Logic” supports the real-time controlling and monitoring system, by
means of realizing communication and synchronizing among multiple agents.
Using the active database technique, this system includes event notification
message sending and condition monitoring features to eliminate data polling.
This system also supports efficient programming environment, by increasing
modularity and reusability of the software assets. Using the Glue Logic, we are
now designing a real-time data gathering system in practical manufacturing
lines according to the Scalable Intelligent Control Architecture, which permits
expansion of control systems not only in spatial dimension but also in
intelligence.

Key words: Factory Automation architecture, Manufacturing work-cell control system,
Infrastructural Software System, Distributed Programming / Execution
Environment

1. INTRODUCTION

The system named “Glue Logic” is an infrastructural system which is
designed to make building manufacturing work-cell control systems easy
and flexible[1,2]. This system binds multiple application software modules,
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referred as “agents”, and coordinates those agents by means of inter-process
massage passing. As the Glue Logic supports event notification and
condition monitoring features based on active database scheme, users can
easily build real-time event-driven application agents, waiting for
notification messages from the Glue Logic.

As all of the data and agents in a system are abstracted, and are handled
with symbolic names defined in the Glue Logic, agents can be built without
any knowledge on implementation of others. As the result, the Glue Logic
compliant agents are easy to re-use, and the users can build up large libraries
of application agents. As some agents having rather general purpose may be
shared among users, and the software development cost is greatly reduced.

This paper describes the Glue Logic designed as the infrastructural
system for factory automation applications, and also a sample
implementation of the real-time intelligent control system. In Section 2,
description of the Glue Logic is discussed. Section 3 discusses “Scalable
Intelligent Control Architecture (SICA),” which is designed to fit multi-agent
control systems, and required extension in order to implement single control
system with multiple server processes of the Glue Logic. Lastly, in Section 4,
the architecture of the coming multi-agent real-time control systems are
discussed, and the extended Glue Logic is evaluated.

2. THE GLUE LOGIC

The Glue Logic is the minimal set of functionality to coordinate multiple
real-time application agents, which consists of an active database and
message passing mechanism. There are some other “middleware” systems
alike, such as CORBA, but we think those systems are too complex to
implement real-time embedded applications with compactness.

2.1 Architecture

The Glue Logic has been developed to support application programming
by means of data sharing, event notification and condition monitoring. As
the system uses inter-process communication internally over the network,
the Glue Logic can play the roles of the infrastructure of the distributed
manufacturing work-cell control systems. This makes development and
maintenance of the event driven application easier.

The Glue Logic relays all inter-process communication among its agents,
and manages all data shared by those. Because of this, the Glue Logic can
send the change notification messages, when the values of the shared data
are altered. As the virtualizing the counterpart of the communication can be
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achieved by relaying all of the inter-agent communication, each agent can be
independent from adding, deleting and altering other agents.

2.2 Overall Implementation

In the first implementation of the Glue Logic, its design is based on the
client-server model of transaction processing, as shown in Figure 1, though
there is no need for the users to know about its implementation. All agents’
processes communicate only with this server process over network, and there
is no redundancy in this system.

Figure 1. Configuration of the Glue Logic.

The Glue Logic consists of two major parts: the communication interface
subsystem and the data management subsystem. The communication
interface exchanges information with agents running in both the same work-
cell controller and remote controllers connected with the network system.

The data management subsystem consists of also two parts: the data
change monitor subsystem and the data storage subsystem. The data storage
subsystem manages the association pair of the name and the value of the
object. The data change monitor subsystem monitors the changes in the data
storage subsystem and sends out the data change notification messages, and
executes depending data evaluation.

2.3 Data Handling of the Glue Logic

The atomic data element of the Glue Logic is the tuple of a name and its
value. The name resembles variable identifier, and can have a value. The
name is a sequence of identifiers, separated by a period, such as abc.ijk.xyz.
Using this format, the agent programmers can implement arbitrary data
structures. For all elements of one structure, their names contain same
identifier sequence in their leading part, but trailing part of names differs
from each other. The common part is called a stem and the trailing part is
called a variant.

As the value of the name, application programs may specify one of
followings; integer, floating point real, character string, expression and link.
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As the name itself is not typed, users may bind any types of data in turns. If
an agent accesses the name bounded to an expression value, the expression is
evaluated and the result is returned as the value. Using the link, users can
point another name. Each name may have some attributes. The attributes
denote optional characteristics of corresponding names, and the Glue Logic
changes its behavior according to the values of attributes.

2.4 Interlocking Features

To share resources safely among multiple agents, the Glue Logic has the
feature of interlocking operation. Single transaction from an agent to Glue
Logic server process is processed indivisible way, and it may include
multiple accesses, for which three access methods are prepared; read, write
and compare. In general, the transaction of the Glue Logic may contain
arbitrary number of accesses, and there is no restriction on order of accesses.

The transaction for interlocking compares the value of name with the
value shown in the transaction, and assigns another value shown in the
transaction to the name if the compared data are identical. This transaction
provides means of updating shared data. When one transaction includes
more than two sets of comparison and conditional assignment, users can
maintain a linked list safely from insertion and deletion.

2.5 Active Database Features

In order to eliminate the needs of data polling and to decrease the
network load, the feature of data change notification is introduced. The
agents, which want to receive a change notification of a certain name’s value,
can register the ID of the agent itself to the name. The agent ID list of the
notification destination is kept as the value of InformTo attribute. On the
time when the Glue Logic server system receives data update request, the
system searches for the agents registered as the notification destination, and
then notify the fact of change to all the registered agents.

Some agents may need to know the value of name being a certain
constant value, or the values of names satisfy a certain condition. The Glue
Logic can be set to send a notification message only if a certain condition is
met. As shown in Figure 2, each name in the Glue Logic can have
dependence lists as the values of Triggers and TriggeredBy attributes. If one
or more elements of the list in the some name’s TriggeredBy attribute is
updated, the value of the name itself is updated to have the result of an
expression, which is also registered as the value of IfTriggered attribute. If
this new value differs from the former, the data change notification is sent to
its notification destinations.
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Figure 2. Data used by the condition monitoring.

3. SCALABLE INTELLIGENT CONTROL
ARCHITECTURE

3.1 Overview

The control systems ever built with the Glue Logic are implemented in
accordance with the “Subsumption Architecture” proposed by Brooks[3].
With his original architecture, it is very easy to add-on much more intelligent
controlling and planning abilities, by integrating much more higher level
layer which monitors status of lower layer and emits directive information.

Figure 3. The Scalable Intelligent Control Architecture

The authors have modified this architecture to fit it to multi-agent control
systems. In authors’ “Scalable Intelligent Control Architecture (SICA)”
illustrated in Figure 3, which permits expandability not only on the breadth
of system to be controlled but also on the abstractness of the controlling aim.
Each layer consists of one or more agents, and their communications are
supported by message exchange feature of the Glue Logic.
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In our SICA paradigm, lower layers send messages to next higher ones to
show the current “summarized” or “abstracted” status of the controlled
system. On the other hand, higher layers send messages to next lower to
show the “intention” of the control or “targeting goal state,” not to show
how the lower layer to behave.

3.2 Adapting the Glue Logic to the Scalable Intelligent
Control Architecture

In order to make the control systems scalable, it is necessary for the Glue
Logic to have capability of data locality control. In the Scalable Intelligent
Control Architecture, detail data are used frequently in lower layers, and
such data are accessed from limited number of agents within those layers.
This is the locality of data, and it is better for the Glue Logic to separate data
into multiple Glue Logic server processes.

3.2.1 The Name Space

To achieve this aim, the naming convention of the Glue Logic should be
extended to control locality of the data. Multiple Glue Logic server
processes consisting the unique control system must share same name space,
and the name of the data should imply the locality of the data, and also imply
the place (i.e. process) the data is kept.

Figure 4. Name Spaces of Parent and Two Child Server Processes.

In the current implementation of the Glue Logic, we structured server
processes into tree structure. The names begin with string super. show that
the data with those names reside in the remote Glue Logic server process,
and other names show they are not. This remote server process is called
“super” server or “parent” server. In the name space of a parent server, each
child server is associated to each name prefix, named “anchor”. The data
with those name prefixes are kept in the parent server itself, but are also
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accessible from one of child server process of the parent server, which is
associated to the name prefix. This relation is illustrated in Figure 4.

3.2.2 Communication Among Glue Logic Server Processes

With this naming convention, no server process can communicate with
its brother or sister server process directly. To achieve this, a relay agent
attached to the parent server process must copy information between two
data area resides in the parent server itself. Such an agent is overhead for this
information system, but it frees other application agents from knowing of
their brothers and sisters.

Alike this, a relay agent is also required to communicate between one
server process and its grandparent server process. In this case, as there is two
levels of difference, the characteristics of data are also different. The data to
be handled by agents in the higher layer should be summarized, in order to
reduce data volume and to make those data more abstracted.

So the relay agent which relays “vertically upward” from one server
process to its grandparent server process must have summarizing feature. In
the reverse direction, relaying data “vertically downward” from one to its
grandchild, a relay agent should have some functionality which divides one
intention into a set of multiple sub-intentions. In many cases, this process is
called “goal deduction,” and needs intelligence to solve complex problem.

3.2.3 Inter-Layer Interlocking

As the implementation of interlocking operation is based on the fact that
one transaction is indivisible, there may be some troubles if the names to be
interlocked resides in two Glue Logic server processes.

To keep consistent operations, we introduced some restrictions on
multiple “comparison and assignment” sets within one transaction. Thought
the restriction rules are now under evaluation, the current restriction set on
the order of comparison and assignment for the names implementing
interlocking includes; all assignment should come after all of comparison, all
comparison of name with super. prefix should come after all comparison of
name without super. prefix, and all assignment of name with super. prefix
should come before all assignment of name without super. prefix.

3.3 Implementation Example

Accordance with the Scalable Intelligent Control Architecture, we are
designing a data gathering system. This system gathers point-of-production
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data and process equipment condition data from multiple remote production
facilities. Processed data can be monitored at multiple sites, and warning
messages are given to the operators. This system consists of two layers,
lower one is for collecting data and warning to manufacturing floor when
unusual data is found, and upper one is for logging and warning to
management office when abnormal data is found.

The upper layer has its own Glue Logic server process, while lower one
has multiple Glue Logic server processes each of which are associated to
physical manufacturing lines or cells. The lower layer gathers raw data
continuously, and each data is checked against its own control limit.

4. CONCLUSION

In this paper, the new implementation of the Glue Logic and Scalable
Intelligent Control Architecture are described. The authors believe in the
effectiveness of the concept of infrastructural system for control agents, and
the paradigm of the scalable intelligence, through some application
implementation.

To develop flexible manufacturing system control software, it should
take less cost, less time and more reliability, as one may have to develop a
new manufacturing control software for producing only one instance. The
library which consists of widely used agents is strongly required for this
requirement, and the concept of our control architecture is one of the most
efficient way to grow manufacturing systems up step-wisely.

The authors would like to emphasize that the smart mechanism of the
Glue Logic is the very thing to make the control system powerful, intelligent,
and easy to be programmed.
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Abstract: Our research puts its goal in the generation of a computer-aided process
planning system for machining process in the dynamic manufacturing stage.
For this goal, we develop a Feature Sets Creator that can lead to the generation
of multiple process plans. The generation of multiple process plans of a part is
intended to provide alternative plans in the determination of optimal sets of
process plans for all the part types in the shop, and to provide flexibility in the
shop floor scheduling. The Feature Sets Creator is divided into 2 phases. First,
by using Modified Super Relation Graph Method, we recognize interacting
and overlapping features in several different ways, corresponding with
different kind of machining operations. The second phase is feature
organization phase. Here, we organize recognized features into multiple
feature sets. In the paper, we will present a case study to confirm the validity
of the feature set creator.

Key words: Feature Recognition, Feature Organization, Process Planning System.

1. INTRODUCTION

Dynamic changes such as increased production, machine breakdowns etc
are ordinary occurrence in the manufacturing stage. Skilled workers deal
with these dynamic changes by changing the manufacturing schedules, or
even by changing the process plans. Thus, we presupposed the need to
integrate process planning, scheduling and manufacturing activities. Our
research puts its goal in the generation of a CAPP system that can integrate
process planning, scheduling and manufacturing activities [1]. Figure 1
shows the overview of our proposed process planning system. The system
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consists of 3 steps.
Step 1:
Step 2:
Step 3:

feature sets creation from the product design data (CAD data).
generation of process plan of a part based on the created feature sets.
determination of optimal set of process plans for product mix.

The optimal set of process plans obtained in Step 3 is used for the shop
floor scheduling. During the shop floor monitoring, re-scheduling may be
occurred to handle the dynamic changes in the manufacturing stage. In the
re-scheduling stage, we can return to Step 3 to determine of the optimal set
of process plans for the present shop floor or production planning condition.

Figure 1. Overview of Integrated Computer-Aided Process Planning System

In order to bring this integrated process planning system to realization,
we develop a Feature Sets Creator that can lead to the generation of multiple
process plans. The Feature Sets Creator consists of 2 phases: Feature
Recognition Phase and Feature Organization Phase. For the Feature
Recognition Phase, we implemented Super Relation Graph method [2]. In
SRG method, B-Rep product data structure is converted into graph structures,
and by extracting feature representing graph patterns from the graph
structures, features are extracted. In general, the recognition of interacting
and overlapping features cannot be handled well with graph-based approach
[3], but the SRG method is capable of recognizing interacting or overlapping
features in several different ways, corresponding with different kind of
machining operations. However, the proposed SRG method was developed
only to deal with features constructed by plane faces. We proposed Modified
SRG method to deal with curve faces. We will describe the Modified SRG in
section 2. After features have been recognized by the Modified SRG method,
features are organized into one or more features sets. The idea of organizing
features into feature sets came from the fact that there are interacting
features which are automatically machined by machining the other features.
For this Feature Organization phase, we use our proposed Feature Spatial
Relation Method. We will describe the Feature Organization phase in section
3. In section 4, we will use a case study to show the validity of our Feature
Sets Creator.
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2. MODIFIED SRG METHOD

2.1 Modifying the Super Relation Graph Method

In SRG Method [2], feature recognition is made possible by using two
relations between faces, super-concavity relation and face-to-face relation.
Super-concavity relation and face-to-face relation can be defined by
Equation (1) and Equation (2) respectively.

where is the positive face normal of face fi (figure 2(a)), and the strict

positive half space of face fi,  is the positive half space

which exclude the embedding plane of face fi, (figure

2(b),(c)). and are defined similarly as above.

Figure 3 shows the example of the super-concavity relation and face-to-
face relation. In general, the above two relations between faces are called
super relations. Using these two relations, features can be defined using
super relation graphs (SRGs). A SRG is an undirected graph, where the node
in the SRG corresponds to a face in the feature, and two types of links are
used to represent relations between two faces. Solid links are used to
represent super-concavity relations and dotted links to represent face-to-face
relations. But a problem with the SRG method is that geometrically and
topologically different kind of features may have one same SRG, if the node
is used to correspond to both plane and curve faces. Figure 4 shows that a
step feature and a partial round notch feature are represented by same SRG.

In our research, we modified this SRG method. We divide the usage of
node for plane faces and curve faces. In the Modified SRG method, a circle

Figure 2. Explanation of terms used in SRG
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node in the SRG corresponds to a plane face in the feature, and a double
circle node corresponds to a curve faces. Figure 5 shows the SRG of Partial
Round Feature using the Modified SRG method.

Figure 4. Example of features represented by same SRG

Figure 5. Partial Round Feature and its SRG in the Modified SRG Method

2.2 Procedure for Feature Recognition

The procedure for feature recognition using the Modified SRG method is
as follows.

Step 1: Obtaining the Envelope Face Set. Envelope face set is the set of
faces on the envelope of the object. An envelope is defined as the convex
hull of an object and it should consist of primitive shapes such as cubes,
parallelepipeds, cylinders, cones or prism. Figure 6(b) shows the envelope
faces of the sample part in figure 6(a). Thus, the envelope face set is

Step 2: Constructing the Global Graph. A global graph is a face
adjacency graph that shows the neighbourhood relationship of the faces of
the part. Nodes of the graph represent the faces, and arcs between the nodes
represent the neighbourhood relationship between the faces. Figure 6(c)
shows the global graph of the part in figure 6(a).

Step 3: Obtaining Interacting Feature Face Set (IFFS). IFFS is a set of
faces that surround the removal volume of the part. IFFS is obtained by
constructing interacting feature face graphs, which are constructed by
removing the nodes belonging to the ENV and the links incident to those
nodes from the global graph. An IFFS can be obtained by grouping all the
nodes in one IFFG. Figure 6(d) shows the IFFGs of the part in figure 6(a).
Thus, the IFFSs of the part are and

Step 4: Generating SRGs. For each IFFS obtained in Step 3, its SRG

Figure 3. Example of Super Relations
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consists of the nodes corresponding to the elements of the IFFS, and the
links representing either super-concavity relations or face-to-face relations.
Figure 7 shows the SRGs generated from each IFFS.

Step 5: Extracting Features. Feature extraction is done by extracting the
feature representing SRG from SRG of each IFFS. Figure 8(a) shows that
step feature representing SRG is extracted from SRG of IFFS1. Extracted
feature representing SRGs from SRG of IFFS2 are shown in figure 8.

Figure 6. Example of Global Graph, Envelope Face Set and Interacting Feature
Face Graph of a Part

Figure 7. Super Relation Graphs of the Sample Part using Modified SRG Method

Figure 8. Extracted feature representing SRG from SRG of each IFFS of the part
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3. FEATURE ORGANIZATION

3.1 Machining Feature

As we consider the interaction relation of features recognized by the
Modified SRG method, there are 3 types of interaction need to be considered.
1. Features that have no interaction with other feature(s). Step feature shown
in figure 9(a) has no interaction relation with other features. This feature can
be called independent feature.
2. Features that interact other feature(s) partially. Slot feature shown in
figure 9(b) and blind hole feature shown in figure 9(c) are interacting with
each other partially. Both features can be called interacting features.
3. Features that are covered by other feature(s) completely. This type of
interaction shows the existence of overlapped feature. Thru hole feature
shown in figure 9(d) is covered by blind hole feature in figure 9(c). Also,
blind hole feature in figure 9(c) is covered by slot feature in figure 9(b) and
thru hole feature in figure 9(d). In each cases, thru hole feature and blind
hole feature can be called overlapped feature.

In the machining point of view, when features that cover an overlapped
feature being machined, the overlapped feature will be automatically
machined. It means that overlapped feature should not be considered as a
machining feature. Thus, only independent and interacting features that can
be called machining features. We proposed Feature Spatial Relation (FSR)
method to organize machining features into feature sets that have no
overlapped features.

Figure 9. Extracted Feature of the Part in figure 6(a)

3.2 Feature Spatial Relation Method

The FSR method can be represented as follows. Let where
Tx(IFFS) denotes the feature set in IFFS, ti be the element of T. Let be
the space for feature ti to occupy. Feature set Tx(IFFS) is derived from the
equation below.
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where N={1,···, n}, and n is the total number of features in IFFS.

3.3 Algorithm of FSR Method

The algorithm of FSR method to obtain Tx(IFFS) is as follows:
Step 1.

Step 2.
Step 3
Step 4.

Step 5:

Step 6:

Form a list of features in a IFFS;
Let n = number of features in a IFFS; x =1;
If n > 2, then go to step 2; Else Tx(IFFS)={features} End
Initialize k = 2
Initialize i = 1
While i + 1 < n {

For
Add into Tx(IFFS); i + 1 i + 2; }

For { i + 1 i + 2; }
For

i + 1 i + 2; } }
List all features in Tx(IFFS);
let y = number of features in Tx(IFFS); j =1;
While j < y {

For { Delete from G; j j + 1 }
For { Delete from G;

If j + 1 < y, j + 1 j + 2; Else j j + 1 }
For {If j + 1 < y, j + 1 j + 2; Else j j + 1 } }

If k = n, End;
Else {for i = 1 , do k=k+1; x=x+1; Repeat Step 3;}

As we apply the above algorithm to the recognized features in figure 9,
two feature sets obtained from the IFFS: and

And as each feature set will lead to a different
process plan, it shows that the combination of Modified SRG method and
FSR method is useful for the generation of multiple process plans of a part.

4 CASE STUDY

Using another sample part, as shown in figure 10(a), we confirm the
effectiveness of our feature set creator. Figure 10(b) shows the IFFS of the
sample part. Using the Modified SRG method, 9 features are recognized:
is open pocket feature. are blind holes. are thru-holes (see
figure 10(c)). And using the Feature Spatial Relation Method, 5 feature sets
are constructed: Feature Set Feature Set Feature
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Set Feature Set and Feature Set Each
feature set will require a different kind of process plans. Thus, it shows that
our Feature Set Creator is effective for making multiple process plans.

Figure 10. Sample Part, its IFFS and the recognized features

5 CONCLUSION

In this paper, we presented our Feature Sets Creator which consists of 2
phases: Feature Recognition Phase and Feature Organization Phase. In the
Feature Recognition Phase, our proposed Modified SRG Method is effective
to recognize interacting or overlapping features constructed by plane and
curve faces from the boundary data in several different ways. In the Feature
Organization Phase, our proposed Feature Spatial Relation Method is
effective to organize features into one or more feature sets, which
correspond to different kind of process plans. Thus it shows that our Feature
Sets Creator is a useful basis for our aim integrated CAPP system.
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Abstract: Virtual manufacturing will be a key technology in process planning, because
there are no evaluation tools for cutting conditions. Therefore, virtual
machining simulator (VMSim), which can predict end milling processes, has
been developed. The modification strategy of NC program using VMSim is
proposed in this paper.
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1. INTRODUCTION

Recent computer systems have been enhancing the manufacturing
performance. In the design stage, the concept of concurrent engineering has
been introduced and it has changed the conventional sequential process to
overlapped process for the design process efficiency. The concept of CAD
embedded CAE also has been realized, so evaluation of product shape can be
carried out easily and quickly in the computer environment. In the
machining stage, some advanced CAM systems can achieve the effective
process planning, NC program generation and so on. But there are no
evaluation tools for cutting conditions, so the test cutting is carried out for
the evaluation and modification of cutting conditions after CAM generates
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NC programs. It is not a feasible solution, however, especially for the small
amount product such as mould and die, because it is based on trial-and-error.

Virtual manufacturing technique is regarded as the innovative solution for
the reason that machining status can be verified effectively. So, the CAM
embedded virtual manufacturing system is proposed in this research.

Some machining simulator related to virtual manufacturing has been
studied and developed. The various approaches of geometric verification for
NC machining have been studied based on solid modeling technique[1]. The
cutting simulation system using a physical model has been developed to
evaluate machinability and adjust the cutting conditions before the real
machining operation[2]. In addition, the radial depth of cut is controlled by
modifying a tool path distance at the circle path segment and adding tool
path segments at the corner in terms of evaluating the physical models[3].

The objective of this research is to show the feasibility of CAM embedded
VMS by proposing the modification strategy using the cutting process
simulator termed VMSim (Virtual Machining Simulator).

2. OVERVIEW OF A PROPOSED SYSTEM

At first, the definition of virtual manufacturing is introduced. Generally to
say, virtual manufacturing is the manufacturing in the computer environment.
But this definition is too abstract to develop the system, hence some
advanced definitions are proposed so far. The definition of “The use of
computer models and simulations of manufacturing processes to aid in the
design and production of manufactured products”[4] are selected from these
definitions, because this definition is suitable for this research.

Figure 1. Overview of a CAM embedded virtual manufacturing system



Proposal of the Modification Strategy of NC Program in the Virtual
Manufacturing Environment

279

Figure 1 shows the overview of a proposed system in this research. This is
a CAM embedded virtual manufacturing system and consists of a CAM, a
modificator and 6 evaluation blocks which are machining process status,
product accuracy, cutting tool status, fixture, production cost and
environmental impact. The modificator decides the machining method
automatically or interactively by referring the results of 6 evaluation blocks.
The contents of this paper correspond to modificator, machining process
status and product accuracy evaluation blocks.

3. MODIFICATION PROCESS OF NC PROGRAM

Figure 2 shows the process flow of NC program modification in this paper.
The modification system of NC program consists of 4 process blocks: NC
program interpreter, NC program re-generation, modificator and cutting
process simulator. The input data to modification system are NC program,
tool list, workpiece and tool geometry, simulation parameters, requirement
to the machining operation. Requirement to the machining operation is
threshold of cutting force, machining error and so on, and simulation
parameters are used to predict the machining status in cutting process
simulator (VMSim). Modification of NC program is also divided to 2 more
modules, which are feed rate modification and tool path modification. When
an NC program is modified, feed rate is modified at first. If the requirement
can not be satisfied by the feed rate modification, tool path is modified. The
modification processes, which are feed rate modification and tool path
modification, are described in next chapter.

Figure 2. Process overview of NC program modification
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4. CUTTING PROCESS SIMULATOR

In this research, a cutting process simulator termed VMSim (Virtual
Machining Simulator) for end milling operation shown in Figure 3 has been
developed to evaluate the machining process and to adjust the cutting
conditions automatically by changing the feed rate[5]. The VMSim consists
of a geometric simulator and a physical simulator.

The geometric simulator calculates change geometries of the product
machined and extracts cutting conditions like a radial depth of cut, axial
depth of cut, spindle speed and feed rate from a workpiece geometry, a tool
geometry and NC data. The physical simulator estimates instantaneous
cutting force and machining error based on the cutting models from the
extracted cutting conditions, cutting coefficients and rigidity. The estimated
result of the cutting force and the machining error has already been verified
to coincide with the measured result of them.

Figure 3. System architecture of VMSim (virtual machining simulator)

5. MODIFICATION OF CUTTING CONDITIONS

5.1 Modification of feed rate

A procedure of the feed rate modification with considering the cutting
force is described at first. The feed rate value is calculated by equation (1).
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where is a current feed rate value, is absolute value of maximum
or minimum cutting force predicted from and is a threshold of
cutting force. After that, the modificator iterates to change the feed rate
value in small steps until satisfying the requirement (threshold) value by
referring to VMSim. The procedure with considering the machining error is
the same, too. Also, this calculation process is adapted not only over the
thresholds but also under them to shorten the total machining time.

Modification method of NC program is the following. Cutting force data,
machining error and cutting conditions are recorded with NC block number
by VMSim verification. The cutting conditions may be difference at each
tool position in same NC block, so one NC block is divided into some blocks
according to need and feed rate is calculated with satisfying the requirement
for divided NC blocks.

Experimental verification of this function is carried out. The test shape,
machined shape and tool path pattern are shown in Figure 4 (a), (b) and (c),
respectively. Work piece is cast iron (FC250), cutting tool is carbide square
end mill with 10 mm diameter, 2 flute and 30° helical angle in this
experiment. The requirement to the machining operation is that cutting force
is between -600 to 600 N and the machining error of product surface is not
over

Figure 4. Test shape and tool path pattern of case study of feed rate modification

Figure 5 (a), (b) and (c) shows the relationship of changes of cutting
forces and machining time of original NC program in X, Y and Z axes.
Estimated cutting forces are indicated maximum and minimum cutting force,
and measured cutting force are indicated all data in the figures. Figure 6
shows the comparison of measured and estimated machining errors of a
finished surface pointed by red circle. Machining error caused by tool
deflection is presented and biggest value means the one at the bottom of
pocket. As shown in the figures, estimated cutting force and machining error
coincide with measured them very well. Both of the cutting force and the
machining error, however, exceed the requirement obviously. So, this NC
program is modified by changing the feed rate value by referring to the
VMSim.
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Figure 5. Comparison of predicted and measured cutting force (original NC)

Figure 6. Comparison of predicted and measured machining error (original NC)

Figure 7. Comparison of predicted and measured cutting force (modified NC)

Figure 8. Comparison of predicted and measured machining error (modified NC)

In the modification process, rough machining of NC program is
considered only cutting force and finish machining of one is considered
cutting force and machining error. Rough and finish machining are
distinguished automatically by using recorded cutting force and machining
error data. Figures 7 and 8 show the cutting force results and a machining
error result of modified NC program. It is clear that the cutting force and the
machining error are limited within the required value. The modification
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system can modify cutting conditions to satisfy the requirement in this case.
But, in case that the feed rate modification can not provide a feasible
solution, the tool path has to be changed.

5.2 Modification of tool path

The procedure of the tool path modification is the following. First, tool
path pattern is recognized based on generation process of tool swept volume
and tool motion vector. In this research, tool motions are classified into 3
types, i.e., hole making motion, linear motion and arc motion. Tool swept
volumes are generated based on 3 types of tool motion, and directions of
these generation process are recognized like figure 9 (large arrow). For
example, if the direction of generation process is one way, tool path pattern
is unidirectional or zigzag pattern. In this case, these are recognized based on
tool motion vector (small arrow). If the direction of generation process is in
all direction, the tool path pattern is contour. The fault of machining process
also may also be recognized. For example, if the cross feed is larger than
tool diameter in zigzag pattern, cross feed and tool path have to be modified.

The change of axial depth of cut is the following. The modification is
simple, because the tool path information is shifted to the upper Z value face
and the feed rate is also calculated to adjust the machining status mentioned
already. In some case, product shape of cross section of the upper Z value
may be different from one of lower Z value. The system requires the tool
path re-generation to CAM system with indicate the problematic NC blocks.

Figure 9. Recognition method of tool path pattern

The change of radial depth of cut is the following. If an initial one decided
by CAM operator is large, the system requires the tool path re-generation to
CAM system with indicate the problematic NC blocks. If there are some
problems in some parts of the machining process, radial depth of cuts are
changed in order to realize the constant cutting force machining
automatically. Especially for the corner parts, 2 types modification are
prepared for automatic modification shown in figure 10. In first type, the
loop tool path[6] is generated, and if necessary, loop paths are generated
until residual parts disappear. In second type, cutting tool is changed to
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smaller diameter, and small arc path is inserted to generate the required
corner shape. These algorithms will be constructed to the modificator.

Figure 10. Tool path modification for corner parts

6. CONCLUSIONS

1)

2)

3)

The CAM embedded virtual manufacturing system is proposed to
realize effective decisions of machining strategies.
The strategies for automatic and interactive modification of NC
program using VMSim has been proposed. NC program modification
is carried out in two stages, feed rate modification and tool path
modification.
An NC program, which machines simple cavity shape, has been
modified to satisfy the requirements. That is to say the feasibility of
feed rate modification has been verified by experimental milling.
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Abstract: In an advanced factory, higher and higher flexibility is required to meet a great
variety of customers’ requirements. In this environment, a dynamic
management architecture is required for distributed production system. In this
paper, a newly distributed simulation architecture called HLA (High Level
Architecture) is utilized to achieve a distributed scheduling simulation for
dynamic work assignment and flexible working group configuration in a
distributed production system. It is verified that the distributed scheduling
simulation based on HLA is effective to achieve higher flexibility for a
distributed production system, by some case studies.
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1. INTRODUCTION

Because of the drastic change in computers and information technology,
production systems have to be changed. Some mass production systems or
transfer line production systems have become old fashioned, and YATAI
production systems or cell production systems have been introduced to
satisfy a great variety of customers’ requirements[1]. In this environment, a
dynamic management architecture is required for such distributed production
systems to have and to maintain higher flexibility and agility.

In distributed systems, information processing in each subsystem can be
reduced as compared with the centralized module in conventional systems.
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However, the heavier load is imposed on the network because frequent
information exchange among subsystems is needed. Furthermore,
synchronization among subsystems is also required because information
processing speed of subsystems are different from each other.

In this study, HLA (High Level Architecture)[2], which can realize
effective communication and time management among subsystems, is
applied to the distributed production system. Furthermore, cooperation
methods among subsystems which do not need any centralized module are
proposed in order to realize flexibility and agility of the whole system.
Finally, the effectiveness of our developed system based on HLA is
demonstrated with some case studies.

2. DISTRIBUTED PRODUCTION SYSTEM BASED
ON HLA

HLA is an architecture in order to realize distributed simulation, which
has been developed by the U.S. Department of Defense[2]. It has the
following characteristics ;

Reusability and interoperability of simulators
Easy realizability of complex distributed/parallel processing

Figure 1. Conceptual diagram of HLA

Figure 1 shows the conceptual diagram of HLA. A federation is a
simulation system which consists of several subsystem simulators referred to
as federates. RTI (Run Time Infrastructure) is a software supporting
communication among federates. Each federate can exchange only data
which are defined by FOM (Federate Object Model) with others through RTI.
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A new federate can be added to the federation at any time if it has only an
adapter which satisfies interface specification in order to connect RTI.

Consequently, we apply HLA to the distributed production system
architecture. Each cell/AGV then corresponds to a federate. They have the
capability to estimate their processing/transporting time with respect to
works and exchange only input/output of the estimation with each other
through RTI. Furthermore, a cell/AGV can be attached/detached to the
system at any time. This implies that the structural flexibility of the system
can be realized.

We also provide a scheduler as one of federates. As a production system
becomes large and complex, it takes a longer time to optimize a production
schedule. However, the generated schedule may become null immediately if
disturbances such as change of production requirements or breakdown of
facilities occur frequently during production. Moreover, all processes for
production must be stopped until rescheduling is finished. This inhibits the
agility of the system as a result. Therefore, in our study, the scheduler has a
quick scheduling method based on a simple rule without stop of the whole
system. It is referred as to dynamic scheduling in this paper. Note that its
result can be not optimal totally.

Our developed system consists of some cell groups, a storage, a scheduler,
and RTI. Each cell group consists of some cells. Each cell has the capability
to determine processability and to estimate operating time with respect to
works. They can exchange such information with others in the same cell
group. Cell groups exchange another information such as request of
assistance with each other. A production schedule in a cell group is
determined by a scheduler, but cooperation among cell groups is executed
without any centralized function/module.

This system is similar to a centralized and distributed production system
based on active database which we developed[3]. In this system, the active
database of the previous system is replaced by RTI. Then, cell groups can be
synchronized by RTI. A procedure to generate a master schedule in a cell
group is equivalent to that in the active database system. Let us explain it
briefly. Production requirements are transmitted to each cell group through
RTI at first. Each cell in each cell group determines processability with
respect to each work and estimates operating time of works if it can be
processed by them. Estimation results from each cell are sent to a scheduler
through RTI, then, the scheduler generates a master schedule. Note that
scheduling is executed after the scheduler receives replies from all cells in
this phase.

We explain the rescheduling flow of our developed system based on HLA
in the next section.
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3. DYNAMIC RESCHEDULING

In this paper, as disturbances of the system, the following events are
considered ;

Change of production requirements
Change of properties of subsystems

The former includes change of the kind/number of parts to be manufactured,
the latter includes change of functions/abilities of subsystems. Not only
facilities but also human workers/craftsmen can be regarded as one of
subsystems. When a disturbance occurs, our developed system tries dealing
with it by rescheduling in each cell group. If it is impossible, that is, the final
result of rescheduling can not satisfy due date, each cell group tries
cooperating with others by reassigning works or facilities. Let us explain this
procedure.

3.1 Rescheduling in One Cell Group

In this section, let us consider rescheduling in one cell group. When a
disturbance occurs, only manufacturing operations which are being executed
and can be continued are assigned to running cells until they are finished.
The rest of operations should be cancelled and rescheduled. Information with
respect to operations to be rescheduled is delivered to each cell and
processability determination and operating time estimation are performed by
each cell. Note that the current operation in each cell never be stopped
during its processability determination and operating time estimation. After
that, each cell replies a result of them to the scheduler.

As processability and operating time with respect to each operation,
which are determined/estimated by each cell when a master schedule was
generated, are stored in the scheduler, they are used for rescheduling without
asking each cell about them again. Therefore, needless inquiries to cells can
be omitted.

However, time needed for processability determination and operating time
estimation by each cell is different because function, ability, and/or
information processing capability of each cell is different. So, the scheduler
can not receive replies from all cells at a time.

Moreover, when the number of operations increases, it takes much time
for the scheduler to receive replies from cells because much time is needed
for determination /estimation of each cell.

In our system, the scheduler repeats rescheduling whenever it receives a
reply from a cell. This process flow is illustrated in Figure 2. In order to
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finish rescheduling with a short time, SPT (Shortest Processing Time) rule is
adopted as a dispatching rule in the scheduler. Consequently, a new result by
one rescheduling does not reflect all processability determination and
operating time estimation with respect to operations which have not been
executed yet. Furthermore, this system does not guarantee that the finishing
time of all operations becomes earlier by repeating rescheduling. Therefore,
the system repeats rescheduling with adopting only an improved
rescheduling result on the previous one until the result reflects all
processability determination and operating time estimation with respect to
un-started operations.

Figure 2. Rescheduling procedure in one cell group

3.2 Rescheduling among Cell Groups

In the previous section, we explained rescheduling in one cell group of
our developed system. However, the result of rescheduling in the group may
not satisfy its due date. Then, rescheduling among cell groups is needed so
that all cell groups can satisfy their due dates. In this study, for such
cooperation among cell groups, the following means are prepared ;

Dynamic work assignment among cell groups
Dynamic operator assignment among cell groups

First, let us explain dynamic work assignment. When disturbance such as
breakdown of facilities occurs in one cell group, rescheduling mentioned in
the previous section is executed at first. If the due date of this cell group is
not satisfied in spite of rescheduling, the group asks for assistance, that is,
taking on operations with respect to one lot to other groups. Other groups
simulate rescheduling when they accept it, with executing their current
operations. If their results satisfy their due dates, they inform that they can
accept that request. Then, the lot is reassigned to the cell replied earliest. The
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asking cell reschedules again in order to check whether its due date is
satisfied by assistance of another cell or not. If it is not satisfied yet, the cell
continues to request assistance of another lot. Other cells also continue to
determine its request and accept if possible. When the due date of all cell
groups is satisfied, rescheduling of the whole system completes.

When we assume that cells are not fully automated facilities but machines
controlled by human operators or human workers/craftsmen themselves, they
can move around in a factory. This implies that dynamic reconfiguration of
cell groups is possible. In such environment, dynamic operator assignment,
one more cooperative scheduling method can be introduced.

A cell which becomes unable to satisfy its due date asks for sending of
one operator to others. Other groups simulate rescheduling when one
operator in them is sent to another group without stop of their operations.
Note that which operator should be sent depends on each cell group. If their
due dates are satisfied in spite of decrease of their operators, one operator is
actually sent from the earliest responding cell group. After that, requests and
acceptances/rejects are exchanged among cell groups until all due dates are
satisfied.

Thus, by using two types of dynamic cooperative scheduling methods,
our proposed system can deal with disturbances without any centralized
module.

4. CASE STUDIES

In this section, the effectiveness of our developed system is demonstrated
with some case studies. First, rescheduling in a cell group is shown. Next,
two kinds of cooperative rescheduling among cell groups are shown.

4.1 Rescheduling among Cell Groups

Figure 3 shows an experimental rescheduling result of one cell group,
which is a part of our developed system. This cell group consists of five
machining cells. The first Gantt Chart in Figure 3 shows a master schedule.
The finishing time of all operations is 21:08. If the ability of cell 1 descends
at a certain time, the system generates the rescheduling result when cell 2
through cell 5 are used as shown the second chart in Figure 3. Because this
result does not reflect an operation assigned to cell 1 and been executed and
operations following it, the chart includes many blanks. The finishing time
becomes 22:22. The scheduler reschedules whenever processability and
operating time with respect to an operation been executed and not finished
by cell 1 are sent from each cell. Incidentally, those with respect to other
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operations are stored in the scheduler. The finishing time reaches 24:33
temporally when processability and operating time of one cell are reflected.
Whenever those of a cell are transmitted to the scheduler, rescheduling is
executed and the more improved result, that is, the shorter one between a
new one and the previous one is adopted. After replies from all cells are
received, the finishing time becomes 22:13 as the result of final rescheduling.

Figure 3. Experimental rescheduling result in one cell group

4.2 Rescheduling Among Three Cell Groups

Next, let us show examples of cooperation among cell groups. Our
developed system consists of three cell groups. Cell group 1, 2, and 3 also
consist of five, seven, and three machining cells, respectively.

Figure 4 shows an example of dynamic work assignment. At a certain
time, cell group 1 becomes unable to satisfy its due date because the ability
of one cell descends. Then, cooperative rescheduling mentioned in the
previous section is started. After three lots and two lots are reassigned into
cell group 2 and 3, respectively, the due date of cell group 1 is satisfied.

Figure 5 shows an example of dynamic operator assignment. When the
due date of cell group 1 becomes unable to be satisfied, the group asks for
sending of one operator to cell group 2 and 3. In this case, cell group 2 can
accept this request but cell group 3 can not accept it as a result of
rescheduling simulation. Therefore, cell group 2 sends one operator to cell
group 1. By this assistance, cell group 1 can satisfy its due date.

Thus, our developed system can deal with some disturbances by
rescheduling in each cell group in the first step, and by rescheduling among
cell groups with two kinds of cooperation methods in the second step.
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5. CONCLUSION

In this paper, a distributed production system based on HLA was
proposed. It has a function of dynamic scheduling for flexibility and agility
of the whole system. Furthermore, two kinds of cooperation methods,
dynamic work assignment and dynamic operator assignment, were
introduced in this system. Then, by cooperation among subsystems, the
system can deal with disturbances without any centralized module.
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Abstract: To cope with diversified consumers’ needs, recent manufacturing systems are
required to accommodate the agility in manufacturing by shortening the lead
time, reducing the indirect costs and so on. To evaluate the performance of the
total manufacturing system taking the complicated information flow as well as
the material flow among areas into consideration, Distributed Virtual Factory
(DVF) has been proposed. To construct DVF by integrating area level
simulators, Communication, Synchronization and Data Handling Mechanism
are required. The Data Handling Mechanism supplies external information
required by area level simulators. In this paper, a Database Interface is
developed to integrate databases into a DVF and the Data Handling
Mechanism is implemented by utilizing database.

Key words: simulation, Distributed Virtual Factory, manufacturing, Database

1. INTRODUCTION

To deal with the diversification of demands in the market,
manufacturing systems are strongly required to accommodate agility in
manufacturing by shortening the lead time and reducing the indirect costs.
Through utilizing rapidly developing information technology (IT), computer
networks connect separate sections of a manufacturing industry as well as
related industries and the time lags in the communication among them are
reduced considerably. The effectiveness of simulations for evaluating
manufacturing systems has been widely recognized and simulations at the
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area level, such as processing area, assembly area and so on, have been
performed independently. The reduction of the time lags in communication,
however, made the relationship among areas or sections closer and the
mutual effect in the material flow among areas became difficult to neglect.
This suggests the importance to model the total manufacturing system for the
simulation, in addition to the independent simulations of areas.

To solve the difficulty to model a large manufacturing system, a
Distributed Virtual Factory (DVF) has been proposed, which integrates
existing area level simulators via computer networks [1,2]. Each simulator of
an area level is executed on the computer of that area and all simulators
cooperate with each other based on the concept of distributed simulation[3].
A large scale simulation system can be constructed efficiently by reusing
existing area level simulators, and efficient execution is obtained by
distributing loads of computing. To deal with the changes in manufacturing
systems, only the reconstruction of the corresponding area level simulator in
the DVF is needed, and thus the high flexibility for the changes in
manufacturing systems can be realized by the DVF.

To develop DVF of real manufacturing systems, it is necessary to
consider the difference of objectives and the difference of developing
environments of area level simulators. In the former research work[4], the
communication system among the simulators has been reported enabling to
integrate the simulators developed under various OSs and by various
simulation languages at the communication level. In this study, we focus to
the difference of accuracy and information description (e.g. material name)
among area level simulators and a data handling mechanism which supplies
information appropriately is developed.

2.1 The Concept of the DVF

The DVF is developed by integrating existing area level simulators via
computer networks and utilizing the concept of distributed simulation. In
addition to area level simulators, a simulator of transportation system is
required to represent the material flow among areas and a factory
management system is required for the decision making for the whole
manufacturing system, such as for the production control.

To utilize area level simulators as subsystems of the DVF, a mechanism
for communicating with other simulators via computer network is required.
Since the difference of simulation time among area level simulators arises

DISTRIBUTED VIRTUAL FACTORY
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during the process of simulation, a synchronization mechanism[5] which
copes with the difference of simulation time is also necessary. In addition, to
supply the external information which required by area level simulators for
simulation of DVF, data handling mechanism is required. In this study, a set
of these three functions is named as the communication interface.

In this study, we employ the Time Bucket Method for the
synchronization[6] and the communication system by utilizing TCP/IP[4]
which realizes data exchange between simulators developed on various OSs
and simulation languages.

2.2 Problems on Integrating Area Level Simulators

Area level simulators are developed independently and the description of
products and the detailness in the modelling are different. Each simulator
assumes that the material arrival and the production orders to the area are
externally supplied or are randomly generated at a source node based on the
prespecified distribution and that the completed products are simply
terminated at a sink node in the simulation after recording the production
statistics as shown in Figure 1. In reality, the products terminated at an area
A represented by the simulator A are transported to an area B and become
source material there.

Figure 1. Construction of Area Level Simulators and Concept of DVF

In a DVF, this implies that the completed products need to have the
information of the destination and the name in the destination area level
simulator and to request the transportation to the transportation system. To
supply these information, we develop a data handling mechanism to utilize
the databases already developed in a real manufacturing system, such as
those in MES, POP, PDM and so on. For simplicity, this study concentrates
on only two kinds of information required for area level simulators in DVF.
One is the destination area of material after all processes are completed in an
area and its name in the simulator at the destination area. Other information
includes the processing sequence and time, and so on, if they are not
prepared in the simulation at the succeeding area, i.e., the destination area.
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Data handling mechanism supplies the information by the following
procedures.

For the preparation of simulation, a master database which includes
information required for the data handling mechanism is developed by
utilizing the existing database of the real manufacturing system. The master
database consists of six tables i.e., the Production Instruction Table, the
Process Information Table, Process Sequence Table, The Bill Of Materials
Table, the Transportation O-D Table and the Rename table, as shown in
Figure 2 including the following information.

production schedules
process information
transportation information
Bill Of Materials (BOM)

Since the local names of materials in each area level simulator may not
be included in the databases of real manufacturing system, the Rename
Table is required to be carefully developed by checking the material flow
from simulator to simulator.

When the production instruction is received by an area level simulator,
following procedures are required to obtain the process information from the
master database.

1.

2.

3.

By the instruction ID, identify a record of instruction from the
Production Instruction Table.
Identify the process information from the Process Information Table
with the Process ID (Arrow in Figure 2).
Repeat the arrows of and for number of processes in an area.

The destination area of the transportation is obtained from the Process
Sequence Table by following procedures when a product becomes ready to
transport after completing all processes in the area.

1.

2.

Identify the Transportation ID from the Process Sequence Table with
the Material Name and the Area shown as arrow in Figure 2.
The destination area is identified from the Transportation O-D Table
with the Transportation ID.

The material name in the destination area level simulator is obtained by
following procedures.

1.

2.

When all processes of a material finished in an area, the material
changes into a part and its name also changes into a part name. To
obtain the part name, the Bill Of Materials table is utilized shown as
arrow and in Figure 2.

From the Rename Table, the local name of the part in the destination
area is identified by procedures discussed above and the part name
shown as arrow and in Figure 2.
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Figure 2. Structure of the Master Database for the DVF

3. INTEGRATION OF DATABASES

In this study, various databases are integrated into a DVF by developing
an interface for Relational Database Management Systems (RDBMS) of
widely used databases such as, Oracle, SQL Server and ACCESS.

3.1 Database Interface

The storing schemas of different RDBMSs are different from each other.
However, interfaces of input and output are based on a common
specification called ODBC (Open Data Base Connectivity). Thus in this
study, databases are integrated through ODBC to utilize a variety of
RDBMSs. To integrate databases into a DVF, both the interfaces for
RDBMSs and the interface for the DVF are required. The module, which
has these functions, is called a database interface in this study. The
database interface is developed by the following processes and the concept
of database interface is shown in Figure 3.

Interface for RDBMS
ActiveX Data Object (ADO) and Visual Basic are employed to

develop an interface for RDBMS. ADO provides a unified procedure to
connect RDBMS. Visual Basic enables to construct graphical user
interface easily.

Interface for the DVF
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For integrating databases into the DVF, several configurations are
considered (detail is discussed in section 3.2). To implement them,
following two methods of mounting databases are required.

(1)
(2)

Database is mounted on a computer apart from simulator.
Database is mounted as a subsystem of area level simulator.

By utilizing communication interface, method (1) can be realized.
Method (2) can be realized by connecting an area level simulator and the
database interface on a computer with the call back IP address of the
local host and is generally specified as 127.0.0.1. To fit the objective
system, these methods can be combined.

Figure 3. Database Interface

3.2 Configurations of the Database

On integrating the database, following three different configurations of
the database are considered in this study.
Type 1. Only one master database is developed in the DVF for integration.

All area level simulators access the master database to obtain information.
In this configuration, each area level simulator needs to access the master
database every time when a product is completed, even if the required
information has been obtained before.
Type 2. Each area level simulator provides a full copy of the master database.

When the information required by an area level simulator, the area level
simulator refers to its copied database. To implement this configuration,
copies of the master database for area level simulators are required at the
preparation stage.
Type 3. Master database is developed in the factory management system and

empty databases are prepared in area level simulators.
When the information required by an area level simulator, the area level

simulator refers to its own database at first. If the required information is not
stored in the database, the area level simulator accesses to the master
database to obtain the necessary information. The obtained information is
stored in the database of the area level simulator.
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When two or more databases are provided in DVF as configurations of
Type 2 and Type 3 above, the contents of the databases are required to be the
same and consistent. In this study, databases are updated at a certain time
span by informing the changes of contents among the databases.

4. EXPERIMENTAL SYSTEM

Based on the concepts discussed above, experimental implementation of
the data handling mechanism is performed. The configuration of the
objective DVF is shown in Figure 4. In this paper, we explain the system
based on the configuration Type 2 although Type 1 and 3 were also
implemented. By updating databases, production instructions are distributed
among area level simulators. By receiving production instructions from the
Factory Management System at storage 1, materials which are stored in the
Storage 1 is transported to the Processing A or B by the transportation
system. According to the instructions, materials are processed in processing
areas and transported between processing areas. After completing the all
processes in processing areas, materials are transported to the Storage 2 and
terminated.

Figure 4. Configuration of the Objective DVF

Communications among the area level simulators are realized by
exchanging messages in the DVF. Thus, the messages of transportation
request and database updating are defined before execution of simulation.
Message format of transportation request is shown in Figure 5(a) as serial
arrangement of a set of time, area name, message type, material name,
destination of the transportation, instruction ID and number of finished areas.
Message format of the updating message is shown in Figure 5(b).

Figure 5. Message Formats
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5. CONCLUSION

In this paper, the data handling mechanism integrating databases is
discussed on constructing a DVF by integrating area level simulators. To
realize the data handling mechanism, the database interface is developed.
The data handling mechanism is implemented in a simplified DVF for
verifying its performance. In this study, we assumed that the information
required for area level simulators is only the material name at the destination
area and the destination of transportation. However, the same procedure is
considered to be applicable for other information which resembles in
characteristics, such as facility name, process information and so on.

In this study, the database interface for the WINDOWS system is
developed, where one for UNIX system is left for the future research.
Further study is also necessary to clarify the characteristics of information
which can be supplied by the data handler.
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Abstract: Recently, new architectures of manufacturing systems have been proposed to
realize flexible control structures of the manufacturing systems, which can
cope with the dynamic changes in the volume and the variety of the products
and also the unforeseen disruptions, such as failures of manufacturing re-
sources and interruptions by high priority jobs. They are so called as the
autonomous distributed manufacturing system, the biological manufacturing
system and the holonic manufacturing system. Rule-based scheduling methods
were proposed and applied to the real-time production scheduling problems of
the HMS (Holonic Manufacturing System) in the previous report. However,
there are still remaining problems from the viewpoint of the optimization of
the whole production schedules. New procedures are proposed, in the present
paper, to select the production schedules, aimed at generating effective
production schedules in real-time. The proposed methods enable the individual
holons to select suitable machining operations to be carried out in the next
time period. Coordination process among the holons is also proposed to carry
out the coordination based on the effectiveness values of the individual holons.

Key words: Manufacturing system, Holonic Manufacturing system, Real-time scheduling
system, coordination

1. INTRODUCTION

Recently, automation of manufacturing systems in batch productions has
been much developed aimed at realizing flexible small volume batch produc-
tions. The control structures of the manufacturing systems developed, such
as FMS (Flexible Manufacturing System) and FMC (Flexible Manufacturing



302 Knowledge and Skill Chains in Engineering and Manufacturing

Cell), are generally hierarchical. The hierarchical control structure is suitable
for economical and efficient batch productions in steady state, but not adapt-
able to very small batch productions with dynamic changes in the volumes
and the varieties of the products.

Computer systems and manufacturing cell controllers have recently made
much progress, and individual computers and controllers are now able to
share the decision-making capabilities in the manufacturing systems. The
network architectures are widely utilized for the information exchange in the
design and the manufacturing, and some standardized models, such as STEP
[1] and CNC data model [2], have been developed for the information ex-
change through the information networks for the design and the manufactur-
ing.

New distributed architectures of manufacturing systems are therefore
proposed, in order to realize more flexible control structures of the manufac-
turing systems, in order to cope with the dynamic changes in the volume and
the variety of the products and also the unforeseen disruptions, such as
failure of manufacturing equipment and interruptions by high priority jobs.
They are so called as autonomous distributed manufacturing system,
biological manufacturing system, and holonic manufacturing system [3]-[13]

The objective of the research is to develop holonic control architecture of
the manufacturing systems. This research is now being carried out as a part
of an international cooperative research organized as a HMS (Holonic
Manufacturing System) consortium. HMS consortium has defined holon as
an autonomous and cooperative building block of a manufacturing system
for transforming, transporting, storing and/or validating information and
physical objects. The present paper deals mainly with the following issues.
(1)
(2)

(3)

(4)

Procedures for the real-time scheduling in HMS,
Real-time selection of suitable machining operations to be carried out in
the next time period,
Coordination methods among the selected machining operations by the
individual holons, and
Case studies for the real-time scheduling by the proposed methods.

2. REAL-TIME SCHEDULING PROCEDURE IN
HMS

2.1 Scheduling Procedure of Existing System

One of the important objectives of the HMS is to provide the system
components with the flexible and robust capability against the unforeseen
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disturbances of the manufacturing systems, such as failure of machining
equipment and interruptions by high priority jobs. A real-time production
scheduling system has therefore been proposed to control of the compo-
nents of the HMS. The real-time scheduling means that the production
schedules of the workpieces and the machining equipment are determined
dynamically only when the status of the manufacturing system and its com-
ponents are changed due to some events occur in the manufacturing system.
Therefore, the scheduling system only determines the schedules of the work-
pieces and machining equipment in the next time period. The time period
means the period between the time when one event occurs and one when an-
other successive event occurs.

The scheduling system consists of a set of holonic components named
job holons and resource holons, which represent the workpieces to be manu-
factured and the machining equipment, respectively. A distributed real-time
scheduling method has been proposed, in the previous paper [13], to deter-
mine suitable production schedules dynamically, based on the decision-
makings of the individual holons. The procedure to determine the schedule is
summarized in the followings.

The individual holons in the HMS firstly modify their status, if one of the
following events occurs. The status of the resource holons and the job holons
are represented by ‘operating’ or ‘idling’.

(1)
(2)
(3)
(4)

a machining process of a job holon is finished,
a new job holon is inputted to the HMS,
a resource holon is broken down, or is recovered, and
a status of a job holon is changed from normal one to high priority one.

In the second step, all the job holons which are ‘idling’ at that time se-
lect suitable resource holons, which are ‘idle’ and can carry out their ma-
chining processes in the next time period. Some collisions may occur among
the selections of the job holons. For example, more than one job holons se-
lect a same resource holon for their next machining processes, as shown in
Fig. 1 (a). If a resource holon is selected by more than one job holons, the
resource holon selects a most suitable job holon, as shown in Fig. 1 (b), in
order to avoid the collisions, in the third step. The job holons and the re-
source holons select most suitable ones by applying their own decision rules.

The procedure mentioned above provide the holons with an effective
distributed scheduling system, however, the individual holons make deci-
sions based on only their own decision-rules, which do not reflect the objec-
tives of the whole HMS. Therefore, a new scheduling procedure is proposed,
in the present paper, to determine a suitable combination between the job
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Figure 1. Rule-based real-time scheduling process [13]

holons and the resource holons from the viewpoint of coordination among all
the holons.

2.2 New Scheduling Procedure

It is assumed here that the individual job holons have the following
technological information representing the machining process of the jobs.

k-th machining process of the job holon i. (i = 1,..,a), (k = 1,..,ß).
Required machining accuracy of machining process It is assumed

that the machining accuracy is represented by the levels of accuracy
indicated by 1, 2, and 3, which mean rough, medium high, and high accuracy,
individually.

m-th candidate of resource holon, which can carry out the machining
process

Machining time in the case where the resource holon carries out
the machining process

The individual resource holons have the following technological
information representing the machining capability of the resources for the
machining process
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Figure 2. Real-time scheduling process proposed

Machining accuracy in the case where the resource holon carries
out the machining process is also represented by the level of 1,2
and 3.

Machining cost /unit time in the case where the resource holon
carries out the machining process

Based on the information above mentioned, a procedure shown in Fig. 2
is proposed, in the present research, to select a suitable combination between
the job holons and the resource holons which carries out the machining
process in the next time period.

In the figure, t shows a time when some machining process are finished,
and some resource holons and job holons change their status from
‘machining’ to ‘idling’. At the time t, all the ‘idling’ holons have to select
their machining schedules in the next time period. The following procedure
is newly proposed for the individual holons to select their machining
schedules.

(1) Retrieval of Status Data
The individual ‘idling’ holons firstly get the status data from the other

holons which are ‘operating’ or ‘idling’. The ‘idling’ holons can start the
machining operation in the next time period.
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(2) Selection of Candidate Holons
The individual ‘idling’ holons select all the candidate holons for the

machining operations in the next time period. For instances, the job holon i
selects the resource holons which can carry out the next machining process

On the other hand, the resource holon j select all the candidate job
holons which can be machined by the resource holon j.
(3) Determination of Effectiveness Values

The individual holons determine the effectiveness values for the
individual candidates selected in the second step. For example, the job holon
determines the effectiveness values, based on its own criteria for all the
candidate resource holons which can carry out the next machining process.
The effectiveness values are given as follows.

JVEi(j) Effectiveness value of the candidate resource j for
the job holon i.
RVEj(i) Effectiveness value of the candidate job i for the
resource holon j.

(4) Coordination
All the ‘idling’ holons send the selected candidates and the effectiveness

values of the candidates to the coordination holon. The coordination holon
determine a suitable combination of ‘idling’ job holons and ‘idling’ resource
holons which carry out the next machining processes in the next time period,
based on the effectiveness values. The decision-criteria of the coordinate
holon is to maximize the total effectiveness values of all the ‘idling’ holons.

3. EFFECTIVENESS VALUES AND
COORDINATION

3.1 Effectiveness Values

The effectiveness values are evaluated based on the criteria of the
individual holons, and various criteria are considered for the holons.
Therefore, it is assumed that the individual holons have one of the objective
functions shown in Table 1 for evaluating the effectiveness values, in the
present research. They are:

(1) Availability factors of resource holons: ME
ME is the ratio of the total operating time of a resource holon and the
total time after the resource holon starts the operations. The total time
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(2)

(3)

(4)

includes both the operating time and the idling time of the resource
holon.
Machining accuracy of resource holons: MC
MC is the difference between the level of machining accuracy of the
resources and the required level of accuracy of the machining process.
Total processing time of job holons: JT
JT is the total time after the job is inputted to the HMS. JT includes the
operating time and the idling time of the job.
Machining cost of job holons: JC
JC is the sum of the machining cost of the job holon, which are
obtained from the machining costs of the resource holons.

The following procedures are provided for the resource holons to evaluate
the effectiveness values.

Let us consider a resource holon j at a time t. The total time after the
resource holon j starts its operations, the availability factor, and the
evaluated value of machining accuracy of the resource holon j are assumed
to equal to and respectively. If the resource holon j selects
a candidate job holon i for carrying out the machining process the
availability factor and the evaluated value of the machining accuracy are
estimated by the following equations.

Where, the resource holon j can carry out the machining process of job
holon i.

As regards the job holons, the following equations are applied to evaluate
the total processing time and the machining costs, for the case where a job
holon i selects a candidate resource holon for carrying out the
machining process It is assumed that the total time after the job holon i
is inputted to the HMS and the machining cost equal to and
respectively.
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The objective functions mentioned above have different units. Some of them
shall be maximized and others shall be minimized. Therefore, the
effectiveness values are normalized from 0 to 1, by applying the following
equations.

(1) Availability factors of resource holons:

(2) Machining accuracy of resource holons:

(3) Total processing time of job holons:

(4) Machining cost of job holons:

Where, max(f(k)) and min(f(k)) give the maximum value and the minimum
value of f(x) evaluated for all candidates k, respectively.

3.2 Coordination Process

After evaluating the effectiveness values, all the ‘idling’ holons send all
the candidates and their effectiveness values to the coordination holon, and
the coordination holon select a most suitable combination of the resource
holons and the job holons, which execute the machining processes in the
next time period. The coordination process is summarized in the following,
for the case where the coordination holon determine a suitable combination
of the job holon Job-i and the resource holons Resource-j

The effectiveness value of the combination of Job-i and Resource-j is
given by the following equation, as shown in Table 2.

The problem to be solved by the coordination holon is to select a
combination of job holons and resource holons which maximize the total of
the effectiveness value, as shown in the following equation.
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where, are the decision parameters, as shown in Table 3. If
the job holon i is machined by the resource holon j in the next time

period. Otherwise, job holon i is not machined by the resource holon j. Only
one job holon is machined by one resource holon, therefore, the following
equation shall be satisfied.

The branch-and-bound method is applied to determine the decision
parameters which maximize Eq. (10) under the constraints given by Eq.
(11).

4. CASE STUDY

A prototype of real-time scheduling system for HMS has been developed
based on the proposed methods to evaluate the effectiveness values and to
carry out the coordination. Some case studies have been carried out to verify
the proposed methods.

A holonic manufacturing system model consisting of 10 machining
centers (MC) is considered for the case study. The machining centers are
classified into 4 types, which have different machining functions, capacities
and accuracy. The individual machining center holons have different
objectives to evaluate the effectiveness values. The characteristics of the
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machining centers are summarized in Table 4. Cases A and B, in the table,
mean that tow cases are considered for the case study from the viewpoints of
the objectives of the machining center holons. As regards the job holons, the
characteristics of the individual job holons are given in Table 5. The table
gives the objectives to calculate the effectiveness values and the machining
process of the jobs. Two cases are also considered from the viewpoints of
the machining processes, as shown in the table.

An example of the machining schedules obtained in the case study is
shown in Fig. 3. The obtained results were compared with the results
determined by the rule-based method proposed in the previous paper [13],
from the viewpoints of the objectives of the individual holons. Figure 4
summarizes the comparison of the proposed method and the previous
method. In the figure, horizontal axis gives the objective functions of the
individual holons, and the vertical axis shows the number of holons, the
objective functions of which are improved by the proposed methods. As
shown in the figure, the proposed methods improve the objective functions
of the individual holons.
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Figure 3. Machining schedules obtained

Figure 4. Comparison of proposed method and rule-based method

5. CONCLUSIONS

New real-time scheduling methods are proposed to select a suitable
combination of the resource holons and job holons which carry out the
machining process. The following remarks are concluded.
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(1)

(2)

(3)

A distributed decision-making procedure is proposed to select a suitable
combinations of the resource holons and the job holons for the next
machining processes, based on the effectiveness values for the
candidates.
A systematic method is proposed for the resource holons and the job
holons to calculate the effectiveness values of the candidate holons. A
coordination method is also developed for the coordination holon to
determine a suitable combination of the resource holons and the job
holons based on the effectiveness values of the individual holons.
Some case studies of the real-time scheduling have been carried out to
verify the proposed methods in comparison with the previous method. It
was shown, through case studies, that the proposed methods are effective
to improve the objective functions of the individual holons.
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Abstract:

Key words:

A visualization of a critical path in a job shop scheduling for manufacturing
system is presented. The visualization is based on influence factor of the jobs
in a given job shop scheduling. The influence factor is defined for each job as
quantity of contribution to the critical path that is given by a sensitivity
analysis of the path. The information of the sensitivity helps operator to
improve the makespan of existing schedule easily.

Job Shop Scheduling, Tabu Search, Sensitivity Analysis, Critical Path

1. INTRODUCTION

In recent years, as scheduling problem getting more and more large-scaled
and complicated, approximation algorithms such as Tabu Search (TS),
Simulated Annealing (SA) and Genetic Algorithm (GA) are used for such
problems[1][2][3]. In general, the job shop scheduling problem (JSSP) is
well known to be one of the particularly hard optimization problems among
the NP-hard combinatorial problems. It is difficult to find the optimal
solution to the large-scale, practical problem within practical time. Thus the
human interaction in combination with a heuristic algorithm is one of the
important factors in the practical job shop scheduling systems. In
combination with human expertise, the appropriate solution in the practical
field is obtained.

In this paper, we propose sensitivity visualization tool to improve solution
by human interaction. The sensitivity in this paper means a degree of
influence of each operation on the whole schedule. In this system, a feasible
schedule is obtained first by use of tabu search scheduling algorithm. The
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schedule manager can interactively tune the schedule based on visual
information.

The structure of this paper is described as follows. In section 2, the model
of job shop scheduling and conventional TS is defined. Also the new
neighborhood selection in use of sensitivity is proposed. In section 3, the
idea of sensitivity analysis and its algorithm are proposed. In section 4, the
simulation of TS by conventional method and by proposed method is
performed, and the visualization is presented.

2. PROBLEM DEFINITION

2.1 Job Shop Scheduling Problem (JSSP)

The JSSP has complexly intertwined two set of constrains, one is for jobs
and the other is for machines. The problem is defined as finding a sequence
of operations on each machine that minimizes an objective function, e.g.,
makespan, under a given sequence of operations for each job. The problem
is considered as a particular hard combinatorial optimization problem. The
JSSP is briefly described as follows. There are a set of jobs and a set of
machines. Each jobs consists of a sequence of operations, and each of them
needs fixed duration on one of the machines. Each machine can process at
most one operation at one time, each operation is not interrupted if once it
has started. The purpose of this problem is to find a minimal makespan
schedule.

The model of the JSSP is described as follows. Consider a manufacturing
system that consists of m-machine and n-jobs. The sequence of operations is
defined for both jobs and machines. Let a set of jobs be J = {1,...,n}, a set
of machines be M = {1,...,m}, a set of sequence of operations for jobs be

and a set of sequence of operations for machines
The sequence for job

i consists of a finite sequence of machines, which means the job is processed
on machines in order of the sequence. The sequence

for machine j consists of a finite sequence of jobs, that means the
machine processes the jobs in order of the sequence, as well. The relation
between P and Q must be feasible. Then the start time of the kth operation
for job i is denoted by variable Also the start time of the lth operation
for machine j is denoted by variable If then and

is satisfied. The uninterrupted processing time for job i on machine
j is denoted by The setup times are ignored in this model. The
constraints are described by
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Fig. 1 and Fig. 2 show an example of Gantt-Chart of a feasible solution.
A Critical Path (CP) is defined as a set of operations that affect the

makespan of its schedule directly. In other words, the delay of the operations
on the critical path means the delay of whole schedule. Thus the manager of
schedule has to pay the most attention to the operations on the critical path.
A series of operations on the CP that are processed on same machine
successively is called critical block (CB). The critical path for the initial
sequence P and Q is obtained as shown in Fig. 3 by solving the earliest
schedule for and and checking the activity of constraints.

Figure 1. Gantt-Chart for each job

Figure 2. Gantt-Chart for each resource

Figure 3. Critical path and critical block
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2.2 Tabu Search (TS)

The TS is a heuristic search framework for solving hard combinatorial
problems such as job shop scheduling, graph coloring (related), the
Traveling Salesman Problem (TSP), the capacitated arc routing problem, etc.
The TS iterates a swap of a specific neighborhood to improve the objective
function. The TS has two lists to realize efficient convergence to quasi-
minimal point. One is Tabu List, another is Superior Solution List[1].

2.2.1 Tabu List

As the TS consists of iterations of neighborhood swapping, it is very
important to escape from locally optimal but not globally optimal solutions
efficiently. It is also important to prevent the swap cycling. Movements in a
certain past term are stored in Tabu List to make the backwards moves taboo.

2.2.2 Superior Solution List

When a superior solution is found, the current state of the solution is
stored in the Superior Solution List. The state consists of the processing
sequence of the solution, current tabu list, and neighborhood except next
candidate. If the tentative best solution is not improved after enough iteration,
the state of the past superior solution is restored according to the list that
realizes Backtrack. This handling makes the convergence speed fast by
searching the neighbor of the past good solutions.

2.2.3 New Neighborhood

A set of schedules generated from current schedule by interchange of a
pair of the operations is called neighborhood of current schedule. As
mentioned above, one feasible schedule should have the critical path that
determines its makespan. In other word, the improvement of sequence on the
critical path is necessary to improve the whole solution. Thus the
interchange of the operations on the CB is used to improve the solution. The
full neighborhood is generally too large to search completely. In a
conventional TS method, neighborhood means an interchange of an adjacent
pair of the operations on the CB. However, it is afraid that it takes large
computation time to improve the solution because only a very narrow range
of neighborhood is searched in the conventional method.

Thus the new neighborhood based on sensitivity analysis is introduced in
this paper. The most sensitive operation, in other words the operation that
should be paid attention extremely, on each of CB is detected first. Then the
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schedules generated by swapping the most sensitive operation for the other
operations on the same CB is defined as new neighborhood. By use of this
method, large range of neighborhood can be searched and the calculation
cost is reduced.

3. SENSITIVITY ANALYSIS

The structure of schedule at any given time is paid attention. The
influence of each operation on the critical path on whole schedule is defined
as sensitivity. The constraints that satisfy the equality (1) (2) are defined as
active constraints. The sensitivity of the operations on critical path is
obtained by use of this active concept. The algorithm is described as follows.
1.

2.

3.

4.

Select one operation on the critical path. On forwardly justified
(earliest) schedule, let the operations whose start time is later than the
finish time of be a set A . Let the other operations except be a set
B . belong to neither A nor B .
Then perform a next modification for an arbitrary operation
where a and have a same active constrains.

This modification is iterated until a becomes empty.
Find a minimal slack in the constrains between A and B , and let it be

Then reduce the start time of the operation that belongs to A by

Iterate procedure 2, 3 until a becomes an element of the critical path.
The sensitivity of is defined as
Perform above procedures for all operations on the critical path.

The sensitivity expresses quantity of contribution to the makespan of the

given schedule. Therefore, improvements of high sensitivity operations have

possibility of yielding better solutions.

4. SIMULATIONS AND VISUALIZATION TOOL

4.1 Simulation (Tabu Search Scheduling)

Simulation for typical 10 machines 10 jobs (10x10) benchmark problem
designed by Muth and Thompson[4] is performed to compare proposed
method with conventional method. The procedure is described as follows.
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1.
2.
3.
4.
5.

Make initial schedule by use of activation algorithms (see appendix)
Detect the critical path by PERT
Search the neighbors (by conventional method and by proposed method).
Estimate the neighbor and move to one of them.
In case the best solution is not improved after enough iterations of move,
restore the state of a past superior solution according to the list.

4.2 Simulation Results

Fig. 4 shows the convergence tendency of both by proposed method and
by conventional method in the process of search. Conventional method
needs a lot of iterations to escape from local optimal solution, however the
proposed method by use of sensitivity analysis escapes from local optima
solutions efficiently as shown in Fig. 4. The average number of evaluation of
the objective function is reduced to 60% as shown in Table. 1.

Figure 4. A convergent tendency

4.3 Visualization

Scheduling system with 3-D Gantt-Chart is developed (Fig. 5). This
visualization tool aids the user to make the schedule as he wished. As the
user can understand the schedule visually and can modify the schedule by
use of this tool, the interaction between human and a heuristic algorithm is
realized. The function of the system is described as follows. When the
scheduling problem is given, the tentative quasi-optimal schedule is searched
by use of aforementioned TS. Then the critical path and sensitivities are
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displayed to the user. The large influence factor (sensitivity) for job i
expresses the easiness to improve the makespan by modifying the sequence
of the neighborhood of the job on the CB. The paths are visualized by
density plots on the Gantt-Chart as shown in Fig. 6.

This tool provides some of the quasi-optimal schedules that searched as
candidates. The user can choice the most convenient schedule from them and
also can modify the schedule freely by clicking the operations in the window.
The system notifies the user whether the modifications is possible and
suggests the idea of better schedule. The tool also can make the modified
schedule active by the activation algorithm. (See appendix)

Figure 5. 3-D Gantt-Chart (Critical Path Mode)

Figure 6. 2-D Visualization of sensitivity (density plot; The dark colored jobs are sensitive.
The light colored jobs are insensitive)

5. CONCLUSION

It is very difficult to find the optimal solution to the large-scale for hard
combinatorial problems such as JSSP within practical time. Thus the human
interaction is considered as one of the important factors to solve such a hard
problems.

In this paper, we presented an idea of sensitivity analysis and proposed a
visualization system based on the TS with new neighborhood. Proposed
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system is considered as the useful interactive tool between human expertise
and a heuristic algorithm. This system enables the user to improve the
schedule effectively. For the future work, it is necessary to consider what
kind of function is required for the interface.
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APPENDIX

[Active Schedule] To find an initial solution or to improve a given solution, an idea of
active schedule proposed by B. Giffler and G. L. Thompson is used[5][6]. An active schedule
is defined as a feasible schedule that has a property where no operation can be made to start
sooner by permissive left shifting. Algorithm to get active schedule is described as follows.

<Activation Algorithm>
1: Let ES(O) and EC(O) be the earliest start time of operation and the earliest finish

time of operation. Both of these are the earliest time without upsetting the schedule that is
already decided. Let a set of operations that is both not yet attended and feasible from the
viewpoint of technical procedure be X . Let one of the operations whose EC(O) is the
earliest in be and the machine that process     be

2: In the operations which is processed on the machine if
then add the operation O to the set Y .

3: select one of the operations for the next processed operation on machine
Iterate this procedure until X become the empty set.

The optimal schedule is obviously active schedule. Thus a better solution is obtained if the
activation algorithm is applied to a given schedule.
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Traditionally, problems in a petroleum refinery were separately modeled and
solved with respect to disciplines. The segregated implementations of various
disciplinary technologies resulted in considerable barriers impeding the pursuit
of global optimal performance. It is recognized that enterprise-wide integration
of the managerial and automation systems is of fundamental significance for
refineries to promptly respond to global market requirements. In this paper, the
technical implementations are disciplinarily categorized into managerial and
automatic systems. Then, typical managerial and automatic implementations in
a refinery are depicted to give an insight perception of the heterogeneous data
sources manipulated by these systems. Finally, an integration approach based
on data reconciliation techniques is proposed to link up the heterogeneous data

managerial systems, automation systems, enterprise integration, data
reconciliation.

1. INTORDUCTION

In the past, problems in a refinery were usually tackled separately in
accordance with specific technical or managerial disciplines. In practice each
discipline is often initiated by different departments: SPC (statistical process
control) by the quality department and production; TPM (total quality
maintenance) by the maintenance department; APC (automated process
control) by the engineering department [1].

1 The research work is supported by the National Science Foundation of China, under grant
No. 79931000.

sources.
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However, it has been increasingly identified that many problems are
difficult to be decoupled into simple technical or managerial sub-problems,
and solutions to these complicated problems require synergic efforts from
multiple domains. The disciplinary isolation of managerial and technical
implementations gives a rise to the obstacles for refineries to achieve the
global performance optimization. Enterprise integration becomes a
significant way to accommodate the rapid environmental change, emerging
new technologies and diversified customer requirements. Refineries are
forced to breakthrough the disciplinary segregations by integrating strategies,
human resources, production processes and control techniques.

Despite numerous understandings of integration, it is argued that the basic
goal of integration is to improve overall system efficiency by linking its
elements by means of communication networks and thereby obtaining a
higher responsiveness and effectiveness of the whole system compared with
the isolated operation of its components [2]. This paper presents an
intermediate result of an on-going research project for developing and
integrating the managerial and automation systems in a petroleum refinery.

2. REQUIREMENTS FOR MANAGEMENT AND
AUTOMATION INTEGRATION

A refinery manufactures from crude oils, through a series of physical and
chemical reactions, over a hundred kinds of products such as petrol,
kerosene, diesels, naphtha, petroleum cokes, acids, polypropylenes and
paraffin. Survival and prosperity in the turbulent environment require a
refinery to concurrently tackle a wide range of challenges in many
perspectives. For instance, a refinery has to efficiently collect and process
the information concerning market demands, oil procurements and supplies,
product distributions, and inventories. It has to promptly respond to demand
change by optimally adjusting oil processing programs and product
structures. It must keep balanced production flows among the pipelined
facilities, and, at the same time, to maintain maximal throughputs of the
critical facilities. Pursuits of high product qualities demand tight monitoring
and control of a huge amount of coupled process variables.

The multiple disciplinary systems developed in a refinery can be viewed
from four levels according to scientific disciplines. 1) Operation Control
includes the basic automation techniques, such as data sampling, feedback
control, optimal control and predictive control, which are directly used for
monitoring and controlling various transmitters, regulators, instruments and
facilities on production sites. 2) Process Coordination includes process
modeling and simulation, process supervision, fault-shooting and prediction
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techniques. These techniques are applied to coordinate operations of an
equipment complex and a group of units in the shop floors. 3) Production
Optimization mainly concentrates on production planning, scheduling,
quality control, inventory control, equipment maintenance and coordination
of resources. 4) Enterprise Management basically deals with marketing,
resources management, purchases, supplies and sales. Approaches and
technologies that support business management and decision-making are
used for finding solutions to the company-wide strategic problems.

According to business nature, these systems are classified into two
categories: managerial systems and automation systems. Generally speaking,
systems dealing with problems of production optimization and enterprise
management are attributed to managerial systems. While the systems
developed to manipulate problems of operation control and process
coordination are attributed to automation systems. To achieve optimal
operations, a refinery has to fill up the gap between managerial and
automation systems.

3. FUNCTIONALITIES OF MANAGERIAL AND
AUTOMATION SYSTEMS

3.1 Typical Managerial Systems In A Refinery

Managerial systems mainly handle structured data and support decision-
making on business planning, marketing, finance accounting, human
resource management, procurement and inventory control, equipment
management, production planning and scheduling (as shown in figure 1).

Marketing and Sales: An important function of marketing is to calculate
market demands with regard to actual customer orders and estimations
obtained by applying forecasting techniques. Other routine functions of
marketing and sales are collecting and processing data concerning customers,
orders, market fluctuations, distributors and services. It maintains customer
master-files, handles product price-quoting, controls customer credits, and
manages bills of lading and invoicing.

Human Resource Management: It manipulates data concerning
organization structures, employees, innovative culture, core competencies,
and performance appraisals. Optimal business performance requires that
human resources be efficiently managed with help of an organization model
that explicitly represents organization structures, human attributes, roles and
behaviors. Organization structures are used to specify the functional
relationships among human resources, and to confine human behavior and
activity space.
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Procurement Management: Decisions on oil procurements must be
made with full considerations of oil compositions and properties, in addition
to other marketing factors such as prices. An important task of oil
procurement management is efficiently analyzing the compositions,
properties and special processing requirements of various crude oils. The
procurement management also has to choose oil transportation means: such
as by ship, trains, can-trucks and pipelines. It keeps close track of all
purchase information, such as the en-route fleets.

Figure 1. Typical managerial systems in an oil refinery

Production Planning: As crude oil compositions and properties vary in
accordance with the yield locations, multiple manufacturing programs,
production plans and schedules have to be developed to accommodate
change in crude oils. The essence of production planning is to select the
appropriate oil manufacturing programs and to optimally decide the volumes
of different oil compositions at inlets and outlets of equipment settings.

Production Scheduling: Production scheduling takes as input short-term
production plans, dynamically sequences production batches by allocating
resources to them in specific time intervals. Production scheduling is to
maintain stability in manufacturing processes by adjusting material flows to
keep fluctuations in reasonable ranges. Multi-agent systems are very
promising approaches for scheduling these decentralized manufacturing
processes. Functionally, a scheduling system allows user to define process
flows by graphical diagrams and helps users to determine compositions mix
ratios of material fluxes. It sets the operation sequences and process
parameters, aiming at increasing high market value oil products.
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Product Quality Control: Qualities of oil products are basically
determined by their compositions, chemical and physical properties. This
means that petroleum product qualities depend on interactions and
microstructures at molecular level. In practice, it is impossible to directly
control product qualities because of lack of sensors that can on-line detect oil
compositions and properties. Therefore, product quality models have to be
built to associate product qualities (or molecular structures) with process
parameters that can be simply sampled, such as flux, temperature and
pressure. Product quality control system analyzes the on-line collected data
and manually input records about manufacturing process statuses. It
generates a variety product quality reports and suggests measures to be taken
against quality deviations. In addition, the product quality control system
manages quality standards, inspection routines, and problem-handling
procedures.

3.2 Automation Systems In A Refinery

Automation systems are those that directly deal with operations of
equipment settings. In a refinery, all facilities must operate in equilibrium
states defined by precise values of the process variables. Nevertheless,
external disturbances and frequent transitions of manufacturing programs for
coping with the diversity of oil compositions and properties tend to cause
fluctuations in the pipelined production facilities. Amplifications of these
fluctuations increase the instability of manufacturing processes and
production costs, and reduce product qualities. The main task of automation
systems is to monitor, analyze and control the process variables, in order to
retain optimal operations in all the production facilities.

Material Balance: The main objective of material balance is to get the
demanded products by optimally adjusting the raw materials and the
intermediary substances. Basically, there are three functions of a material
balance system. First, a variety of manufacturing programs and production
flows are applicable to the same crude oils, hence, yielding different product
structures, quantities and profits. To obtain the desired products and to
decrease invaluable products and wastes, a material balance system needs to
determine what raw materials and how many are the inputs, and what
products and how many are the outputs. Second, it accurately calculates and
adjusts the flux compositions and volumes in different production lines. In
another word, the inbound material flows and the outbound material flows in
an equipment unit, a production zone and/or a line must be chemically
balanced. Thirdly, it keeps material balances in multiple production zones to
avoid amplifications of disturbances. Material balances reduce the risks that
disturbances in a production zone be transferred to the adjacent zones.
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Real-Time Monitoring: Most manufacturing processes in a refinery are
partitions of compounds on basis of molecular movements. Product qualities
are highly sensitive to change in process parameters, which need to be
closely observed. The main functions of a real-time monitoring system are as
follows. Configuration utilities provide visual development tools for
configuring manufacturing processes, which permit human staffs to observe
on-line process evolutions on screens. It provides I/O drivers that support the
commonly used communication protocols, such as RS232/245, Ethernet and
PROFITBUS. Thus, the equipment and devices supplied by different
vendors can be easily interconnected with the monitoring system. The
monitoring system also has interfaces with the commonly used database
management systems. And the Alarm and Event function generates alarms
on disturbances, deviations and errors in production processes. It also keeps
historical records of alarms and events to support the after-event analysis.

Process Optimization and Advanced Control Systems: Operations of
the petrochemical facilities involve a large number of tightly coupled
variables. Disturbances to a control variable can easily influence other
variable, exhibiting bullwhip-effects. The objective of operation control is to
keep all variables within desired ranges and to maintain optimal performance
of the facilities. The operation control is conducted by two systems: namely
process optimization and advanced control.

Process optimization creates process models and based on which calculate
the optimal control parameters subject to economical, technical and
managerial constraints. A process optimization system, working in an off-
line mode, aims at increasing qualities and volumes of desired products,
while decreasing material and energy consumptions. To this end, it
determines which variables are to be controlled, and which variables are to
be manipulated. It decides what process parameters are measured and what
control strategies or laws are applied during operations. It calculates optimal
or near-optimal process parameters specifying the target trajectories, and
transfers them to the advanced process control (APC) system. Objectives of
advanced process control are reducing disturbances, increasing equipment
adaptability and stability and gaining maximum profits, subject to process
constraint conditions. An APC system evaluates the real-time sampling data
of outputs collected by various sensors against the target values. Once, drifts
or errors are detected, an APC system will apply control strategies, such as
PID and multi-variable predictive control, to force unit operations returning
to target trajectories.
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4. INTEGRATION OF HETEROGENEOUS DATA
SOURCES

In refineries, data sources handled by applications are managed in
different databases on basis of data processing frequencies and influencing
scopes. As shown in figure 2, the essential foundation of enterprise
integration is information integration across different hardware platforms.

Figure 2. A framework for management and automation integration

In perspectives of process optimization and control, real-time databases
are built to include real-time collected on-site data, graphical system
configurations, interfaces for control systems and alarm sets. Real-time
database management systems are a disciplinary conjunction of the real-time
system and database management, which are required to process data and
transactions in limited time intervals. Cost-effective technologies of time
scheduling, data compression and resource allocations are core competencies
of real-time database management systems. Real-time database systems also
provide configuration utilities, APIs, and equipment interfaces.
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Integration of the above-mentioned heterogeneous data sources is attained
by data reconciliation technologies in respect to enterprise data models. Here,
data reconciliation has two basic functions. First, data reconciliation
maintains information consistency among the data sources. In manufacturing
environments, there are many reasons that will cause information
inconsistencies or mismatches, which include lower sensor precisions,
inaccurate device calibrations, misinterpretations, signal drifting,
duplications and operation errors. Data reconciliation evaluates the nominal
values against enterprise data models, and detects inconsistencies. According
to intrinsic data relationships, data reconciliation trims off errors and
smoothes the data to actual values. Second, data reconciliation provides an
interoperation mechanism among the databases and binary files. It creates
data snapshots from an information source and copies them to target sources.
For instance, data reconciliation continuously duplicates the changing real-
time data and sends the duplications to update existing data in relational
databases. Data reconciliation provides a data subscription service for
notifying related applications and data sources about change in each data
source. To this end, data reconciliation continually filters and mergers data
objects from multiple data sources to present specific data views.

5. CONCLUSIONS

Comprehensively integrating the managerial and automation systems in a
refinery is a tremendously challenging task that requires synergic efforts of
professionals from multiple disciplines. It is identified that seamless
integration of heterogeneous data sources is the basic concern of integrating
the managerial and control applications. Consequently, the managerial and
automation systems are presented to unveil what types of data and how they
are handled. In practice, numerous data sources are built on basis of intrinsic
characteristics of business functions that uses these data. It is proposed, in
this paper, that information integration can be attained by data reconciliation
approach with regard to global data models.
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Abstract: A new Computer Aided Instruction (CAI) system for NC lathe programming
has been developed with use of multi-media texts including movies,
animations, pictures, sound and texts through Web browser. Although many
CAI systems developed previously for NC programming consist of text-based
instructions, it is difficult for beginners to learn NC programming with use of
them. In the developed CAI system, multi-media texts are adopted for the help
of users’ understanding, and it is available through Web browser anytime and
anywhere. Also the error log is automatically recorded for the future
references. According to the NC programming coded by a user, the movement
of the NC lathe is animated and shown in the monitor screen in front of the
user. If its movement causes the collision between a cutting tool and the lathe,
some sound and the caution remark are generated. If the user makes mistakes
some times at a certain stage in learning NC, the corresponding suggestion is
shown in the form of movies, animations, and so forth. By using the multi-
media texts, users’ attention is kept concentrated during a training course. In
this paper, the configuration of the CAI system is explained and the actual
procedures for users to learn the NC programming are also explained too.
Some beginners tested this CAI system and their results are illustrated and
discussed from the viewpoint of the efficiency and usefulness of this CAI
system. A brief conclusion is also mentioned.

Key words: CAI, NC lathe programming, multi-media, Web browser, CMI



332 Knowledge and Skill Chains in Engineering and Manufacturing

1. INTRODUCTION

NC (Numerical Control) programming is the basic and fundamental
technology in manufacturing. NC lathes are the most popular machine tool
and widely used in actual machining processes. Its programming seems to be
easier than that of 3-axis or higher order machine tools, but it is still difficult
for beginners to learn it by oneself. The reason is that it needs the spatial
perception on the collision avoidance between a cutter and a work. So CAI
(Computer Aided Instruction) systems on NC lathe programming have been
strongly requested especially in industries. The objective of this study is to
develop a user-friendly CAI system for NC lathe programming in the
Internet era.

2. DEVELOPMENT OF CAI SYSTEM

2.1 NC lathe programming and procedures of CAI
development

Fig. 1 shows the specimen of the exercise in the CAI system developed.
As easily understood, the NC lathe programming requires not only the
geometric aspect including the avoidance of collision, the calibration of the
position of cutting edge and so forth, but also the information of machining
conditions such as the cutting speed, the feed per revolution, the depth of cut
and so forth. The specimen needs the operations of normal turning, tapping,
grooving, chamfering and so forth. Therefore its programming should be
written with some fundamental NC codes such as G, F, M functions as
shown in Fig. 2.

The CAI system has been developed in the procedures shown in Fig. 3.
The procedures consist of three stages. The first is about making of the CAI
text based on the education theory. The second is about the determination of
the CAI system configuration based on the CAI theory. The third is about
the coding of the CAI system and its uploading in the Web site based on the
computer theory. In the below, the main two stages are explained according
to the actual procedure of the development.

2.2 Content of CAI text

In the first stage of CAI system development, the content of NC
programming training course held in 2000 through 2001 were surveyed
through Web search engines that were google, excite and lycos. The
keywords of search were “NC, lathe and training course.” As the result, ten
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case studies were collected. Considering the contents collected and surveyed,
the following text contents were adopted in the CAI system developed.

1. General guidance of NC lathe
Fundamental configuration of NC lathe, Features of turning, Automatic
Tool Changer, Coding process of NC programming.

Figure 1. Specimen of work

For NC lathe programming.

Figure 2. Sample codes of NC programming.

Figure 3. Procedures for the development of the CAI system.
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3.

4.

2. Fundamental terms of NC lathe programming
Coordinate systems of machine tool and workpiece, zero offset, absolute
and incremental programming, absolute and incremental dimension, etc.
NC programming
Program start, end of program, Block; word; address; character, Sequence
number, dimension word (X, Y, Z, U, V, W, P, Q, R, A, B, C, D, E), F , G,
S, T and M function words.
Instruction code of G, S, F and T function series
Rapid traverse, linear interpolation; constant surface speed control; feed
rate, override, ATC tool registration

The above content is equivalent to the content of ordinary NC training
course in 2 to 3 hours. The CAI system was designed so that a trainee could
finish and master the above content generally within one and a half hours.

2.3 Configuration of CAI system and its feature

2.

3.
4.
5.

In the second stage, the requirements for the CAI system are below.
1. Trainees as users of the CAI system are university students of the

department of Mechanical Engineering.
The expected goal is that trainees understand the outline of NC lathe
programming and have the experience of generating NC programs through
a simple exercise.
All operation in the CAI system can be executed through a Web browser.
The number of trainees is 6 to 8 persons per class.
The time for CAI training is expected 90 minutes.

Fig. 4 illustrates the hardware configuration of the CAI system with
using PCs for CAD/CAM facilities in a classroom of Kyushu Kyoritsu
University. (The specification of CPU is Pentium III, 667 MHz, 128 MB of
memory with a 17” monitor.)

The fundamental policy of giving suggestions in this study is the tutorial
type in the CAI system category. In this tutorial type, a proper suggestion is
shown in another window of Web browser when a trainee requests a
suggestion by oneself and/or makes a mistake in answering a question.
Usually the questions are displayed with a drawing of the specimen and the
answer columns follow, as shown in Fig. 5.

The button for the request of suggestion is prepared as shown in Fig. 6. In
this suggestion, some visual assistance including drawing, animation and
video would be shown too. When the tool path was programmed and
answered by the trainee, its motion would be displayed as the animation in
the window. At the same time, the collision detection between the cutter and
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the workpiece would be carried out as the 2-dimensional simulation and the
occurred collision would be animated with using the software of FLASH 5
developed by Micromedia Co. (See Fig. 7.) In the context of the CAI system,
the various animations are prepared and embedded in 17 scenes totally.

One of significant features of the CAI system developed is that this
system can be accessed from anywhere and anytime through a Web browser.
This feature offers many advantages for trainees as mentioned below.
1.

2.

3.

4.

5.

A trainee can learn and master the subject according to his/her own speed
of understanding.
A trainee can learn the subject whenever and at any number of times
he/she wants.
Visual and sound aids with the multi-media text can encourage the
attentiveness and concentration of a trainee and the efficiency of his/her
learning.
The quick response of the CAI system offers the interactive and real-time
effects in giving marks of questions.
The self-learning mechanism is supported based on the Computer
Managed Instruction (CMI) system and automatically the proper CAI text
would be shown to a trainee due to the state of learning.

The CMI system deals with the following three parts. The first one is to
manage the trainees’ records. The second one is to mark the answer of
trainees. The third one is to analyze the trainees’ records and their state of
answer. Based on the analysis of the trainee’s state, proper suggestions
would be presented or shown in another window. Fig. 8 shows the total
configuration of the CAI system developed. This CAI system has been
improved through the trainee’s execution.

Figure 4. Hardware network in a classroom

equipped with the CAI system.

Figure 5. Sample of exercise system

in the CAI.



336 Knowledge and Skill Chains in Engineering and Manufacturing

3. EXPERIMENTS

3.1 Outline of experiments

In order to evaluate the accomplishment of the CAI system developed,
the comparative experiments had been done. Four different texts of NC lathe
programming were handed to four groups of students respectively. Then the
result of learning in each group was compared with each other. Each group
consists of three students and total twelve students were cooperated. Every
student joins only one group. The four different texts and assistance to each
group are listed below.

The text is the multi-media text provided in the CAI system. The
organized assistance by a teacher has been applied progressively when a
student faces to some difficulty in solving a question. Before starting the
CAI experiment, the additional explanation how to use the CAI system
was delivered to students for five minutes. Five minutes are excluded in
the total time of experiment.

A:

B:

C:

D:

A printed text including the same content of the multi-media text in the
CAI system has been used. The organized assistance by a teacher has
been done only based on the request of a student.
The text is the multi-media text provided in the CAI system as well as in
A. There is no additional explanation for students how to use the CAI
system. The organized assistance by a teacher has been done only based
on the request of a student.
The text is the revised multi-media text for the revised CAI system. The
revised CAI system has been improved according to the feedback
information of students. No organized assistance by a teacher.

Figure 6. Helpful suggestion in another

Window.
Figure 7. Advised suggestion for the trainee

based on one’s request or error.

The results of the exercise by the four groups have been compared with
each other and summarized in Fig. 9 (a) and (b). The exercise consists of 13
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questions. Students reply a question to get the right answer, and then proceed
the next question. Fig. 9 (b) summarizes the time required from the start of
self-learning to the end of self-learning.

3.2 Results

The CAI system seems to be more useful and helpful compared with the
printed text as shown in Fig. 9(a). The result of Group B shows that the
printed text is unsuitable for beginners to master the NC programming.

Figure 8. The schematic configuration of the CAI system.

After the interview to the members of Group B, it was found that they
skipped the important explanation of NC programming in the printed text.
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The printed text has a few educational effects in the latter trial except the
first trial. Fig. 9 (b) shows that the combination of CAI system and organized
assistance is very useful in learning. It suggests that the organized assistance
had better be embedded as the improvement of the CAI system in future.

4. CONCLUSION

In order to give a CAI system the independence on the locality and on the
time-restriction, the web-based multi-media-assisted CAI system has been
developed. Through its development and the comparative experiments with
other learning texts, its usefulness has been verified. Especially trainees
could keep attention during the training. The CAI system is essential and
very promising in the learning of NC programming. The well-organized
assistance should be investigated deeply and embedded in it as the kernel of
the machine intelligence. It is the further study the future CAI system.

Figure 9(a) Experimental results

on the trainees’ marks.

Figure 9(b) Experimental results of trainees

based on categories of used texts.
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Abstract: In our research, the Web-based Instruction System using the wearable
computer is developed. The system consists of a wearable computer, a wire-
less communication system and web-applications. Web-applications are
included to a time estimation system, a simulation system, an active instruction
manual system, a scheduling system and a statues acquisition system.
In this paper, a system configuration is described, each application is explained,
and the result of application is summarised. And in this paper, we pointed out
the issues for using the system in the assembly line.
This system is developing under the GLOBEMEN project in the IMS program.
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1. INTRODUCTION

Recently, manufacturing systems have begun change from mass-
production to small-batch and frequent change of production volume. And
also, manufacturing systems change from full-automation to manual
operation. In order to operate the system, we should consider instructing
effectively the operation to operators in the system [1]. Especially, in global
manufacturing system, operation planning division and operation site are at
long distance. It is necessary to direct operations based on operation
situations.

In order to solve the issues, the Web-based Instruction System using
the wearable computer is developed. The system consists of a wearable
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computer, a wire-less communication system and web-applications. Web-
applications include a time estimation system, a simulation system, an active
instruction manual system, a scheduling system and a status acquisition
system.

The web-applications are located in the server in the network. The
operators wear the computer and operators can get the necessary information
from the server. The wearable computer is equipped with a camera and a
bar-code reader. Operation planning division staff can get the operation
status through the camera and bar-code reader. Operators and Operation
planning division staff can communicate through the system and network.

In this paper, a system configuration is described, each application is
explained, and the result of application is summarized. And in this paper, we
point out the issues for using the system in the assembly line.

This system has been developed under the GLOBEMEN project in the
IMS program.

2. OPERATION INSTRUCTION SYSTEM

Recently, assembly systems are installed a cell production system,
because production volume becomes smaller than ten years ago. The cell
production system is a small shop that consists of a few operators [2].
Operators in the Cell have many operations to be assembled. Operators have
responsibility to complete the product. Typical Cell system is shown in
Figure 1. However, operators can not share training time for new model to
be assembled. Therefore, we are necessary to use instruction system for
assemble operations in real time.

Figure 1. Typical Cell Production System

We analyzed operations in the cell production system, and then we
extract the requirements for a real time operation instruction system. These
issues are the following;
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1.
2.
3.
4.

To indicate the information for need to know.
To indicate the newest information.
To inform to operator on moving to station.
To indicate the easy understandable information.

To satisfy the requirements, we are developing the web-based
instruction system by wearable computer (WBIS).

The system consists of the simulation system on the web-application,
wearable computer and the wireless LAN. The system configuration is
shown in Figure 2. This wearable computer is XYBERNAUT Mobile
Assistant IV.

Figure 2. The System Configuration

Web application is included the instruction manual, simulation and
scheduling based on the progressing operation. The web-application is called
“web-instruction simulation system (WISS)”.

Wearable computer can indicate the operation instruction on working
the operation [3] [4]. Wearable computer is equipped the wireless LAN.
Therefore the operator can get the context for instruction from web-server
computer. Also wearable computer has a video-camera near by operator’s
eye. The camera can take a view and send the visual data to server.
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3. WEB-INSTRUCTION SIMULATION SYSTEM

3.1 System Configuration

The Web-Instruction Simulation System (WISS) is a core system in the
Web based operation instruction system. WISS provides the contents to the
wearable computer. This system configuration is shown in Fig 3.

Figure 3. WISS System Configuration

WISS has a simulation for work time estimation. This simulation decides
the work time and work movements depend on the work order from the
supervisor. The simulator has a data base for work elements in the assembly
shop. The data base provides the work element for assembly job to simulator.
The simulator can calculate the working time. However, the calculated time
is not included the moving time from present position to working position.
Operator input the position data by wearable computer on finishing pervious
work. Simulator will indicate the next work and the next position on the
screen in the wearable computer. And also, if operator requests the working
procedure, wearable computer can provide the manual to operator. The
operator manual is edited by the simulators.
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3.2 Simulator for time estimation

This simulator is for estimating the assembly time and the movement for
the assembly work. Assembly work breaks down into the elements of work,
such as handling, walking and waiting. The element also breaks down into
motion elements such as Reach, Grasp, Move, Position and Release with
MTM method. The system calculates the assembly time based on the motion
elements. The system has the formulated functions for estimating the time
[5]. Example of the function is followings;

And then, each motion elements are aggregated to assembly work by the
simulator. The simulator can consider the effective sequence and can display
the result, as figure 4. The human model in the simulator can be animated.
And the result is also in the manual for assembly operator. The human model
can be abatable based on the individual physical size.

Figure 4. Simulation Output
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3.3 WISS human interface

WISS is equipped some applications, such as moving analysis,
scheduling, position information, assembly manual, notification, and
animation for assembly work. And also, WISS has a database for standard
time and a database for work assignment.

However, operators do not need much information on working. Therefore,
WISS is separate the information which is processed by supervisor and
operator. Supervisor side prepares the moving motion and the standard time
for assembly by simulator and analyzer. And Supervisor side makes a
planning and a schedule by scheduler, and makes manuals and notifications
for assembly work by the simulator. This information is stored in the web-
server by HTML format.

The operator side inputs the individual physical data before working. And
the operator inputs signal after working. If the operator needs the
information, they request the data on the screen in the wearable computer.
Software configuration is shown in the Figure 5.The software is running on
the Table 1 specifications

Figure 5. Software Configuration in WISS
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4. AN IMPLEMENTATION EXAMPLE

For evaluating the proposed system, we have done a simple experiment.
The experiment environment is U-shape assembly system. The operator
equipped a wearable computer. Operator assemble three parts into a product
depend on the web-instruction. The experience scene is in Figure 6.

Figure 6. Experience Scene

We have two experiences, one is
with wearable computer, and
another one is without wearable
computer. In each experience, 8
students are as testee.

The results are Figure 7 and
Figure 8.

According to the results, we can
recognize that the WISS squeezes
the amplitude of the working time.

Figure 7. The Assembly Time without WISS

Figure 8. The Assembly Time with WISS
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However, the assembly times with WISS are bigger than the one without
WISS. The testees said that WISS is helpful for the instruction, but WISS is
disturbed the operation. We are necessary to modify the interface of WISS.

5. CONCLUSION

We have developed the Web-based Operation Instruction System using a
wearable computer. And we applied the system to the assembly system. The
system can communicate the data on working the job. But some problems
are clarified by our experience. Wearable computer has a poor display
function on working, has a poor input function on wearing.

Simple job is not necessary to use the system; however we can believe
the usefulness tools for maintenance and repair field. Web-manual and web-
application is powerful tool for instructing the complex work. And we can
change easily the content in the web-server from assembly to maintenance.
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MODEL-BASED DESCRIPTION OF HUMAN
BODY MOTIONS FOR ERGONOMICS
EVALUATION

Sayaka Imai
Dep of Computer Science, Gunma University, Japan
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Abstract: This paper presents modeling of Working Process and Working Simulation
factory works. I focus on an example work (motion), its actual work(motion)
and reference between them. An example work and its actual work can be
analyzed and described as a sequence of atomic action. In order to describe
workers’ motion, some concepts of Atomic Unit, Model Events and Mediator
are introduced. By using these concepts, we can analyze a workers’ action and
evaluate their works. Also, we consider it as a possible way for unifying all the
data used in various applications (CAD/CAM, etc) during the design process
and evaluating all subsystems in a virtual Factory.

Key words: Motion Modeling, Info-Ergonomics, Model Event, Mediator

1. INTRODUCTION

Recently some new applications supporting the designing process of a
virtual factory, simulating its work are gaining popularity in areas like
process planning and work scheduling and any other evaluation. In addition
to the CG, they involve many new other types of data, such as video and X-
ray images, sensing information, etc. High complexity of those data causes a
lot of difficulties to the researchers and developers. Here we must point out
two problems which should be methods for solved for the future
development. First, as those applications have been using mainly
application-oriented data, methods for sharing data with other applications
are quite difficult and very often --- impossible. In our opinion, a flexible
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automation system requires data about a given product to be used in all
applications. Second, we think that human factors are usually overlooked or
underestimated in eco-factory. Human labor has an important role in the
manufacturing process. It is examined from the viewpoint of industrial
engineering, ergonomics, etc. and results are used in product planning,
working analysis, and work environment design. But aspects like efficiency
of works and comfort of the workers are not explored completely.

As a promising solution to the above problems we have proposed the use
of Real World Database (RWDB) and ergonomic simulation[1]. RWDB is
able to capture various types of data, namely characters, video images, 3D
graphics, and shapes of 3D objects. We call all those Real world data. The
data of all types are unified and stored in a Multimedia Database (MMDB).

On the other hand, we consider it necessary to focus on human-machine
cooperation, especially for employees in the factories and analyze their work
evaluation, environment, and amenities against this background. We
proposed the human body modeling method from two viewpoints in the
framework of Info-Ergonomics Concept[2][3][4]. One proposed modeling
method is description of precise human body and by using the model, motion
evaluation system from medical point of view is offered[2]. As the other
modeling method, we also introduced mediator-based modeling of workers’
(body/structure and motion) in a factory. The mediator-based model is
transformed from measured data, and standardized to common models of
body/structure and motion. However, from another point of view, measured
data from real world have low-level semantics such as a worker’s hand is
touching to drill[3][4].

In this paper, we offer a model for analyzing employee’s work evaluation
and using the results in the manufacturing process design. We also propose a
methodology for modeling of the human body and its motions in order to
store and query them on a database. For storing all available data about
human motion, we need a precise human body model as well as method for
representing its motions.

2. DESCRIPTION OF HIERARCHICAL PROCESS
AND ACTUAL WORK

In factory work, a process is designed with hierarchical structure divided
into such classes of a process, element works, and element operations[5]t is
usually carried as shown in Figure 1. An aim of such design is the increase
of efficiency by schematizing the workers’ work, and making manuals for
them.
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From a worker’s point of view, a process and element of work have targets
of each work. It can be called intention of the work. However, in actual work,
even the intention is the same, the sequence of work operation changes with
individual, time, degrees of skill and/or fatigue, etc. The sequence is also
different from the process as it was design to be performed. For instance, if
two products are manufactured simultaneously in parallel in the same
process, the efficiency of work can be increased. Identically a difference can
appear between the experts and the unskilled operators. Only an individual
evaluation of the difference to process can support an evaluation of this
difference in their efficiency and the improvement of the performance of the
work (process).

Figure 1 show a concrete example of process hierarchy in a real factory.
In this process with ID “B24” is decomposed into five phases, i.e., element
works. In the example, the process is dedicated to the assembling of a
transmission box named “kbt024” in this factory. Its first element work is to
bring the material object (named “kbt024-1” which is an exterior part of
“kbt024”) and to set it on the workbench. The second element work is to put
a gear into the material. Then the third is to fix it up, the forth is to verify
and to confirm mobility, and the fifth is to put the complete object in a
specific place. Each element work is described via some typical operation,
i.e., element operation.

From another view, a designer can design a process hierarchical as a
manual like Figure 1. As opposed to this, in actual works, all workers do not
work in the same operation. For example, right side of Figure 2 shows an
example of element operation description for the element work “B24-3” of
left side of Figure 1. In the example, stretching arm to pick up a screw bolt
from the box of screws, twisting the bolts, and pushing an electric
screwdriver to tighten the bolts are described as element operations. It is
thought that this process description is the general description applied by
each worker. It is what described the intention of work to each worker.

In order to compare Workers’ motion in the same elementary operation
and evaluate their actions, some methods which can describe actions
different from designed elementary operation (action standardization) and
difference in workers’ action in same elementary operation (action
description and modeling) are required. For description and modeling of
action, we introduce Event Graph, which actualize comparing motions in
same action by querying motions of a part of workers’ body. On the other
hand, for schematization of workers’ motion, we introduce Mediator based
modeling, which actualize comparing actions in same operation by querying
kinds of operation.



350 Knowledge and Skill Chains in Engineering and Manufacturing

3. SCHEMATIZATION OF FACTORY WORKERS
BEHAVIOUR

3.1 Atomic Units

Here we define the basic elements in our model. We introduce atomic
units as simple primitives, which at the same time contain enough
information for deriving the higher-level semantics.

Figure 1. Example of Hierarchy of process, Element Work and Element Operation

Definition: We call an atomic unit (or AU) the tuple (T, P, O, S, R) where T is a time instant,
P is a point in 3D space, O is a 3D object located in point P at the time instant T, S is a
subject in relation R with the object O.

R is a relation that can be observed and detected in a given point of time,
independently from the preceding and succeeding time instances. Also R is
independent from the view point in the 3D space. Examples of such relations
are “touches”, “is inside”, “is close to”, etc. Right part of Figure 2 shows an
example of an AU instance. Following from the definition, AUs don’t have
temporal duration. Those basic atomic Unit of motions can be detected
automatically by analyzing video image[6]. The reason for choosing such
representation is that we assume all media to be in digital format, therefore
(in case of time-dependent media) we have some sampling rate with clearly
defined time instants and they determine the highest resolution at which
media can be observed. In addition, the existing methods for automatic
detection of video features are mainly frame-based. Since evolving in time is
an essential characteristic of events, AUs cannot express it and can be
regarded as semantics-free in the context of event semantics. In some cases,
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some of the components of an AU instance may be omitted. For instance, if
we want to specify just the existence of a subject at a given point of time and
at a given location, then no values need to be specified for the object and
relation components.

3.2 Event Graph

The basic idea of introducing event graph is to form a part of the database
that contains knowledge about the typical features of action and to use it for
extracting action instances from the raw video data on the basis of the
detected AUs. An event graph is defined as a directed graph

where

N represents a set of nodes. Each node consists of a subject object
and relation between them. The meaning they represent is similar to the
AUs, but in case of event graph nodes, subject and object are generalized
and refer to a class of subjects/objects in the AU’s meaning. For instance,
while in case of an event graph node an example of subject value can be
‘Auto Screwdriver’ in the AU it would be ‘Auto Screwdriver D15(1)’

TOR is a set of one-way edges, representing temporal relations between
nodes. The tuple representing the edge from to Nj means that is
before Nj in time. If both and are presented, that means

and Nj are simultaneous. Since nodes, like AUs, are instantaneous, all
possible temporal relations between them are ‘before’ ‘after’ and
‘simultaneous’. TDR is a set of two-way edges representing temporal
distance between nodes. In many cases it is not enough to define only the
order of AUs, since the time between their occurrence is important, too.
Temporal distance relations are labeled with minimum and maximum time
limit values expressing these requirements. TOR and TDR are semantically
independent. It is possible, for instance, to have some temporal distance
requirement without relation to the order in which AUs are happening. An
example of event graph is shown in Figure 2. It represents the action
“screwing of a screw”, which consist of taking a screw from the box with
screws, fixing the screw in some position, and then applying the screwdriver
in the same position. Here we assume that if the worker’s hand is inside the
box of screws, then a screw is taken. Also, the requirement for a very small
temporal distance between the second and the third node represents
approximately the moment when the screw is released.
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Figure 2. Example of Atomic Unit and Event Graph

3.3 Correspondence between Atomic Units and Event
Graph

We introduce here action instances in order to represent the
correspondence between AUs and event graph. An event instance represents
the occurrence of an action in the real world and its order/causality is
expressed by some event graph. The event instance can be visualized by
playing the respective part of the video data or by CG Simulation.

Each action instance is determined by a set of AUs in the following way.
Each event graph node corresponds to exactly one AU from the set that
matches the node components and satisfied all temporal relations included in
the event graph. Matching between AU and event graph node holds if and
only if: (i) the AU’s subject/object values are elements of the class,
represented by the respective subject/object values of the node: (ii) both the
AU and event graph node have the same value of their relation component.
Temporal relations can be verified easily by using the values of time and
place components of AUs. Action instances develop in time and occupy
some time interval that includes all AUs involved, i.e. the temporal closure
of all time instants. There may be various algorithms for calculating it,
depending on the specifics of the application field, but the topic is beyond
the scope of this paper.

4. SEMANTICAL CORRESPONDENCE BETWEEN
EVENT GRAPH AND WORKERS’ MOTION

In order to descript a worker’s body/motion data, and to store all data into
database, we offered “Mediator” Concept about human body/motion in our
previous research[3][4]. Our Mediator-based modeling is a model-based
modeling which has link with intensions of action, which we call it ‘Hub’,
and actual motion which are detectable from video images. In this section,
we mention reference between Mediator data and event graph. We suppose
the human’s motions are sequence of postures, consequently we define the
human’s Motion Mediator as collection of characteristic internal postures,
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namely, relative time and joint angle(value) of each Shape/Structure
Mediator in this time, in which characteristic internal postures of a motion of
a human. On the other hand, Motion Mediator is made for each motion of a
human, and represent differences each motion of a human.

A Hub is the information for expressing the essence in common and
standardizing it about human motions. Motion Hub is expressed with the
intermediate posture along which it surely passes in case it appears in
common with the motion is performed using the mutual position relation of
the human body parts in shape and a structure Hub.

It can be said that the Hub shows the minimum “item” for describing the
characteristics about shape, structure and motion of the human. When
Motion Mediator is created from a Motion Hub, it is important what
intermediate postures are chosen as a Motion Hub. At a present stage, the
designer has to design an intermediate posture for every motion. For
example, a characteristic intermediate posture sequence which generally
raises Motion which tightens a screw with a drill in a factory can be show as
follows.

The postures of tightening a screw using a drill:
I: Starting Motion - The person is touching the drill
II: Motion

II-1: The person located the drill at the tip of a screw.
II-2: The person finished tightening a screw with a drill
II-3: Next II-1, repeat sometimes

III: Ending Motion -- T the person turned the drill.
Generally, it is very difficult to extract human’s posture and its semantics

precisely from videos by using stereo video cameras etc. But, if it restricts to
the specific postures specified by the Motion Hub, the analysis of postures
(joint angles) can be carry out easily by means of detection of corresponding
points of characteristic points on the human body. Therefore, the Motion
Mediator can be created from the Motion Hub. Figure 3 shows a relation of
Hub-Mediator-Real World data about a motion of tightening a screw using a
drill of worker in factories. The posture sequence about Hub, Mediator and
Real World Data is shown in Figure 3, which displays joint value data of
motion for convenience as a shape of a posture.

5. CONCLUSION

In the present paper we have reported the description method of
detectable factory workers’ action in the framework of Info-Ergonomics. For
the purpose of representing their actions precisely, we have introduced



354 Knowledge and Skill Chains in Engineering and Manufacturing

Atomic Unit, Event Graph Concept and Mediator Concept. By using these
concepts, we can compare their motions and evaluate it. Such approach will
benefit to Manufacturing Process Design.

Figure 3. Correspondence of Motion and Event Graph
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MODEL-BASED MOTION ANALYSIS OF
FACTORY WORKERS USING MULTI-
PERSPECTIVE VIDEO CAMERAS

Kazunori Sakaki, Takako Sato and Hiroshi Arisawa
Yokohama National University

Abstract: Motion simulation of factory workers is one of the core technologies to
achieve optimum Human-Machine Co-existing Environment in modern
factory design. For the purpose of posture and motion detection evaluation, we
introduced Model based Motion Capture with a limited number of markers and
Bone-Based Human-body Mockup (BBHM) which can represent bones, skin,
muscles, etc. Also it is required that in any environment the motion capturing
method can extract the feature points with sufficient accuracy in any
environment. Then, we solved by performing a strict calibration using a simple
calibration board and Light Emitting Diode (LED).

Key words:

1. INTRODUCTION

In order to achieve optimum Human-Machine Co-existing Environment
in modern factory design, motion simulation of factory workers is one of the
core technologies. We have proposed “Info-Ergonomics” as an integration of
simulation/evaluation technologies of human workers’ motion, in
conjunction with database technologies which provides storing/retrieving
functions [1]. We think that human centered factors are often overlooked or
underestimated although human labor has an important role in the
manufacturing process design. It is usually examined from the viewpoint of

Load analysis, precise human mock-up, Calibration, Motion capture, Info-
Ergonomics
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Industrial Engineering, Ergonomics, etc. and results are used in production
planning, working analysis, and work environment design. Info-Ergonomics
is a promising solution to provide total environment of work simulation and
evaluation[2]. It consists of a number of component technologies like
Human body modeling, Customizing human body model to specific workers,
Motion description, Capturing motions from video images, Simulation,
Storing time-dependent data into databases, and Spatio-temporal retrieval on
databases.

This paper first outlines the Info-Ergonomics concept, next we will be
focusing on motion detection and precise human modeling for Info-
Ergonomics simulation. Especially we will also discuss requirements of
precision of motion detection and propose the motion detection method by
multi-perspective video cameras.

2. MOTION ANALYSIS USING HUMAN BODY
MOCKUP

2.1 Info-Ergonomics

Info-Ergonomics is a framework of information integration aiming for
conceptual and total design of Manufacturing Systems. Recently modeling
the machines in the factory, creating virtual machines by using CG,
simulating their work and evaluating it are coming into use gradually [3].
But modeling human beings and creating “virtual employee” as a 3D object
on computers still has very limited use, because of the human body’s high
complexity and the limits imposed by the computer techniques. We focus on
human body modeling and cooperative work with machines, especially from
the viewpoint of comfortability, safety and efficiency.

In Info-Ergonomics approach, we construct a precise human body mock-
up which can represent the differences between individuals in body-part
sizes, flexibility and other properties. Giving a movement to the human
mock-up model, one can estimate physical load and comfortability on each
part of that body.

However, due to the complexity of human body, physical-model based
evaluation/estimation is applicable only in highly-restricted cases even on
“precise” human body mock-up. For example, we cannot solve force
balances on musculoskeletal models because infinite solutions exist
depending on muscle tension assignment in each part.

On the other hand, in the traditional Ergonomics field,
evaluation/estimation of fatigue on a specific part of human body has been
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done based on questionnaire studies. Also, in Medical Science field, many
such discussions have been done from a variety of viewpoints depending on
deep knowledge provided by medical experts.

Following the above discussions, we decided the optimal solution should
be “hybrid” evaluating systems standing on the three different
methodologies. This idea is shown in Fig. 1.

Figure 1. Concept of Info-Ergonomics

2.2 Conceptual Architecture of Info-Ergonomics
Simulation System

In order to achieve precise simulation/evaluation, we must detect the
postures and motions automatically from specific individuals. We are
developing a prototype system on which whole functions are realized in a
uniform way. The conceptual architecture and data flow of this system is
shown in Fig. 2.

The left-side part of Fig. 2 shows database and data capturing functions.
A Video Capture and Motion Analysis System captures several image
sequences by multi-perspective video cameras and detects posture sequence
of a specific human body (factory worker) by 3D image analysis method.
The technical issues on this method will be discussed later.

On the other hand, to realize a precise simulation, the human body itself
must be modeled precisely. For this purpose Human Body Measurement
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System detect individual body data. All data described above must be stored
in a uniform way into databases.

Figure 2. Conceptual Architecture of Info-Ergonomics Simulation System

The right-side part of Fig. 2 shows simulator/evaluator and result viewer.
“Human Body Customizer” constructs precise human model from individual
body data stored in the database. For the purpose of simulation/evaluation,
the module constructs precise human model which reflects the “real” human
body size, flexibility, physical strength, and other parameters. The module
also constructs human body surface and bones’ shape for the purpose of
visualizing simulation results. On the other hand, “Human Body
Posture/Motion Editor” retrieves a posture sequence in databases, and
converts to posture sequence on the precise human model. From those data,
“BBHM Simulation/Evaluation System” does hybrid evaluation mentioned
above. “Precise Human Body Representation System” displays
simulation/evaluation results graphically.
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3. MOTION ANALYSIS BASED ON A FEW
MARKERS AND HUMAN MOCKUP

3.1 Method of motion analysis

As discussed in previous sections, one of the most important issues is the
method of motion analysis.

Especially in motion analysis of factory workers, reduction of testee’s
load and flexibility of motion capturing environment are quite essential.
However, existing systems do not pay attention to such restrictions because
most of them force the users to prepare specific environments.

In our approach we have proposed a new method for motion capturing.
First of all, we considered again the role of “markers.” In the existing
systems, the testee must wear 40 or more markers on his/her body. Each
camera of the system can detect only markers positions by hardware
algorithm. By calculating spatial positions and connecting markers to each
other, you can re-construct the posture on the simplified stick model of the
human body.

Our first target is to reduce the number of markers, preserving precision.
For instance, if we can reduce the markers to less than 6, testee’s load will be
remarkably decreased, and time for analysis will be also decreased. To solve
this problem, we introduced “model based analysis” for posture detection.
The outline of Model Based Motion Capturing is shown in Fig.3 and the
brief algorithm in Fig. 4.

Figure 3. Outline of Model Based Motion Capturing
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Figure 4. Procedure of Model Based Motion Capturing

In this procedure, after calculating spatial (x, y, z) positions of each
marker, the system assigns a tentative posture to the SHM which represents
the testee’s body. Here we use inverse kinematics to decide the positions of
several parts because markers are placed on the limited number of parts.
Then using the multi-perspective camera images, we can adjust the posture
precisely in a heuristic way.

3.2 Requirements for markers

In the method described in the previous sections, the most important
technology is to detect precise positions of markers. Also, the small numbers
of markers must always specify the correct posture of a SHM continuously.
Generally those are very hard problems to solve. In our experimental system,
we introduced three ideas to overcome these problems.

Camera calibration method using a “standard” object
To guarantee the accuracy of marker position, a simple standard object

are taken from each video camera simultaneously. Then we can calibrate
the required camera parameters beforehand.

Adjusting the markers brightness on the environment
The brightness of marker points always changes in the environment in

which we actually take pictures. We use a light emitting diode (LED) as a
marker and choose the brightness depending on the environment.
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Model based Analysis
We proposed analyzing method which uses a human mockup

depending on personal information. This contributes to reduce the
number of markers.

In our on-going development, each technology has almost fully been
established and contributed to significant results.

4. INVESTIGATION ON DETECTING MARKERS

As discussed in previous sections, markers play the most important role
in the motion capturing system. This paper, from now on, will be focusing
on marker-related issues. That is:

Accuracy of the 3-D position detection of the markers
We confirmed that 3-D positions can be detected with sufficient

accuracy by using a standard object.
Traceability of the marker points in various environments

We checked that a marker can be pursued by using LED marker, even
if brightness changes.

The following subsections describe the verification method concretely.

4.1 Verification of the accuracy of the 3-D position of
marker points

In order to detect 3-D positions from images, we have to compute the
camera position, camera posture (pan and tilt), and focal length strictly. That
is, we have to calibrate the camera parameters.

Generally this problem is called PnP problem, and various discussions
has been done. Tsai’s algorithm [6] which considers distortion of a camera
lens is quoted by many references.

The Tsai’s algorithm inputs a set of points on the picture coordinate
system and converts them to those of the world coordinate systems ones.
Then, it computes a rotation procession and a parallel translation vector as an
external parameter, and computes a focal length, lens distortion, a scale
coefficient, and the picture starting point as an internal parameter.

We verified whether it can be extracted the marker points with sufficient
accuracy by this calibration. As the technique, after calibrating the camera
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by Tsai’s algorithm we take pictures of the pendulum which is attached the
LED (light emitting diode) downward, and compute the position of this LED.

External appearance of experimental equipment is shown in Fig. 5.

Figure 5. Experiment environment

We used 2 cameras. One is in front position and the other is left. Then,
we took an image of the standard object for calibrations.

We compute the 3-D position of a LED using the camera parameters and
compare the Actual measurement values.

4.2 Traceability of the marker point in various
environment

Since we were able to extract 3-D positions, next problem is how to
extract them in the arbitrary photographical conditions. The background
brightness is always changing violently in actual capturing environment.
Therefore, a marker must be extracted independent from background color
changes. Then, we used the LED as a marker which hardly changes hue,
even if luminosity value changes.

As for verification method, we used the pendulum attached LED used in
the previous section. Since the LED has shone itself, its hue should seldom
change even if surrounding brightness changes. We took image sequences in
which the pendulum is swaying by 2 cameras. Then, we performed
calibration and pursued a light emitting diodes by image analysis.

Now we will explain the procedure of this LED tracing. First, we
performed the following procedures in the 1st frame.
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Edge-preserving smoothing
Extract the domain of the color which resembled the specified pixel
position mostly.
Calculation of each maximum and minimum of HSV in the domain
obtained by 2.
Calculation of the middle of the domain extracted by 2.

1.
2.

3.

4.

To the successive frames we trace LEDs by following procedure.

It leaves only the pixel which is contained in each maximum and
minimum of HSV calculated with the 1st frame.
Dilation and erosion processing
Labeling processing
Extracting the domain near the position of the middle of the pixel in the
1st frame.
Extracting the position of the middle of the domain extracted by 4.

1.

2.
3.
4.

5.

With the above procedure, we extracted and pursued the 3-D positions of
an object from the pixel positions in each extracted picture.

5. AN EXPERIMENT RESULT AND EVALUATION

5.1 The accuracy experiment of the 3-D position of the
feature point

We show a calibration result with 2 cameras in Table 1.
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Based on this calibration result, we show the result of the 3-D coordinates
values of the center of the stationary LED of a pendulum in Table 2.

5.2 The pursuit experiment of the feature point in
various environment

We show the result of tracing without shining LED in Fig. 6, and show
the result of tracing with shining LED in Fig. 7.

Figure 6. The result when turning off a LED Figure 7. The result when turning on a LED

From these two tables, it can be said that the result with a LED turned on
was better. Especially, in fig.6 there is a large difference of the value of y-
axis.

6. CONCLUSION

In this paper we described Info-Ergonomics concept which makes it
possible to simulate/evaluate human posture/motion with precise human
model called BBHM. We also described the conceptual architecture of a
simulation system.

Also, we proposed a motion capturing method based on a few markers
and human mockup. Then we discussed the motion capturing method which
can extract the feature points required for motion analysis with sufficient
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accuracy in arbitrary environment. The problems are performing calibration
correctness and the extraction method of the feature point. We solved them
by performing a connect calibration using a standard object, and using Light
Emitting Diode as markers.

Many problems are left for the future. By modeling the other components
of the human body such as tendon and muscle, it becomes possible to
evaluate human motions more precisely and to obtain a lead to understand
diseases and factors which restrict the range of motion of joints.
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Abstract: A decision model, stemmed from Bayesian thinking, is proposed to predict the
operator’s behavior in manufacturing system. The decision model is addressed
using non-parametric distribution where a binary division method is proposed
to reduce the complexity of the model, eliminating irrelevant features.
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1. INTRODUCTION

In general a manufacturing plan should be set up to meet the time
constrains of orders, while the delivery dates are also determined by
prediction of complete time of orders based on the capacity of manufacturing
system. In many cases, we find that a shop floor is controlled by a group of
operators who make their decisions according to some rules usually given by
a guide, their experience obtained from manufacturing history, and probably
their mood of that day. Therefore, the human interference should be included
if we hope to predict the future of manufacturing. Errors might be decreased
if we can correctly identify the behaviors of operators using the past decision
data.

The identification of human behavior in manufacturing system differs
from general pattern recognition[1] in which sampling data, the
manufacturing history, have been given and random sampling is not
applicable. Therefore sufficient manufacturing history data are needed to
make it possible to identify the human behavior. The model used in this
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paper is primarily developed and originated from Bayesian thinking, where
some special transformations are introduced for constituting feature vector
from parameters of factors. On the other hand, a full non-parametric model
is proposed to dispose of both continuous and discrete variables with
irregular distributions. To solve the complexity problem where a non-
parametric model might result in an explosion of data storage[2] and the
relevance selection problem where irrelevant factors are redundant[3], we
propose a binary division method in this paper.

2. MODELLING

With respect to the problem we consider, it is unnecessary to obtain a
general model of human’s brain. In fact, it is also unrealistic until today even
if we have received some clues about its operation mechanism. In order to
clearly illustrate the essence of the problem, we formulate the process of
human’s decision making as follows. Let the operator’s surroundings be C,
the operator’s status be M , the operator’s decision mechanism be D, and the
final decision be Q . The process of human’s decision making can be
represented by Unfortunately we often only know the partial
surrounding information I around the operator and try to employ
to represent the decision process of the manufacturing system. In other
words, the decision recognition can be expressed by where R
stands for recognition mechanism. Errors are inevitable if
Therefore the topic about error decreasing in this paper is always discussed
over R.

Bayesian thinking[4] is often employed in pattern recognition. Let be
sampling space, which is composed of n independent hypotheses, noted by

The probability of occurrence for result x can be computed by
following equation:

For identification of operator’s behavior, we let hypotheses be operator’s
decision D, let results be history system data I and history decision data Q .
According to equation (1), we get

Furthermore, suppose that an operator always select no more than one job
based on the current status of surroundings. The surroundings data at that
time are addressed by a feature vector X , then (2) can be expressed by

From manufacturing history, distribution and p(X) can be
obtained although sometimes it is hard and complex to do so. For prior
distribution p(D), suppose that it is a uniform distribution. As a result, the
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posterior distribution is fundamentally determined by
Let

The can be regarded as a force, the operator’s decision, driving the
prior probability distribution p(X) to the posterior probability distribution

Finally for the future status, we predict that operator will select a
job such that i.e.,

3. DECISION ACQUISITION

As illustrated in Section 2.1, the decision recognition distribution
naturally describes the operator’s decision mechanism and shows

how much information is obtained.
To simply illustrate it, let be logarithm of probability variable

then we have

And we define

where F(D) is referred to as intensity of operator’s decision and stands
for a generalized integral operator which can compute over both discrete and
continuous variables.

In general, the higher the intensity means the stronger operator’s decision.
If the p(X) have the same distribution with we get F (D )=0. It
means that we learn nothing from manufacturing history, i.e., one might
select jobs randomly. Therefore we certainly cannot predict the future. But
for an effective identification, we always have F(D) > 0. For instance, only a
feature x is considered. Given p(x = 0) = 0.6 and p(x = 1) = 0.4 . After
operator’s decision, we get and Then how
much can we learn from history? Or F(D) = ?.

Here the is substituted by the , then we get

Note that definition of is invalid if or
Therefore integral F(D) defined in formula (8) does not always exist. To
strictly define it, we discuss some properties over so-called valid sampling
space. Let stand for valid sampling space of p (X ) such that p(X) > 0,
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for valid sampling space of such that respectively.
We have following conclusions.
[Property 1]

It can be obviously proved because a sampling point of the operator’s
decision should be one belonging to original sampling space. Particularly,

means that no more than one job waits in the buffer at any time
hence the operator has no choice but select the only one.
[Property 2] p(X)>0 if

It can be induced from property 1 and can be regarded as another
description of property 1.

Based on property 2, we can revise formula (8) as

4. NON-PARAMETRIC DISTRIBUTION

The simplest way to describe distribution of is utilization of
parametric model such as normal distribution, beta distribution etc, where
the distribution can be completely represented by some parameters such as
average value, variance, etc. However the distribution type should be known
before we employ parametric model. Thus to obtain general description of

non-parametric model is usually a possible choice.
A non-parametric distribution model is generally described by dividing

sampling space into many tiny domains, where distribution density p(X) is
almost constant. Let a domain be S , corresponding volume be V . The
probability of feature vector in S can be calculated by
According to Monte Carlo simulation[5], given m sampling data, if among
them k data fall in the domain S , the probability of feature vector in S can
be obtained by p(S)=k/m. Thus the distribution density in domain S can be
determined by

The basic two methods for modeling non-parametric distribution are
kernel density method[6][7] and k-nearest neighbors method[8]. For the
kernel density method, the probability density of a domain can be calculated

whose definiti
[Property 3] we have

on always exists.

and for
It can be concluded from property 2 and the definition of valid sampling

space. The domain is also referred to as deterministic decision space,
implying that a sampling point in which is also referred to as
deterministic decision point, will be surely recognized because zero is the
smallest value. Generally the larger the domain is, the stronger the
decision mechanism is.

let
p(X) > 0
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by fixing the volume of the domain, counting the data that fall in it. For k-
nearest neighbor method, the probability density of a domain can be
calculated by fixing the number of data that fall in the domain, changing the
volume of the domain. A main drawback of the kernel density method is that
a large domain division might result in low smooth while a small domain
division might result in low reliability due to limited history data. Moreover,
sometimes its implementation is almost infeasible. The k-nearest neighbors
method emphasizes that the volume of domain is changeable, fixing the
counts of data that fall in the domain. But it is often hard to get such a
domain. In fact, no matter what kind of method, the fundamental problem is
the division of sampling space. In next section, a binary division method is
proposed to provide such a solution, where both the volume and counts are
changeable.

5. BINARY DIVISION METHODOLOGY

Noticed that an effective decision means that decision distribution
is not a uniform distribution. The larger difference among domains

generally implies the more effective decision. So we should emphasize the
feature with less variance and consider how to divide it firstly. Here a binary
division method is one of possible choices.

Let be the sampling space, be a feature vector. At
first, a binary division is done along each feature so we get a
group of bi-subspaces, i.e., domains, denoted by and
where L stands for the left domain, R for right domain, respectively. As
described previously, instead of computing probability density

is applied to describe recognition distribution therefore we define
standing for density distribution of for

density distribution of Among k divisions only one along the
feature is really selected to be executed, which is such that

Similarly for each subspace we can obtain its
furthermore divided subspaces and by binary divisions.
And the really executed division along the feature at this
step is also such that

Apparently such a division might be carried out infinitely, producing
countless domains therefore a termination condition should be added.
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Hereby, we introduce two thresholds: an integer standing for a
threshold of sampling points for a subspace and a real number for a
threshold of the difference of density distribution between two subspaces of
the subspace The binary division process will be stopped if

where is the sampling points of the subspace and symbol
represents ‘OR’ Boolean operator.

The domain division for non-parametric distribution is equivalent to
sampling problem in signal processing. An effective technique is that the
higher density makes more divisions, vice versa. It is the threshold  that
determines how small a domain should be.

Furthermore, as we consider the problem of division of sampling space,
distinguishing relevant and irrelevant features should be also taken in
account. Clearly the model will become redundant if an irrelevant feature is
involved. Therefore is it possible that irrelevant features can be kicked out
when domains are divided?

It is clear that the times of binary division along the each feature
denoted by might be different. And it can be applied to deal with the
problem of elimination of irrelevant features. Before some conclusions are
induced, the definitions of irrelevant feature are discussed as follows.
[Definition 1] Irrelevant feature in strong sense: A feature is an
irrelevant feature if decision distribution is a uniform distribution
and independent of other features.

Using above definition and the sampling division method, we obtain the
following theorem.
[Theorem] The times of binary division along a feature is denoted by

if the feature is irrelevant to operator’s decision in strong
sense.
[Proof]
Based on equations (3), (4), we get

For the feature we have

The distribution should be uniform because and p(D)are
uniform distributions, according to definition and assumption.
The uniform property is kept for all domains if a feature is independent of
others, therefore the binary division on for any subspace is always
such that

But according to binary division method, only the binary division such
that is possibly selected and really executed. Thus the binary
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division will be never really executed on i.e.,

However we cannot induce that a feature is irrelevant one in strong sense
even if using proposed binary division. Therefore we introduce the
definition of irrelevant feature in weak sense as follows.
[Definition 2] Irrelevant feature in weak sense: A feature is an irrelevant
one if

That is, we can eliminate irrelevant features in weak sense using binary
division method.

6. AN EXAMPLE

Given a set of jobs J = {1,2,3,4,5,6,7,8,9,10}, waiting in a buffer to be
processed on a machine, its corresponding processing time and parts size are
represented by and

respectively. Let the parts size of the job before
job 1 be 20. Suppose that jobs are mounted according to sequence

Define feature vector
where

To simplify our example, we suppose that p(X) is approximately a
uniform distribution. Therefore is determined by
According to above processing sequence, we obtain a set of sampling data

where we needn’t make a decision for the last job thus only 9 data are
generated. Let The result of binary division along
is shown in Fig. 1 and obtained histogram is shown in Fig. 2.

Fig.1 indicates that both of and might be related to operators’
decision because division times along them, 7 and 4 respectively, are larger
than 0. Fig. 2 illustrates the recognition information for operator decision,
which is equivalent to due to our assumption that p(X) is
approximately a uniform distribution. It shows that an operator will select a
job to be mounted using minimum processing time rule mixed with identical
parts size preference. Some domains in Fig.2, whose distribution density
equals 0, are invalid because of insufficient data. Therefore generally more
past data should be provided if we want to obtain a perfect result.
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Figure1. Binary divisions performed on 2 dimensions

Figure 2. Distribution density after binary division

7. CONCLUSIONS

To recognize operators’ decision for a manufacturing system, a model
induced from Bayesian thinking is proposed in this paper. We employ non-
parametric distribution model to address it and propose a binary division
method, whose properties are investigated. It shows that proposed method
has the advantage of compressing the model as small as possible, eliminating
irrelevant features as well. An example is provided to illustrate the
recognition of the operators’ decisions.
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