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Subject and Outline

The production management approach Just-In-Time (JIT) gained worldwide promi-

nence when the rest of the world noticed the increasing success of Japanese compa-

nies in the late 1970s and early 1980s. As one major operational element of JIT, the

kanban control system became a popular topic in western research and industry (e.g.,

Sugimori et al. 1977, Monden 1981a-d, 1998; Kimura andTerada 1981, Schonberger

1982, Hall 1983, Ohno 1988, Shingo 1989). Manufacturing companies outside Japan

began to use kanbans to control production and flow of material. Several empirical

studies document that kanban control bears great potential to significantly improve

operations (e.g., White, Pearson, and Wilson 1999, Fullerton and McWatters 2001,

White and Prybutok 2001).

Some operational improvements that follow the implementation of kanban sys-

tems are commonly attributed to organizational changes rather than to the kanban

principle itself. A company, however, may reap the full benefits of kanban control

only after determining an optimal or near-optimal system configuration. Finding such

a configuration requires methods that can determine key performance measures, such

as average fill rates and average inventory levels. Computer simulation may generally

be used to analyze the performance of a system, but to identify an optimal configura-

tion, many different system variants may have to be evaluated. To finish the search in

a reasonable amount of time, the evaluation method should be fast—reliable simula-

tion, however, is usually very time-consuming. Analytical (mathematical) evaluation

methods are therefore needed that can determine key performance measures quickly,

even if these methods only approximate the true performance of the system.

Some analytical evaluation methods can be found in the literature, particularly

for systems with a single product. Kanban systems in industrial operations, how-
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ever, usually control the production of several different products produced on shared

manufacturing facilities (e.g., Anupindi and Tayur 1998). For the analysis of such

multi-product kanban systems, we propose a construction-kit approach that makes it

possible to build stochastic analytical models of a large class of single- and multi-

product kanban systems.

Outline. In the following two chapters, we describe different implementations of

kanban control, and we review the literature on stochastic models of kanban sys-

tems. The review shows that most models published so far represent single-product

systems. In Chapter 4, we introduce the center part of our research: a construction-

kit approach that yields new models of single- and multi-stage kanban systems with

single- and multi-product manufacturing facilities.

The details of the construction-kit approach are given in Chapters 5-8. First,

we develop three different one-product models that are the basic building blocks

("components") of the construction kit (Chapter 5). Then, in Chapter 6, we describe

two procedures to build modules ("subassemblies") consisting of several instances

of the second and the third one-product model, respectively. The subassemblies are

models of kanban-controlled multi-product manufacturing systems with one and two

production stage(s). They may be used to build composite models of systems with

multiple stages. The general technique for linking models of single- and two-stage

(sub-)systems is explained in Chapter 7. Technical restrictions limit the applicability

of the basic version of the model construction kit to systems without multi-product

facilities in immediate succession. A modeling trick, however, may be used to work

around this limitation so that the extended version of the construction kit may be

used to build models of systems with multi-product facilities in series (Chapter 8).

Since most models built with the construction kit only approximate the true be-

havior of the modeled systems, the quality of the approximation is of primary con-

cern. We conducted systematic tests to examine the approximation quality for sev-

eral important modeling examples. The results of these tests are reported in Chap-

ter 9. Heuristic procedures were used to identify plausible kanban configurations for

the test instances. The algorithms of these procedures are given in the appendix. In

Chapter 10, we demonstrate how models generated with the construction kit may

be used to study the behavior of kanban systems. We give numerous examples for

different system variants. Finally, in Chapter 11, we conclude with a summary and

directions for future research. A comprehensive list of all symbols and abbreviations

is provided after the appendix (pp. 223-230).



Kanban-Controlled Manufacturing Systems:
Basic Version and Variations

2.1 Basic Kanban System

2.2 Backorders

2.3 Multiple Stages

2.4 Material Transfer Schemes

2.1 Basic Kanban System

The least complex variant of a kanban-controlled manufacturing system with multi-

ple products is a system with a single multi-product manufacturing facility. Besides

the production facility, the system contains a scheduling board, an output store for

finished products, containers to store and carry finished items, and one set of kanbans

for each product in the system (Fig. 2.1).

Traditionally, a kanban is a tag-like card (kanban is Japanese meaning "card" or

"visible record" [Schonberger 1982, p. 17]). One kanban must be attached to each

container in the output store. The number of kanbans is limited, restricting the max-

imum amount of finished items in the system. When a container is withdrawn, the

accompanying kanban is detached from the container and placed on the scheduling

board. Alternatively, the kanban may be detached when the last item is removed from

the container (this is equivalent to using a fixed number of containers to limit the

maximum inventory of a product). Also, removed kanbans may be put in a kanban

collection box located in the output store before they are transferred to the scheduling

board, either when a given number of kanbans has accumulated or when a specified
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Manufacturing facility

Fig. 2.1. Basic kanban system with three different products
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Fig. 2.2. Model of a single-stage multi-product kanban system without backorders (adapted
from Mitra and Mitrani 1990, Fig. 3)

amount of time has elapsed from the last transfer. A detached or "active" kanban au-

thorizes manufacture of one standard container of the product indicated on the card.

When a container has been filled with the prescribed number of items, the now "inac-

tive" kanban is affixed to the container and the container is transferred to the output

store (Fig. 2.2).
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Fig. 2.3. Model of a single-stage single-product kanban system without backorders

Between the production of different products, setup changes must be performed

that may consume a significant amount of time. A setup change protocol defines

the rules for deciding when and to which other setup the current setup of the manu-

facturing facility should be changed next. One option is that items of a product are

processed until there are no more active kanbans for this product on the scheduling

board {exhaustive processing). Then the manufacturing facility is being set up for

the next product according to a predetermined fixed cyclic setup sequence, for exam-

ple, product 1, product 2, product 3 (repeated). Should no kanban be active for the

next product, then this product is skipped. Should no kanban be active for any prod-

uct, then the manufacturing facility idles. During the idle period, the current setup is

maintained so that the manufacturing facility may immediately resume production if

the next active kanban authorizes production of the product that was manufactured

last. We refer to this setup change protocol as cyclic-exhaustive processing. Several

other setup change protocols are suggested in the literature (e.g., Amin and Altiok

1997).

Single-product systems. A single-stage single-product kanban system is a special

case of the basic kanban system. The manufacturing facility processes items as long

as active kanbans are available and idles when all kanbans are inactive (Fig. 2.3).

Setup changes and, hence, setup change protocols are not required.
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2.2 Backorders

In the basic kanban system, customers whose demand cannot be filled from stock do

not wait until the system can meet their demand. They either withdraw their request,

or they turn to a different supplier who offers the same product, possibly at somewhat

less favorable conditions (e.g., higher price, lower quality). As a result, no backorders

accumulate in the basic kanban system.

In a different system, customers may have no alternative but to wait until their

demand is satisfied. This is the standard situation for manufacturing stages that draw

raw material or parts from a single supplier (the supplier may be the preceding

manufacturing stage or an outside supplier). In those systems, the maximum num-

ber of backorders depends on the number of customers who generate requests. If

there is only a single customer—the standard in serial manufacturing systems with

one producing and one consuming manufacturing facility for each product—then

the maximum number of backorders is one, and the demand source runs dry during

the backorder situation. If there are several customers, then the maximum number

of backorders equals the number of customers, and the average arrival rate of de-

mand changes with the number of backorders. If customers have a local inventory

of input material with a given target inventory level, then the maximum number of

backorders a single customer can cause equals the target inventory level plus one

(the additional backorder is due to the customer waiting for input material). If the

number of customers is very large—a common situation for final products sold to

private customers—then the number of backorders may become practically infinite,

and the average arrival rate of demand is not significantly affected by the number of

waiting customers.

It is also possible that a customer with outstanding orders continues generating

new orders with constant average rate. This behavior, for example, may be observed

in some assembly lines: rather than stopping the line, missing parts are added after

the incomplete products have passed the last station and are waiting in a designated

buffer area for unfinished products. In those systems, the number of backorders (for

input material) is unlimited, even if there is only a single customer (the assembly

system), and the average arrival rate of demand is independent of the number of

backorders.

Finally, customers may accept a waiting time only if the total number of un-

filled orders in the system is below a certain limit. Otherwise, they either withdraw

their request or contact a different supplier. Assuming that all costumers consider the

same number of backorders in the system prohibitive, then the maximum number of
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Fig. 2.4. Model of a single-stage multi-product kanban system with a limited number of back-
orders and lost demand

backorders equals the number of customers if the number of customers is less than

the prohibitive number of unprocessed orders. Otherwise, the maximum number of

backorders equals the prohibitive value. The average arrival rate of demand depends

on the number of waiting customers, unless the number of customers is very large.

If customers keep generating new requests irrespective of outstanding orders, then

the maximum number of backorders always equals the prohibitive number of unpro-

cessed orders, and the average arrival rate of demand is independent of the number

of backorders in the system.

The model of a single-stage multi-product kanban system with a limited number

of backorders and lost demand is illustrated in Figure 2.4.

2.3 Multiple Stages

In a kanban system with two or more production stages, the processed items of one

stage are the (main) input material of the following stage. Unlike the manufactur-

ing facility in the basic kanban system, the manufacturing facilities may experience

shortage of input material (starvation). For modeling purposes, we define that in-
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Stage 1 Stage 2

o
input/output flow Kanbanflow Demandflow >™fw* Fork of output Join of output Buffer with Demand

F v and kanban and kanban and demand limited capacity source

Fig. 2.5. Model of a two-stage single-product kanban system with type-1 material transfer, a
limited number of backorders, and lost demand

put material for the first stage is always available in the required quantities, that is,

manufacturing facilities in the first stage never starve. If manufacturing facilities in

the first stage of the modeled system may experience shortage of input material, we

declare that the first stage of the model corresponds to the procurement process of

the input material for the first stage of the real system, and that the second stage of

the model represents the first stage of the modeled system.

Production of each product in each stage is controlled by a distinct kanban loop

with a fixed number of kanbans (Figs. 2.5 and 2.6). Immediately before the beginning

of production, a container with input material is withdrawn from the output store of

the preceding stage. Should no material be available, then the manufacturing facility

either waits until new material arrives, or the setup is changed to process items of a

different product.

The setup change protocol in multi-stage kanban systems must consider that, at

some times, input material may not be available for products with active kanbans.

One possible setup change protocol is cyclic-exhaustive processing with limited in-

put material. With this setup change protocol, the precondition for a setup is that at

least one active kanban and one container with input material must be available. Once

the manufacturing facility has been set up for a specific product, it processes items

of this product until either the number of active kanbans is zero, that is, all empty

containers for the product have been filled, or the input material is depleted. Then the

manufacturing facility is being set up for the next product that meets the setup con-
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Table 2.1. Classification of Material Transfer Schemes

Output Store Stage m

Input Store Stage m + 1

Typel

Withdrawal

immediately before

start of production

Output Store Stage m

Input Store Stage m + 1

Type 2

Withdrawal

immediately after

activation ofkanban

One-Card System

Type 3

Fixed

quantity, variable

withdrawal cycle

Type 4

Fixed

withdrawal cycle,

variable quantity

Two-Card System

dition. The order in which products are considered for production is stipulated by a

predetermined fixed cyclic setup sequence, for example, product 1, product 2, prod-

uct 3 (repeated). Should no product meet the setup condition, then the manufacturing

facility idles until one product can offer at least one active kanban and one container

with input material. If the first product to meet the setup condition is the same prod-

uct that was manufactured last, then no setup activities are required and production

may resume instantly. Otherwise, a setup change is initiated and production starts

upon completion of the setup process.

2.4 Material Transfer Schemes

Multi-stage kanban systems may be classified by the rules for transferring containers

from the output store of one stage, say stage m, to the input store of the following

stage, say stage m+l. At least four different set of rules may be found in the liter-

ature. In some systems, the output store of a stage is also the input store of the next

stage. Consequently, there is no need for a transfer mechanism. In systems with sep-

arate output and input stores, the transfer of containers from the output store to the

input store may be executed at different points in time. In Table 2.1, we summarize

four different material transfer schemes. Each type is shortly explained in the follow-

ing paragraphs. A discussion of the different transfer types is provided by Berkley

(1991).

Type-1 material transfer. The output store of a stage is also the input store of the

following stage, and material is withdrawn from the store immediately before start of

production. This scheme has been labeled "late material transfer" by Gstettner and

Kuhn (1996).
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Type-2 material transfer. The output store of a stage is physically separated from

the input store of the next stage. The material from the output store of stage m is

withdrawn immediately after activation of a kanban in stage m+l (the active kan-

ban authorizes the withdrawal of a container with input material). The kanban is

attached to the container and both join the queue in front of the manufacturing facil-

ity of stage m + 1. If the output store of stage m is empty upon activation of a kanban

in stage m+l, then the transfer is delayed until the manufacturing facility of stage m

completes a container with the appropriate parts. This scheme, first described by Mi-

tra and Mitrani (1990), has been labeled "immediate material transfer" by Gstettner

and Kuhn (1996).

Type-3 and type-4 material transfer. The output store of a stage is physically

separated from the input store of the following stage, and an additional set of cards,

called withdrawal, conveyance, delivery, move, or transportation kanbans, is used to

organize the transfer of containers between the stages (e.g., Monden 1998, Chap. 2).

These systems are commonly referred to as two-card or dual-card kanban systems,

in contrast to one-card or single-card kanban systems that only use a single card

type. A withdrawal kanban must be attached to each container in the input store

of a stage. When a container is taken up for production, the withdrawal kanban is

removed and put into a kanban collection box. Eventually, a carrier takes the with-

drawal kanbans out of the box and moves to the output store of the preceding stage.

There, he withdraws a full container for each withdrawal kanban in his possession,

removes the regular kanban from each container, and attaches one of the withdrawal

kanbans instead (the regular kanbans are often called production kanbans in two-card

kanban systems). Then he carries the containers to the input store of stage m+l. The

removed production kanbans are put into a box from which they are eventually col-

lected by a worker who places them on the scheduling board of stage m. If the carrier

finds fewer containers in the output store than he holds withdrawal kanbans in his

possession, then he returns the extra kanbans to stage m + l and puts them back into

the kanban collection box in the input store of stage m+l.

The point in time when the carrier removes the withdrawal kanbans from the kan-

ban collection box is determined by one of two different schemes: (1) fixed quantity,

variable withdrawal cycle (type-3 material transfer), or (2) fixed withdrawal cycle,

variable quantity (periodic material handling, type-4 material transfer). In the first

scheme, the carrier removes the withdrawal kanbans when a predetermined fixed

number of cards has accumulated. The length of the withdrawal cycle, that is, the
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time between consecutive material transfers, may therefore vary. With the second

scheme, the carrier removes the kanbans periodically, following a predetermined

fixed schedule. Here, the withdrawal cycle is fixed and the number of cards may

vary. Note that type-3 material transfer is equivalent to type-2 material transfer if the

fixed withdrawal quantity is set to one.



Literature Review: Models of Kanban Systems

3.1 Single-Product Kanban Systems
3.1.1 Single-Stage Systems
3.1.2 Two-Stage Systems
3.1.3 Multi-Stage Systems

3.2 Two-Product Kanban Systems
3.2.1 Single-Stage Systems
3.2.2 Multi-Stage Systems

3.3 Multi-Product Kanban Systems
3.3.1 Single-Stage Systems
3.3.2 Multi-Stage Systems

In this chapter, we review the literature on analytical stochastic models of kanban-

controlled manufacturing systems. The review reveals that several mathematically

tractable analytical models exist, however, almost exclusively for the evaluation of

single-product systems. For multi-product kanban systems, only a small number of

models may be found.

Other reviews are provided by Uzsoy and Martin-Vega (1990), Berkley (1992b),

Singh and Brar (1992), Groenevelt (1993), Huang and Kusiak (1996), and Akturk

and Erhun (1999). They also include simulation studies and deterministic models.

Unless explicitly stated otherwise, the manufacturing facilities are assumed to

be perfectly reliable, input material (first stage) is always available in the quanti-

ties needed, containers contain only good parts, no parts are scrapped, transportation

times between stages and withdrawal times are negligible, all processes are stochas-
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tic, all random variables are mutually independent, each product is produced and

demanded by one manufacturing facility only, and a single (main) input is permitted

for each processing operation (other inputs are admissible if they are always avail-

able). Systems that deviate from these assumptions are listed as "different systems."

In the systems that we consider here as kanban systems, several single- and/or

multi-product manufacturing facilities (in parallel) may belong to a production stage,

but a set of kanbans always controls the production of exactly one product in ex-

actly one manufacturing facility, and the manufacturing facility can only process one

item at a time. Other authors have a different, more general understanding of kan-

ban systems. Schomig (1997, Section 4.5), for example, analyzes systems in which

the same set of kanbans is used for all products of a stage. Di Mascolo, Frein, and

Dallery (1992,1996) study systems in which one set of kanbans is used to control the

production of one product in one production stage, but there may be several manufac-

turing facilities and intermediate buffers in the production stage, arranged in series

or in more complex formations (also De Araujo, Di Mascolo, and Frein 1993, Duri,

Frein, and Di Mascolo 1995, Di Mascolo 1996, and Baynat et al. 2001). Hence, more

than one item of a product may be being processed at the same time. In the review,

we consider the results presented in these papers as far as they apply to systems with

one manufacturing facility per stage.

3.1 Single-Product Kanban Systems

3.1.1 Single-Stage Systems

In this section, we review articles on analytical evaluation procedures for single-

product kanban systems with one kanban-controlled production stage. A compre-

hensive presentation with additional system variations may be found in Buzacott and

Shanthikumar 1993 (Section 4.3) under the label "single-stage single-product-type

produce-to-stock systems."

Limited number of backorders. Jordan (1988) notes that closed-form results for

queueing networks with exponential and Erlang distributions may be used to obtain

steady-state performance measures for single-stage single-product kanban systems in

which the demand is generated by a downstream manufacturing facility that is never

blocked (it is always producing, provided input material is available). In this sys-

tem, the maximum number of backorders is one (Bmax = 1) because the consuming
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manufacturing facility stops generating additional demands—as it stops producing

(and thus consuming inputs)—when it lacks one container of input material (this is

the situation where the number of backorders is one for the kanban-controlled manu-

facturing facility). For the case that the processing times of the producing and the

consuming manufacturing facility are exponentially distributed with identical con-

tainer processing rates, he gives equations for the average production rate and for

the average number of full containers in the system (including the container in the

downstream facility). The results are exact.

Karmarkar and Kekre (1989) model single-stage single-product kanban systems

in which withdrawal kanbans are used to control the removal of full containers from

the output store of the manufacturing facility. The removed containers are trans-

ported to a different, physically separated storage area from which external de-

mand is met. The maximum number of backorders is given by the number of with-

drawal kanbans. This implies that no customer waits for a full container if none is

available at the time of his arrival. Since at least one withdrawal kanban must be

present in the system, the maximum number of kanbans is always greater than zero

(fimax > 1). Demand arrivals are assumed to be Poisson, and processing times are

exponential. The authors observe that their model is a truncated (finite) birth-and-

death process, and they derive closed-form expressions for the steady-state prob-

abilities of the system states (Equation (7) in the paper should be revised to read

p(i) = [pN-{(l -p)]/(I - p N + M + x ) , i = -M, - M + 1,... , 0 , 1 , . . . ,N). The results

are exact. The model of the kanban system is equivalent to the model of the standard

M/M/l/N queueing system: the customers in the queueing system correspond to the

active kanbans and backorders in the kanban system, and the maximum number of

customers in the queueing system, N, is equal to the sum of the number of kanbans

and the maximum number of backorders, K + Bmax, in the kanban system.

Unlimited number of backorders. Karmarkar and Kekre (1989) observe that

single-stage single-product kanban systems with exponential processing times, Pois-

son demand arrivals, and an unlimited number of backorders may be described ex-

actly by a semi-infinite birth-and-death process. The authors provide a closed-form

expression for the steady-state probability distribution of the system. The results

are exact. This particular infinite-state Continuous-Time Markov Chain (CTMC) is

equivalent to the CTMC of the standard M/M/l queueing system and, hence, the

same closed-form expressions for the steady-state probabilities of the system states

apply.
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Kim and Tang (1997) employ Erlang-fc distributed times between the activation

of kanbans where the number of Erlang phases, k, is equal to the container size as

they assume that demand for single items, as opposed to demand for single contain-

ers, arrives according to a Poisson process. Each container is filled with k items. The

processing time for a container of items (including a setup time) is assumed to be ex-

ponentially distributed. The model of this kanban system is equivalent to the model

of a standard Ek/M/l queueing system. This type of queueing system is also known

as "bulk service system" since the server provides service to bulks of size k. Closed-

form expressions exist for the steady-state probabilities of the states (e.g., Kleinrock

1975, Section 4.4). The results are exact.

Seki and Hoshino (1999) use the equivalence to an M/E^/l queueing system

("bulk arrival system") to model single-product single-stage kanban systems with

Erlang-& processing times and Poisson demand arrivals. The authors assume that de-

mand occurs for single items, and that a kanban is attached to each single finished

item. The same queueing model may be employed to analyze single-product single-

stage kanban systems with demand occurring for containers of size k and identically

distributed exponential item processing times (hence, Erlang-£ container processing

times). Closed-form expressions exist for the steady-state probabilities of the states

(e.g., Kleinrock 1975, Section 4.3). The results are exact. Besides the stationary be-

havior of the kanban system, Seki and Hoshino (1999) mainly focus on the transient

system behavior.

Different systems. So and Pinault (1988) consider single-stage single-product

kanban systems in which a minimum number of kanbans must be active before pro-

cessing may start (threshold policy). They assume exponential container processing

times, Poisson demand arrivals (for containers), and an unlimited number of back-

orders. The authors observe that their system is equivalent to an E^/M/l queueing

system. For systems with general demand interarrival and processing times, they pro-

pose to use a scaling factor in the calculations based on the coefficients of variation

of the processing time and the demand interarrival time. They suggest an expression

for this scaling factor based on empirical results. In addition, the authors describe

further modifications to include the possibility of machine breakdowns and multiple

parallel manufacturing facilities in the stage. The results are exact for systems with

one manufacturing facility, no breakdowns, exponential container processing times,

and Poisson demand arrivals (for containers). For all other systems, the results are

approximate.



3.1 Single-Product Kanban Systems 17

Jordan (1988) sketches a discrete-time Markov chain for a basic assembly sys-

tem with two kanban-controlled supplying manufacturing facilities and one assembly

facility that is never blocked. As soon as one supplier is out of stock, the demand pro-

cess is interrupted for both supplying manufacturing facilities. Hence, the maximum

number of backorders is one for each supplier. The results are exact if the processing

times of the modeled system follow a geometric distribution.

Wang and Wang (1990, 1991a, 1991b) model single-stage single-product kan-

ban systems for which demand is generated by a manufacturing facility that is never

blocked. In contrast to most other kanban systems, production is not controlled by

cards, but by a limited number of containers, although production and withdrawal

kanbans do circulate in the system. The manufacturing facility may start processing

items only if an empty container is available. The consuming stage releases a con-

tainer only after the last item has been removed. In this type of kanban system, the

maximum number of full containers in the output store equals the number of con-

tainers minus one. As long as at least one container is partially filled, this container

resides in the consuming stage. A backorder condition exists when all containers are

empty. The authors assume exponential processing times in both stages and model

the system as a CTMC. They determine the steady-state probabilities of the system

states by solving the balance equations of the CTMC. The results are exact. Nori and

Sarker (1998) note that the model is equivalent to the standard M/M/l/N queueing

model. They suggest to use the closed-form expressions available for this queueing

model to find the steady-state probabilities of the states of the system.

Wang and Wang (1990,1991b) also describe a CTMC for assembly systems with

several kanban-controlled manufacturing facilities supplying parts or subassemblies

to one assembly facility. The processing times are assumed to be exponentially dis-

tributed. The authors solve the balance equations numerically to obtain the steady-

state probabilities of the system states. The results are exact.

3.1.2 Two-Stage Systems

Type-1 material transfer, no backorders. Karmarkar and Kekre (1989) illustrate

a finite-state two-dimensional CTMC for two-stage single-product kanban systems

with exponential processing times and Poisson demand arrivals. Demand that cannot

be filled immediately is lost (no backorders), and the second stage withdraws ma-

terial from the output store of the first stage just before start of production (type-1

material transfer). Since no closed-form solution exists for this CTMC, the authors
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determine the steady-state probabilities of the system states by solving the system of

linear equations given by the balance equations. The results are exact.

3.1.3 Multi-Stage Systems

Type-1 Material Transfer

No backorders. Buzacott and Shanthikumar (1993, Section 5.5) treat kanban sys-

tems with type-1 material transfer as "produce-to-stock flow lines." They explain

how their decomposition approach for finite-buffer flow lines with general processing

times may be adapted for the analysis of multi-stage single-product kanban systems

with type-1 material transfer, general processing times, Poisson demand arrivals, and

no backorders (Buzacott and Shanthikumar 1993, Section 5.5.1). They model the

output store of the last stage with the arrival and the departure of containers as an

G/M/l/N queueing system where the number of customers in the system (includ-

ing the one in service) corresponds to the number of full containers in the output

store, and the service completion instant corresponds to the instant when an arriv-

ing demand is met from stock. The authors also describe how a G/G/l/N queueing

system may be used to represent a general demand arrival process with indepen-

dent and identically distributed interarrival times. The results of both procedures are

approximate.

Limited number of backorders. Several authors consider multi-stage single-

product kanban systems with type-1 material transfer and infinite demand at the last

stage (Berkley 1990, 1991; Mitra and Mitrani 1990 [they refer to kanban systems

with type-1 material transfer as systems with "modified kanban discipline"], and

Wang and Wang 1991a). Alternatively, those systems may be viewed as multi-stage

systems with a limited number of backorders (#max = 1), where the last stage is the

customer of the system and a backorder condition exists when the last stage is wait-

ing for processed items of the preceding stage. The authors observe an equivalence

to tandem queueing networks and finite-buffer flow lines with tandem configura-

tion and propose the use of evaluation procedures developed for these systems to

approximate steady-state performance measures of the considered multi-stage kan-

ban systems. Gstettner and Kuhn (1996) show in detail how the algorithm given in

Buzacott and Shanthikumar 1993 (p. 200) for finite-buffer flow lines may be applied

to the analysis of kanban systems. They also report results of comparisons between

approximations obtained with this algorithm and point estimates determined with

stochastic simulation.
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Unlimited number of backorders. Buzacott and Shanthikumar (1993, Sec-

tion 5.5.2) describe how their decomposition approach for finite-buffer flow lines

with general processing times may be adapted for the analysis of kanban systems

with type-1 material transfer, general processing times, a general demand arrival pro-

cess, and an unlimited number of backorders. They use a G/G/l queueing system to

model the output store of the last stage. The results are approximate.

Different systems. Siha (1994) proposes a CTMC for multi-stage single-product

kanban systems with exponential processing times and Poisson demand arrivals

where the number of parallel manufacturing facilities in a stage is equal to the num-

ber of kanbans. As a consequence, processing may start instantly when a kanban is

activated, provided that input material is available. The author determines the steady-

state probability of each state by solving the system of linear equations given by the

balance equations. Thus, he obtains exact values for steady-state performance mea-

sures, but he also encounters the dimensionality problem of CTMC which limits this

approach to systems with a few stages and a modest number of kanbans.

Deleersnyder et al. (1989) describe a finite-state discrete-time Markov chain for

multi-stage single-product kanban systems with type-1 material transfer, constant

and for all machines identical processing times, symmetric binomial demand arrivals,

a limited number of backorders (_Bmax > 1), and unreliable machines. The results

are exact. The curse of dimensionality, however, also applies to this discrete-time

Markov chain.

Schmidbauer and Rosch (1994) consider multi-stage single-product kanban sys-

tems with type-1 material transfer, constant and for all machines identical processing

times, Poisson demand arrivals, no backorders, and unreliable machines. They pro-

pose a decomposition approach where the single-stage subsystems are modeled as

discrete-time Markov chains. The results are approximate.

Type-2 Material Transfer

Limited number of backorders. Mitra and Mitrani (1990) consider multi-stage

single-product kanban systems with type-2 material transfer, exponential process-

ing times, and infinite demand for full containers of the last stage. Alternatively,

the manufacturing facility of the last stage may be interpreted as the costumer of

the system. The manufacturing facility of the last stage generates demands with ex-

ponential interarrival times and may cause a limited number of backorders (Bmax =

number of kanbans of the last stage). The authors develop a decomposition approach
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to approximate steady-state performance measures. Albino, Dassisti, and Okogbaa

(1995) and Fujiwara et al. (1998) consider the same type of kanban system and pro-

pose modifications to the decomposition approach introduced by Mitra and Mitrani

(1990). The authors of the first paper also describe the details of an exact model of

the system, a finite-state CTMC. The authors of the second paper extend the model

by considering that raw parts for the first stage are procured from several suppliers

with exponential procurement lead times.

Di Mascolo, Frein, and Dallery (1992, 1996) analyze systems very similar to the

ones studied by Mitra and Mitrani (1990). The main difference is that processing

times, and, thus, the interarrival times of the last stage's demands, may be phase-

type distributed. The authors also use a more general definition of kanban-controlled

systems: one set of kanbans may control the production of a product on several

manufacturing facilities so that several items may be in process at the same time.

This definition includes the type of kanban system considered by Mitra and Mitrani

(1990)—one manufacturing facility (and one product) per set of kanbans—as a spe-

cial case. Di Mascolo, Frein, and Dallery (1992, 1996) also propose an approximate

decomposition method.

Unlimited number of backorders. So and Pinault (1988) develop a heuristic ap-

proach for estimating the average fraction of backordered demand for two-stage

single-product kanban systems with type-2 material transfer, exponential process-

ing times, Poisson demand arrivals, and an unlimited number of backorders. They

state that a similar heuristic may be used for systems with more than two stages.

Mitra and Mitrani (1991) present a decomposition approach for multi-stage

single-product kanban systems with type-2 material transfer, exponential processing

times, Poisson demand arrivals, and an unlimited number of backorders. The results

are approximate. The proposed procedure is a modified version of the one given in

Mitra and Mitrani 1990 for systems with a limited number of backorders.

Di Mascolo, Frein, and Dallery (1992, 1996) also propose a decomposition ap-

proach for the analysis of multi-stage single-product kanban systems with type-2

material transfer, Poisson demand arrivals, and an unlimited number of backorders.

The main difference to the systems analyzed by Mitra and Mitrani (1991) is that

processing times may be phase-type distributed. Di Mascolo (1996) extends this

approach for systems with more general demand arrival processes (approximated

by phase-type distributions). The results of both procedures are approximate. Bay-

nat et al. (2001) present a different way of deriving the decomposition approach of
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Di Mascolo, Frein, and Dallery (1992, 1996). They develop a computational algo-

rithm that appears to be considerably faster than the original.

Different systems. So and Pinault (1988) describe a procedure for estimating the

average fraction of backordered demand of two-stage systems with unreliable ma-

chines. They also indicate how this approach may be extended to systems with more

than two stages.

De Araujo, Di Mascolo, and Frein (1993) and Baynat et al. (2001) modify the

decomposition method proposed by Di Mascolo, Frein, and Dallery (1992, 1996)

for systems with two suppliers for the (identical) input material of the first stage

(merge-structure) and with two customers for the (identical) output of the last stage

(split-structure). Di Mascolo and Dallery (1996) and Baynat et al. (2001) describe

how the decomposition method may be extended to represent the manufacture of

products with more than one input (assembly-structure).

Xiaobo, Gong, and Wang (2002) consider multi-stage single-product kanban sys-

tems with type-2 material transfer, exponential processing times, and one vehicle be-

tween successive stages. Here, transfer times are modeled explicitly. The times for

one way are assumed to be exponentially distributed, hence, the demand interarrival

times for the last manufacturing facility are Erlang-2. The number of backorders for

finished products of the last kanban-controlled manufacturing facility is limited to

one, since the vehicle between the output store of this manufacturing facility and

a storage area with unlimited capacity waits at the output store for the arrival of the

next container with finished products, if it finds the output store empty after returning

from the storage area. The authors propose a decomposition approach to approximate

steady-state performance measures.

Type-3 Material Transfer

Limited number of backorders. Berkley (1990, 1991, 1994) describes a CTMC

for multi-stage single-product kanban systems with type-3 material transfer, fixed

withdrawal quantity equal to one, exponential or phase-type processing times, zero

transportation and kanban handling times, and infinite demand at the last stage. Al-

ternatively, the manufacturing facility of the last stage may be viewed as the demand

source for the upstream part of the system that generates a new demand each time

it completes filling a container, that is, immediately before starting production for

the next container to be filled. Demand interarrival times for the upstream part of

the system are therefore either exponentially or phase-type distributed, depending
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on the processing time distribution of the manufacturing facility of the last stage,

and the number of backorders is limited to the number of withdrawal kanbans of the

last stage plus one. The model provides exact results for steady-state performance

measures. The dimensionality problem of Markov-chain analysis, however, limits

the applicability of this approach to systems with very few stages and kanbans. Even

with one-phase—that is, exponential—processing times, the number of states of the

CTMC is soon too large to construct and solve the model in reasonable time.

Berkley (1991) shows that these kanban systems are equivalent to tandem queue-

ing networks (it is crucial that the fixed withdrawal quantity is one and that trans-

portation and kanban handling times are zero). The same decomposition methods

that have been proposed for tandem queueing networks, finite-buffer flow lines, and

multi-stage single-product kanban systems with type-1 material transfer and a lim-

ited number of backorders may therefore be used to approximate the steady-state

behavior of these kanban systems.

Type-4 Material Transfer

Limited number of backorders. Berkley (1992a) introduces a decomposition ap-

proach for multi-stage single-product kanban systems with periodic material han-

dling. He assumes that material transfers between all stages take place simultane-

ously according to the same withdrawal cycle, and that the transfer times are zero.

Processing times are Erlang-fc and the maximum number of backorders is equal to

the number of withdrawal kanbans of the consuming manufacturing facility plus one.

The results of the presented procedure are approximate.

3.2 Two-Product Kanban Systems

3.2.1 Single-Stage Systems

No backorders. Duri, Frein, and Di Mascolo (1995) develop a finite-state CTMC

of a single-stage two-product kanban system with mutually independent Poisson de-

mand arrivals, no backorders, zero setup times, and either exponential or Cox-2 pro-

cessing times (they employ the two-phase Cox distribution to approximate general

processing times). When kanbans are active for both products, the product to be

processed next is determined randomly (to approximate first-come-first-served pro-

cessing policy in the modeled system). The probability that a particular product is

chosen is set equal to the proportion of this product's number of active kanbans to
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the total number of active kanbans. The proposed model is a finite-state CTMC, and

the authors solve the balance equations numerically to determine the steady-state

probabilities of the different states. The results are exact for the assumed random

processing discipline, they are approximate for the first-come-first-served process-

ing policy.

3.2.2 Multi-Stage Systems

Type-2 material transfer, unlimited number of backorders. Duri, Frein, and

Di Mascolo (1995) extend the decomposition method introduced by Di Mascolo,

Frein, and Dallery (1992, 1996) for the analysis of multi-stage kanban systems with

type-2 material transfer, manufacturing facilities shared by two products, mutually

independent Poisson demand arrivals, an unlimited number of backorders, zero setup

times, first-come-first-served processing policy (approximated by a random process-

ing discipline), and either exponential or general processing times (approximated by

two-phase Cox distributions). The results are approximate.

3.3 Multi-Product Kanban Systems

3.3.1 Single-Stage Systems

Negligible Setup Times

No backorders or a limited number of backorders. In their book on stochas-

tic models of manufacturing systems, Buzacott and Shanthikumar have a section on

"multiple-product-type produce-to-stock systems" (1993, Section 4.4). These sys-

tems are equivalent to single-stage multi-product kanban systems with a fully flexi-

ble manufacturing facility (zero setup times). The authors assume mutually indepen-

dent Poisson demand arrivals (with potentially different average arrival rates) and

identically distributed processing times for the products. They employ an analogy to

multi-class queueing systems and give exact equations for the steady-state probabil-

ities of the system states for systems with exponential processing times, first-come-

first-served service protocol, and no backorders (Bmax = 0) or a limited number of

backorders (fimax > 1). They also provide approximations for systems with general

processing times, an unlimited number of backorders, and first-come-first-served or

non-preemptive priority processing protocol.
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State-Independent Setups

No backorders. Krieg and Kuhn (2002a) describe a decomposition method for

single-stage multi-product kanban systems with a shared manufacturing facility, ex-

ponential processing and setup times, mutually independent Poisson demand ar-

rivals, no backorders, exhaustive processing, and state-independent setups (setup

changes are performed even if no kanban is active). This setup policy implies that

the manufacturing facility never idles, it is either processing items or being set up for

the next product. While a system with state-independent setups is easier to analyze—

compared to a system with state-dependent setups—it is less realistic. Should the

total traffic intensity be low, potential manufacturing time is lost and setup costs are

incurred due to unnecessary setup changes.

Unlimited number of backorders. In the context of stochastic lot scheduling

problems (a review is given by Sox et al. 1999), Federgruen and Katalan (1996) and

Markowitz, Reiman, and Wein (2000) analyze systems very similar to the single-

stage multi-product kanban systems studied by Krieg and Kuhn (2002a). Setup

changes are also performed independently of the current state of the system. How-

ever, an idle time of deterministic length may be inserted between a production run

and the next setup change, and the number of backorders may not be limited.

State-Dependent Setups

Altiok and Shiue (1994, 1995, 2000; also Altiok 1997, Chap. 7) analyze stochastic

"multi-product pull-type production/inventory systems." These systems are equiva-

lent to single-stage multi-product kanban systems with a shared manufacturing facil-

ity. The setup is changed only if a different product is scheduled for production, oth-

erwise, the present setup is conserved. The products have different priorities. When

the manufacturing facility is ready to start a new production run and two or more

products satisfy the setup condition, generally the product with the highest priority

is scheduled next. The setup condition is that a given number of active kanbans must

be present for a product (threshold policy). If the threshold is set to one for all prod-

ucts, production may generally start as soon as one active kanban is present. The

system then corresponds to the typical kanban system. Once the manufacturing fa-

cility is set up for a product, it keeps processing items of this product until all active

kanbans for this product are cleared (exhaustive processing). At this point in time,

the manufacturing facility is ready to start a new production run. This setup change

protocol may be referred to as "threshold exhaustive processing with priorities."
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No backorders. In Altiok and Shiue 1995, the authors assume phase-type pro-

cessing times (in all given examples, however, the processing times are exponen-

tial), exponential setup times, mutually independent Poisson demand arrivals, and

no backorders. The number of products is limited to three. The model is a finite-state

CTMC (exact model) that suffers from state space explosion for larger systems. To

circumvent the computational problems caused by the dimensionality problem, the

authors develop a recursive scheme that significantly reduces the number of linear

equations to be solved. The results seem to be unaffected by the recursive scheme

so that they may be expected be exact for systems with the assumed properties and

probability distributions.

Unlimited number of backorders. In Altiok and Shiue 1995 and 2000, the au-

thors allow for arbitrarily distributed processing and setup times, and assume an

unlimited number of backorders. Here, a product with a higher priority may not be

scheduled more than once while a lower priority product is waiting to be produced.

Demand arrivals for the different products, again, follow mutually independent Pois-

son processes. The authors develop a decomposition approach that approximates the

performance of the system. In Altiok and Shiue 1995, the number of products is lim-

ited to three. This restriction is relaxed in Altiok and Shiue 2000, where examples

are given for systems with five and eight products. In the later paper, the authors

also consider systems with threshold cyclic-exhaustive processing and an unlimited

number of backorders. They indicate that a slightly modified version of the decom-

position approach for systems with threshold exhaustive processing with priorities

may be employed to approximate performance measures of systems with threshold

cyclic-exhaustive processing.

3.3.2 Multi-Stage Systems

Negligible setup times, type-1 material transfer, unlimited number of back-
orders. Askin, Mitwasi, and Goldberg (1993) consider multi-stage multi-product

kanban systems with several multi-product manufacturing facilities in series or in

parallel. Items of a product may be requested by one or several manufacturing facili-

ties. A single type of kanban is used, and one inventory storage point exists between

successive production stages (type-1 material transfer). Setup times are negligible

and total setup costs are independent of the production sequence. Hence, products

may be scheduled in any order without reducing production capacity or increasing
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operating costs. Requests for each type of (finished) product arrive with product-

specific average rates, independently of the demand for the other products and of the

number of backorders in the system. Each request must be satisfied. As a result, an

infinite number of backorders may accumulate in the system. Production capacity

of any manufacturing facility is such that any demand may be met eventually. The

authors propose to analyze each manufacturing facility separately, with mutually in-

dependent exponential demand interarrival times for the different products and an

infinite supply of input material. To obtain approximate values for the steady-state

probabilities of the number of full containers and backorders for each product of

each manufacturing facility, the authors solve a separate infinite-state CTMC for

each product. In these single-product models, the fact that the modeled product com-

petes in the original system with other products for processing time on the same

manufacturing facility is incorporated approximately by the use of an aggregated

state-dependent average processing rate.



New Models of Kanban Systems:
A Construction-Kit Approach

4.1 General Assumptions

4.2 Construction Principle

4.3 Construction Elements

4.3.1 Components

4.3.2 Subassemblies

4.4 Composite Models

4.5 Extended Application

In this chapter, we outline the construction-kit approach that is described in detail in

the following chapters. This approach makes it possible to build solvable stochastic

models of a large class of kanban systems by combining a small number of construc-

tion elements. The models may be used to approximate performance measures that

characterize the average long-term behavior of single- and multi-stage single- and

multi-product kanban systems (steady-state analysis). Apart from the opportunity to

construct models of systems that could not be analyzed efficiently before, the sug-

gested approach offers a general and extendable framework for developing stochastic

models of a broad variety of kanban-controlled manufacturing systems.

4.1 General Assumptions

The following general assumptions describe the group of kanban systems for which

solvable models may be constructed using the proposed approach. Here and in the
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following sections and chapters, r denotes the number of different products in the

system and M denotes the number of stages.

• One type of kanban is used (production kanbans) and a single storage area exists

between successive production stages. A container with input material is with-

drawn from the output store of the preceding stage immediately before start of

production (type-1 material transfer).

• A set of kanbans controls the production of one product in one stage.

• Demand arrivals (external demand) are mutually independent.

• Each demand is a request for one full container of one specific product.

• Demand interarrival times (external demand) for product i (i = 1, . . . , r) are ex-

ponentially distributed with mean 1/A?xt (this is equivalent to Poisson demand

arrivals with rate Afxt).

• Either no backorders accumulate in the system, or a limited positive number.

• A kanban is detached from a full container upon withdrawal of the container

from the output store. The kanban is instantly placed on the scheduling board

of the preceding stage. The time for removing the kanban and placing it on the

scheduling board is negligible.

• A production stage contains one single- or multi-product manufacturing facility

or several manufacturing facilities (single- and/or multi-product) in parallel. Each

type of product may only be produced in one manufacturing facility in a stage.

• A manufacturing facility may only produce one item at a time.

• Multi-product manufacturing facilities require a setup change before items of a

different product may be produced.

• A setup change is performed only if at least one active kanban and one container

with input material are present for the next product of the setup sequence (state-

dependent setups). Otherwise, this product is skipped.

• Setup times for product i in stage m are exponentially distributed with mean s\ .

• Multi-product manufacturing facilities in stage 1 work according to the setup

change protocol cyclic-exhaustive processing (p. 5), multi-product manufactur-

ing facilities in stages 2,...,M work according to the setup change protocol

cyclic-exhaustive processing with limited input material (p. 8).
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• Container processing times for product i in stage m (m = 1,... ,M) are expo-

nentially distributed with mean \/jx\m'. The time to fill a container may include

machine downtimes and time for (immediate) rework.

• The minimum production lot size of a product is the quantity recorded on the

kanban {container size). Each production lot size is an integer multiple of the

minimum production lot size.

• Transportation times between stages and between manufacturing facilities and

output stores are negligible.

• Input material for stage 1 is always available.

• Each product is produced and demanded by one manufacturing facility only (nei-

ther merge- nor split-structures).

• Only a single (main) input is permitted for each processing operation (no

assembly-structures; other inputs are admissible if they are always available).

• A container contains only good parts.

• No parts are scrapped in the process.

4.2 Construction Principle

The fundamental principle of the construction-kit approach is the notion of decom-

position: systems for which exact models are too complex to be analyzed directly are

broken up into manageable subsystems. The subsystems are calibrated to conceitedly

represent the essential characteristics of the original system. While decomposition,

in principle, may result in exact models, decomposition models are typically ap-

proximate. This is because the interrelationships and interdependencies between the

parts of the original system that are represented by the subsystems cannot be retained

completely through the process of decomposition. Nevertheless, the approximations

obtained with a decomposition model may still be sufficiently accurate for the in-

tended purpose.

An example may illustrate why decomposition is necessary for the analysis of

multi-product kanban systems (a similar example could be given for multi-stage kan-

ban systems). The number of states of a continuous-time Markov chain that repre-

sents a single-stage multi-product kanban system with a shared manufacturing facil-

ity, exponential processing and setup times, mutually independent Poisson demand
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arrivals, no backorders, exhaustive processing, and state-dependent setups is

\S>\ = r + £i2Kix n (l+Kj),
'•=1 J=Utfi

where r denotes the number of products and Ki (Kj) is the number of kanbans for

product i (j) (Krieg and Kuhn 2004). If Kt = K for all i = 1,. . . , r, then

\y\ = r + r x 2K x (1 +AT)r~1.

The number of states grows fast when the number of products and the number of

kanbans increase. For example, for a system with five different products and five

kanbans for each product, the number of states is 64805. For a system with ten

different products and ten kanbans each, the number of states is greater than 471

billion. In contrast to this, the model of a one-product subsystem—later referred to

as component C2—is much smaller. For the two example systems, the number of

states are 35 (vs. 64805) and 120 (vs. 471 x 109). The number of states of the model

of the one-product subsystem for any product i with K{ kanbans is

4.3 Construction Elements

The elements of the construction kit are either basic building blocks ("components")

or modules consisting of several components of the same kind ("subassemblies").

Component Cl (Section 5.1) is the well-known model of the basic single-stage

single-product kanban system with exponential demand interarrival and container

processing times and no or a limited number of backorders. The other construction

elements—components C2 and C3 and subassemblies SA1 and SA2—are new de-

velopments (key elements of component C2 and subassembly SA1 appear in less

general form in Krieg and Kuhn 2004, essential features of component C3 and sub-

assembly SA2 are discussed in a different format in Krieg and Kuhn 2002b).

The technique used for linking Cl-components and the subassemblies (Sec-

tion 7.1) has its roots in the work of Hillier and Boling (1967), who introduce a

decomposition method for single-class finite-buffer open tandem queueing networks

with exponential service times. Hillier and Boling's approach has later been aug-

mented and extended by a number of authors (with and without direct reference), for

example, Takahashi, Miyahara, and Hasegawa (1980), Boxma and Konheim (1981),
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Altiok (1982), Altiok and Perros (1986), Dallery and Frein (1993), and Buzacott,

Liu, and Shanthikumar (1995). Reviews of contributions in this field are provided by

Perros (1990) and Dallery and Gershwin (1992).

4.3.1 Components

Three different components with up to four different variants are introduced in the

next chapter. The basic version of each component is a stand-alone version. In con-

trast to the start-, middle-, and end-piece versions, the stand-alone version cannot

be connected with other construction elements representing preceding or succeeding

production stages.

From design, all components are finite-state Continuous-Time Markov Chains

(CTMC). As a consequence, the exponential distribution is the default probability

distribution for setup and processing times, and the Poisson distribution is the de-

fault for demand arrival processes. Note, however, that the method of phases (or

stages) may be used to represent other distributions in a CTMC, either exactly or ap-

proximately (e.g., Cox 1955, Sauer and Chandy 1975, Bux and Herzog 1977, Altiok

1985, Neuts 1994, O'Cinneide 1999). Nevertheless, we restrict ourselves to models

with exponentially distributed or Poisson-distributed random variables.

The first component (Cl, Fig. 4.1a) is a model of a single-stage single-product

kanban system satisfying the assumptions in Section 4.1. It may be used either as a

start, a middle, or an end piece in building models of larger systems.

The second component (C2, Fig. 4. lb) has been developed to build a composite

model of a single-stage multi-product kanban system in which all products are man-

ufactured on a single shared manufacturing facility. Each C2-component contains

the essential parts of the manufacturing facility with respect to one specific product.

Component C2 is available in a stand-alone and in a start-piece version.

The third component (C3, Fig. 4. lc) is a combination of components Cl and C2.

Components C3 may be used to construct a composite model of a two-stage kanban

system where the input material of a multi-product manufacturing facility (stage 2)

is processed on separate kanban-controlled single-product manufacturing facilities

(stage 1). This component is needed because component Cl cannot directly precede

component C2. The reason for this restriction is that information on the availability

of full containers in the output stores of the single-product manufacturing facilities

in the first stage is imperative for the setup change protocol of the multi-product

facility in the second stage. Also, the arrival processes of orders for products of the

first stage are mutually dependent in this system configuration: orders for first-stage
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B
(a) Component Cl: stand-alone (basic) version, start-, middle-, and end-piece version

(b) Component C2: stand-alone (basic) versions and start-piece versions

EJTJ
——

Ftf"
m

rui
(c) Component C3: stand-alone (basic) versions, start-, middle-, and end-piece versions

Fig. 4.1. Components Cl, C2, and C3

products may arrive only for one type of product at a time since the manufacturing

facility of the second stage can only produce one product at a time. And—because

of exhaustive processing—in some time intervals, several requests for the same type

of product may arrive in close succession, while in other time intervals, no requests

arrive for this product at all. In contrast to this, orders in a Cl-component are assumed

to arrive independently of the demand for other Cl-components. Component C3 is

available in all four versions (stand-alone, start-, middle-, and end-piece).
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(a) Subassembly SA1: stand-alone (basic) version and start-piece version (examples)

C3

C3

C3

C3

C3

C3

C3
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(b) Subassembly SA2: stand-alone (basic) version, start-, middle-, and end-piece vers. (exx.)

Fig. 4.2. Subassemblies SA1 and SA2

4.3.2 Subassemblies

Subassemblies consist of two or more components of the same type. They are used as

models of multi-product systems with one or two kanban-controlled manufacturing

stages and as modules for models of larger systems (Fig. 4.2).

In Chapter 6, two subassemblies are described in detail. Subassembly SA1 is a

model of a single-stage multi-product kanban system. It consists of two or more C2-

components. Because of certain restricting requirements of the linking technique for

stage-construction elements, subassembly SA1 may only be used as a start piece for

larger models (Fig. 4.2a). This restriction does not apply to the second subassem-

bly. Subassembly SA2 is a model of a two-stage multi-product system with several

single-product facilities (stage 1) feeding one multi-product manufacturing facility

(stage 2). Subassembly SA2 is the result of connecting two or more C3-components

(Fig. 4.2b).

4.4 Composite Models

Composite models consist of two or more components or subassemblies, or a com-

bination of both. By this definition, subassemblies are a subgroup of the group of

composite models.
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Cl Cl Cl Cl Cl

Stage 1 Stage 2 Stage 3 Stage 4 Stage 5
I 1 I 1 I 1 I 1 I 1

n»TTTTKn>mTten>rrrT^^
Fig. 4.3. Composite models, example 1; composite model and corresponding kanban system

SA1 SA2 SA2

\'M\

Stage 1 Stage 2 Stage 3 Stage 4 Stage 5
I 1 I 1 I 1 I 1 I 1

Fig. 4.4. Composite models, example 2; composite model and corresponding kanban system

Examples of composite models, along with the corresponding kanban systems,

are given in Figures 4.3-4.6. In the representations of the kanban systems, a square

symbolizes a single-product manufacturing facility, a rectangle represents a multi-

product manufacturing facility. The multi-product manufacturing facilities may only

produce items of one product at a time. The rectangular shape that consists of four

medium-size rectangles stands for the storage area of one of the products in the

output store of a stage. The rectangular shape that is made up of four small rectangles

illustrates that the number of backorders for a product is limited.
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Fig. 4.5. Composite models, example 3; composite model and corresponding kanban system
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Fig. 4.6. Composite models, example 4; composite model and corresponding kanban system
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4.5 Extended Application

Component C2 and subassembly SA1 are only available in the stand-alone and the

start-piece version (the reasons are given in Section 5.2.3). Because of this, models

of kanban systems with multi-product manufacturing facilities in series—such as the

one depicted in Figure 4.7—cannot be constructed directly with the given compo-

nents and subassemblies. The construction possibilities may, however, be extended

by considering that a single-product manufacturing facility with processing times

close to zero is almost nonexistent. With this insight, substitute models may be ob-

tained with the help of subassembly SA2. For example, a substitute model of a kan-

ban system consisting of M multi-product manufacturing facilities in series (Fig. 4.7)

may be constructed with one SAl-subassembly and M — 1 SA2-subassemblies, pro-

vided that the processing times of the single-product manufacturing facilities are very

small (Fig. 4.8). This approach is treated in detail in Chapter 8.

Stage 1 Stage 2 Stage 3 Stage 4

Fig. 4.7. Kanban system with multi-product manufacturing facilities in series

S\l SA1 SA1 SA1

S\I S \ l S\2 S\2

Fig. 4.8. Composite model of a four-stage kanban system with three products
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5.1 Component Cl: Model of a Single-Product Manufacturing Facility

5.1.1 Stand-Alone Version (Basic Version)

5.1.2 Start-, Middle-, and End-Piece Versions

5.1.3 Performance Measures

5.2 Component C2: One-Product Submodel of a Multi-Product
Manufacturing Facility

5.2.1 Stand-Alone Version (Basic Version)

5.2.2 Approximate Model of the Stand-Alone Version

5.2.3 Start-Piece Version

5.2.4 Performance Measures

5.3 Component C3: One-Product Submodel of a Multi-Product
Manufacturing Facility Fed by Single-Product Facilities

5.3.1 Stand-Alone Version (Basic Version)

5.3.2 Approximate Model of the Stand-Alone Version

5.3.3 Start-, Middle-, and End-Piece Versions

5.3.4 Performance Measures

5.1 Component Cl: Model of a Single-Product Manufacturing
Facility

5.1.1 Stand-Alone Version (Basic Version)

The stand-alone version of component Cl is a model of a single-stage single-product

kanban system with unlimited input material, exponentially distributed container
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o
Fig. 5.1. Stand-alone (basic) version of component Cl

. 1 ext „ ^ 3 ext

Fig. 5.2. State-transition rate diagram of the stand-alone version of component Cl

processing times with rate pi, Poisson demand arrivals with rate Aext, and no or a

limited number of backorders (Fig. 5.1). The state of the system is fully described by

the number of active kanbans, the number of full containers in the output store, and

the number of backorders. In fact, it is sufficient to know the number of backorders

and either the number of active kanbans or the number of full containers because the

number of active kanbans is always equal to the total number of kanbans minus the

number of full containers since each full container must have a kanban attached to

it.

Let N(t) denote the number of active kanbans and backorders in the system at

time t (t > 0), and let K be the total number of kanbans and Bmax the maximum

number of backorders (0 < Bmax < °°). Then the number of backorders at time t is

max{iV(?) — K,0} and the number of full containers at time t is maxJA' — N(t),0}.

Whenever a customer arrives and the number of backorders is less than Bmax, the

value of N(t) increases by one since either a full container is removed from the output

store and the accompanying kanban becomes active or, if the demand cannot be met

from stock, a backorder is generated. Whenever a container is filled, the value of N(t)

decreases by one because either the number of backorders or the number of active

kanbans, if the number of backorders is zero, is reduced by one. Hence, the stochastic

process {N(t),t > 0} is a finite birth-and-death process with birth rate Aext, death

rate /i, and maximum population K + £max (Fig. 5.2), and, if p = /lext/M.

p(n)
I

if p(n) = Imv+ooP[N(t) = n], n = 0 , . . . ,K + Bmax, is the steady-state probability

distribution of {N(t),t > 0} , that is, if p(n) is the probability that at any point in
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backorders active kanbans

• • • •

production orders

Fig. 5.3. Equivalent M/M/1 /N queueing system of a kanban system with K = 3 and Bmax = 2

time—assuming the system is in steady state—the sum of active kanbans and back-

orders is equal to n (e.g., Gross and Harris 1998, p. 77).

Note that the described single-stage single-product kanban system is equivalent

to an M/M/l/N queueing system with total system capacity (including the server

position) N = K + Bmax (Fig. 5.3). Active kanbans and backorders in the kanban

system, that is, the current production orders, correspond to the customers in the

queueing system. The first K customers, counted from the customer in service, cor-

respond to active kanbans, the remaining customers correspond to backorders. This

queueing analogy is described in similar form by Altiok (1997, Section 7.3.2).

5.1.2 Start-, Middle-, and End-Piece Versions

Start-piece version of component Cl. In the start-piece version of component C1

(Fig. 5.4), the maximum number of backorders, B10**'1, is fixed at one. A backorder

is generated in stage 1 when the manufacturing facility of stage 2 needs new input

material but finds the output store of stage 1 empty. The backorder situation lasts

until the manufacturing facility in stage 1 transfers a full container to the output

store. As we consider serial systems, that is, one supplier and one customer for each

product within the system, there can never be more than one backorder present for a

product except in stage M; the manufacturing facility of stage m+\ can generate a

new request for the same input material only after the backorder situation has been

resolved and the supplied material has been consumed.

Unlike the demand arrival process in the stand-alone version of component Cl,

the demand arrival process in the start-piece version is generally not Poisson. The

demand arrival process is determined by the manufacturing process of stage 2: when

the manufacturing facility in stage 2 intends to start processing items to fill a new

container, it tries to withdraw a container with input material from stage 1. Only if the

times between consecutive (intended) processing starts in stage 2 were exponentially

distributed, then the demand arrival process in stage 1 would be Poisson. Since this
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Fig. 5.4. Start-piece version of component Cl

Fig. 5.5. State-transition rate diagram of the start-piece version of component Cl

is not true in general, the demand arrival process in stage 1 is not Poisson. As a direct

consequence, the stochastic process {N^'(t), t > 0} is not a Markov process.

To be able to at least approximate performance measures of stage 1, we replace

the true distribution of the demand arrival process with a Poisson distribution with

rate X^\ The resulting stochastic process, \^N^\t), t > 0}, is a Continuous-Time

Markov Chain (CTMC) with rates X^ and fl^ and state space {l, ...,K^ + l}

(Fig . 5.5) . L e t pW(n) = lim,^ P[N^(t) =n],n = Q,...,K^ + 1, b e the s teady-

state probability distribution of this stochastic process. Since {JV^1^),? > 0} is a

finite birth-and-death process with birth rate A^1), death rate /J.^\ and maximum

population K^ +1, we know that, if p =

if p = 1.

Middle-piece version of component Cl. In the middle-piece version of compo-

nent Cl (Fig. 5.6), the demand side is equivalent to the demand side in the start-piece

version: the maximum number of backorders, Bmax'm (m = 2,... ,M — 1), is fixed at

one, and the demand arrival process is generally not Poisson. Unlike the manufac-

turing facility in stage 1, the manufacturing facility in stage m (m = 2,...,M —1)

may find the output store of stage m — 1 empty when it tries to withdraw a container

with input material. The manufacturing facility in stage m is then forced to idle un-

til new material arrives. The time the manufacturing facility spends waiting until a

new container with input material becomes available may be viewed as part of an

effective container processing time that spans the time interval from the instant the

manufacturing facility could start a new container, if material was available, until the

instant the container is filled completely.
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Fig. 5.6. Middle-piece version of component Cl

Fig. 5.7. State-transition rate diagram of the middle-piece version of component Cl

Let n^ff denote the effective average container processing rate in stage m, that

is, the reciprocal of the effective average container processing time. If w^ is the

average time the manufacturing facility has to wait each time it needs a new container

with input material until such a container is available, then

- l

Note that the waiting time is zero when material is available in the output store (the

time to withdraw a container is assumed to be negligible).

The effective processing times are generally not exponentially distributed (be-

cause of the waiting times). Hence, the stochastic process \N^m\t), f > 0} is not a

Markov process because (1) the demand arrival process is not Poisson and (2) the

effective processing times are not exponential. To obtain at least estimates for the

true performance measures of stages 2, . . . ,M — 1, we approximate {Af(m) (t),t> 0}

by the stochastic process {N^m\t), t > 0} which is equal to the original process

except that a Poisson distribution with parameter A.W replaces the true distribution

of the demand arrival process and an exponential distribution with parameter fi^'

replaces the true distribution of the effective processing times. The stochastic pro-

cess (JvM(f), t > 0} is a CTMC on state space {l,...,K^ + 1} (Fig. 5.7). Let

pM) („) = l i m f ^ P [ftW (t)=n],n = 0,..., K^ + 1, be the steady-state probabil-

ity distribution of this stochastic process. Since {N^m\t),t > 0} is a finite birth-

and-death process with birth rate X^m\ death rate Meff , a n ^ maximum population

K.W +1, we know that, if p = X^/^1

i f p ^ l ,

ifp = l.!/(«•(»)+2),
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pEJo
Fig. 5.8. End-piece version of component Cl

Fig. 5.9. State-transition rate diagram of the end-piece version of component C1

End-piece version of component Cl. In the end-piece version of component Cl

(Fig. 5.8), the demand arrival process is the external demand arrival process of the

kanban system which means that it truly is a regular Poisson process. The manufac-

turing process is equivalent to the manufacturing process in the middle-piece version:

the effective processing times are generally not exponential because of the waiting

time for input material. Thus, the stochastic process {MM)(?), t > 0} is also not a

Markov process. To obtain approximations for the performance measures of the last

stage, we introduce the stochastic process [N^-M\t), t > 0}. This process is equiva-

lent to {N^(t),t> 0} except that an exponential distribution with parameter /x^s

replaces the true distribution of the effective processing times. The stochastic pro-

cess {N{M)(t), t > 0} is a CTMC on state space { l , . . . ,K^ +Bmax<M} (Fig. 5.9).

Let pM (n) = lim^o, P [ftM (t)=n],n = 0,..., K^ + Bmax<M, be the steady-state

probability distribution of this stochastic process. Since {iV(M)(?),f > 0} is a finite

birth-and-death process with birth rate Aext, death rate Meff » anc^ maximum popula-
tion K^ +5max,M) w e fcjj^ t ha t> j f p = X

ifp = i.

5.1.3 Performance Measures

Performance measures of the stand-alone version of component Cl may be com-

puted with the following equations. The results are exact. The same equations may

be used to approximate the performance measures of the other three versions of com-

ponent Cl. For that, probability distribution p must be replaced with p^\ p(m\ or

p(M\ and stage index (1), (m), or (M) must be added to all symbols. Moreover, for
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Fig. 5.10. Relationship of different fractions of demand

the start- and the middle-piece version, tag "ext" must be removed from Aext. For the

middle- and the end-piece version, tag "eff" must be attached to \i.

Average fraction of lost demand. The average fraction of lost demand is equal to

the probability that all kanbans are active and that the number of backorders is equal

to the maximum number of backorders,

Average fraction of served demand. The average fraction of served demand (with

and without waiting) is equal to the probability that an arriving customer can be

served immediately or that his demand can be backordered, that is, the probability

that either not all kanbans are active or that the number of backorders is not equal to

the maximum number of backorders,

(5.1)
n=0

Of course, the average fraction of served demand must be equal to one (or 100%)

minus the average fraction of lost demand (Fig. 5.10),

/SD = 1 - / L D -

Average fraction of immediately served demand (average fill rate). The average

fraction of immediately served demand, or the average fill rate, is equal to the proba-

bility that the output store is not empty (1 — stockout probability), which implies that

at least one kanban is inactive,

K~\

./isD =/=£/>(«) = 1- £ P{n).
n=0 n=K

(5.2)
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This performance measure is also known as off-the-shelf service, type-1 service, and
^-service level (e.g., Tempelmeier 2000).

Average fraction of backordered demand. The average fraction of backordered

demand is equal to the probability that an arriving demand has to wait before it is

met because no container with the requested items is present in the output store,

/BD = Y,
n=K

Average production rate. The average production rate {average throughput) is the

average number of processed containers per unit of time which is given by the prob-

ability that the manufacturing facility is busy (at least one active kanban is present in

the system) and the average container processing rate,

TH =
i

n=\

Alternatively, the average throughput is equal to the average arrival rate of demand

that is served immediately upon arrival or after a stochastic waiting time, ASD>

TH = Ago =/srjA . (5.3)

The average arrival rate of served demand is the conceptional analogue to the ef-

fective average arrival rate in a standard queueing system with a limited waiting

room.

Average inventory level. The average number of full containers in the output store

is
K-\

y=Yd(K-n)p(n). (5.4)
n=0

Average backorder level. The average number of backorders is

b= £ (n-K)p(n).
n=K+l



5.2 Component C2 45

Average waiting time of backordered demand. The average waiting time of

backordered demand, that is, the average time a demand that cannot be filled from

stock upon arrival has to wait until being met, may be obtained by applying Little's

law (Little 1961),
b

where ABD is the average arrival rate of demand that is backordered,

Average waiting time of served demand. The average waiting time of served

demand, that is, the average delay in meeting any served demand (including the

demand met immediately upon arrival), is

b
(5.5)

This equation follows from averaging the average waiting time of backordered de-

mand and the average waiting time of immediately served demand (which is zero)

with the appropriate weights,

_
A-BD

- _

5.2 Component C2: One-Product Submodel of a Multi-Product
Manufacturing Facility

5.2.1 Stand-Alone Version (Basic Version)

The stand-alone version of component C2 contains the relevant parts of a single-stage

multi-product kanban system as described in Chapter 2 with respect to one product,

Fig. 5.11. Stand-alone (basic) version of component C2 (product 0
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say product i (Fig. 5.11). This component is a building block for the approximate

evaluation of such a multi-product system.

In the assumed multi-product system, the manufacturing facility cannot always

be available for product i because products 1,..., i — 1, i + 1,.. . , r also demand pro-

cessing time on the manufacturing facility. According to the chosen setup change

protocol (cyclic-exhaustive processing, p. 5), the manufacturing facility is being set

up for product i if at least one kanban (for product i) is active when the manufac-

turing facility turns its attention to product i. The manufacturing facility then keeps

processing items of this product until all empty containers have been filled, that is,

until the number of active kanbans for product i is zero. If at this point no kanban

is active for any product, then the manufacturing facility idles. It may instantly re-

sume processing product-i items if the next kanban that is activated is a product-/

kanban. Otherwise, that is, if the next kanban that is activated is a product-7 kanban

(j 7̂  i), the manufacturing facility is being set up for product j . Should there be active

kanbans for other products at the end of a busy period for product i, then the manu-

facturing facility is immediately being set up for the next product—according to the

predetermined fixed setup sequence—for which there is at least one active kanban.

Thus, for product i, the relevant aspects of the system are not only the number of

active kanbans and backorders for product i, as in component Cl, but also the state

of the manufacturing facility: only if the manufacturing facility is already set up for

product i, then processing may start immediately as authorized by active product-

i kanbans. Otherwise, that is, if the manufacturing facility is set up for a different

product, product i has to wait its turn.

We say that the manufacturing facility is "on vacation" when it is not available

for product i. A single vacation period lasts from the instant when a setup change

for a product other than product i begins—either after the manufacturing facility has

stopped processing items of product i and maybe spent some time idling or after

the last time a setup change for product i was considered but not executed because

no kanbans for product i were active at that time—up until the instant when the

next setup change for product i may be considered. If each of the r products has

one position in the setup cycle, then a vacation period consists of r - 1 phases (a

single vacation phase embraces the time periods of a cycle when the manufacturing

facility is being set up for, processing items of, and being idle after processing items

of a particular product). Note that the length of a vacation phase may be zero in a

particular vacation period. This occurs when setup and production of the respective

product were skipped because no active kanbans were present for this product when
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Original system

Q

S, B, /, . . .

Component C2 for product i

/._, - st s , + 1
 s , + i ^ i

LZZF . . . vr

S — Setup, B — Busy period, / — Idle period (for product i); V. — Vacation phase for product7

Fig. 5.12. States of the manufacturing facility in the original system and in component C2 for
product i (setup cycle 1,2,..., r)

Vacation Period

S — Setup, B — Busy period, / — Idle period (for product i); V. — Vacation phase for product j

Fig. 5.13. States of the manufacturing facility in component C2 for product i (alternative per-
spective)

the setup change for this product was considered. Also, the manufacturing facility

may be found to start a new vacation period immediately after returning from the last

vacation. This happens when production of product i is skipped because no kanbans

for product i were active at the end of the last vacation period (multiple vacations).

In summary, the relevant states of the manufacturing facility in component C2

for product i are Setup (S), Busy period (B), and Idle period (/) for product i and a

vacation period consisting of one Vacation phase (V,-) for each product j,j=l,...,r;

j ^ i (Fig. 5.12). A different perspective on the sequence of states of the manufac-

turing facility in component C2 for product i (Fig. 5.13) suggests that an M/M/l/N

queueing system with setups, idle periods, and multiple vacations is an appropriate

model of component C2. In the following section, we describe this model in detail.

5.2.2 Approximate Model of the Stand-Alone Version

Stochastic processes. We first define three stochastic processes.

Let iV;- (t) denote the number of active kanbans and backorders in component C2

for product i at time t (i=l,...,r;t >0).Then {iV,(f),f > 0} is a stochastic process

over state space J^= {0,.. . ,Kt +Sf i a x} , where Kt is the number of kanbans for

product i and B™ax is the maximum number of backorders for product i.
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Let Zj(t) denote the state of the manufacturing facility in component C2 for

product i at time t. Then {Z;(f),f > 0} is a stochastic process over state space

2fi = {S;B;I;VjJ=l,...,r;j^i}.

We finally define the combined stochastic process {[JVj-(f),Zj(f)], t > 0}. Unfor-

tunately, this is not a Markov process because the length of a vacation phase is gen-

erally not exponentially distributed. To make it a Markov process we substitute an

exponential distribution with parameter f^ for the unknown true distribution of the

length of vacation phase Vj, j'• = 1,.. . , r; j'• ̂  i. Parameter fgg: is the average amount

of time between two successive vacation periods in the approximate model of com-

ponent C2 for product j . Then the combined stochastic process { [/V,(?),Z,(;)],f > 0}

is a Continuous-Time Markov Chain (CTMC) on state space J^ = { [(n,S), («,#)],

n G ^\{0};(0,I);(n,Vj), n e J{ j = l , . . . ,r ; j ± i} (Fig. 5.14).

Transition (1,B) —> (0,/) with transition rate ju- in the state-transition rate di-

agram of the CTMC for component C2 for product i (Fig. 5.14) represents that

the manufacturing facility switches to idle at the end of a busy period. This hap-

pens if no kanban is active for any product. Otherwise, the manufacturing facility

is set up for one of the other products: transition (1,5) —> (0,V,+i) with rate \i".

Idle period /, ends when a kanban is activated for any product i= 1,. . . , r; either

a container with product-r items is withdrawn—transition (0,/) —> (1,B) with rate

A?xt—or a container is withdrawn with items of one of the other products: transition

(0,/) ^ (0, Vi-+1) with rate E ^ ^ - A f l .

Steady-state probability distributions. We define steady-state probability distri-

butions for the stochastic processes {JV,(f),f > 0} and {Z;(f),f > 0} and for the

combined stochastic process { [JV,-(r),Z,-(?)],£ > 0}. Table 5.1 contains a summary

of the steady-state probability distributions, Figure 5.15 illustrates the hierarchical

relations between them.

Let pi(n) = limt-iocP[Ni(t) = «], n G jVi, be the steady-state probability distri-

bution of {#,(?)}.

Let gi(z) = lim^ooPfZ^f) = z], z G %, be the steady-state probability distribu-

tion of {Zt(t),t > 0}.

Let qt(n,z) = limt^^P[Nt(t) = n,Z,(f) = z], (n,z) G yt, be the steady-state prob-

ability distribution of {[#,-(?),Z,-(r)] ,t > 0}.

Distribution qt may be determined by solving the balance equations for the rate

of probability inflows and outflows of each state of the CTMC.
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Table 5.1. Stochastic Processes and Steady-State Probability Distributions of the Stand-Alone
Version of Component C2 (Product i)

Stochastic Process Prob. Distrib.

{Ni(t),t>0} Pi{n)

{2,(t),t>0} gi(z)

{[ff,{t),Zt(t)],t>0} qi(n,z)

Pi(n)

Fig. 5.15. Hierarchy of the steady-state probability distributions of the stand-alone version of
component C2 (product 0

Based on distribution %, we can obtain distribution pi,

and distribution

fc(0,z), ifz = /, (5.7)

5.2.3 Start-Piece Version

The start-piece version of component C2 (Fig. 5.16) shares most properties of the

start-piece version of component Cl: the maximum number of backorders, B™3*-'1,

is fixed at one, and the demand arrival process is generally not Poisson. Again, we

replace the true distribution of the demand arrival process with a Poisson distribution

with rate k\ '.

Middle- and end-piece versions of component C2 are not available, mainly, be-

cause information on the availability of containers with input material in the output

store(s) of the preceding stage is needed, yet not available, in a middle- or end-

piece version of component C2. Also, the demand arrival process that a middle- or

end-piece version of component C2 would generate for the preceding stage would
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Fig. 5.16. Start-piece version of component C2 (product i)

not posses a constant average rate over time because consumption of input material,

which leads to the generation of demand for the preceding stage, is interrupted in

component C2 during setup and vacation periods since production only takes place

during busy periods.

5.2.4 Performance Measures

Steady-state performance measures of component C2 for product i (stand-alone or

start-piece version) may be approximated based on probability distribution /?,-. For

the start-piece version, stage index (1) must be added to all symbols, and tag "ext"

must be removed from Afxt.

Average fraction of lost demand. An estimate for the average fraction of lost

demand for product i is
•f « (v i Dni£ix\

Average fraction of served demand. An estimate for the average fraction of

served demand (with and without waiting) for product i is

(5.8)/sD,i = ]£ Pi{n) = 1 - fu>,i-
ra=0

Average fraction of immediately served demand (average fill rate). An estimate

for the average fraction of immediately served demand (average fill rate) for prod-

uct i is
Ki+Bf™

= fi = l - £ Pi{n). (5.9)
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Average fraction of backordered demand. An estimate for the average fraction

of backordered demand for product i is

fso,i = Y, Pi{n)
n=Kj

Average production rate. An estimate for the average production rate (average

throughput) with regard to product i is

TRi=[l-pi{O)]lH.

Alternatively,

where ASD,; is an estimate for the average arrival rate of demand for product i that is

served immediately upon arrival or after a stochastic waiting time.

Average inventory level. An estimate for the average number of full containers

with product-;' items in the output store is

Kt-l

«=o

Average backorder level. An estimate for the average number of backorders for

product i is
Kj+Bf™

Average waiting time of backordered demand. An estimate for the average wait-

ing time of backordered demand for product i is

where ABD,; is an estimate for the average arrival rate of demand for product i that is

backordered,

,! = /BD,i V •
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Average waiting time of served demand. An estimate for the average waiting

time of served demand for product i is

h (5.12)

5.3 Component C3: One-Product Submodel of a Multi-Product
Manufacturing Facility Fed by Single-Product Facilities

5.3.1 Stand-Alone Version (Basic Version)

The stand-alone version of component C3 is a direct extension of component C2. In

addition to the aspects considered in component C2, the manufacturing process of the

input material for product i is included in component C3 (Fig. 5.17). Component C3

may therefore represent the relevant parts of a special two-stage multi-product kan-

ban system with respect to one product, say product i. In this two-stage kanban

system, raw material is processed in product-specific single-product manufacturing

facilities (stage 1) and the resulting intermediate products are processed further in

a single multi-product manufacturing facility (stage 2). The chosen setup change

protocol for the multi-product manufacturing facility is cyclic-exhaustive process-

ing with limited input material (p. 8), and the predetermined fixed setup cycle is

1,2,. . . ,r .

The main justification for component C3 is the possibility to explicitly consider

the availability, or lack, of input material for a multi-product manufacturing facil-

ity. Shortage of material is an important aspect in multi-stage kanban systems (Sec-

tion 2.3): even if there are active kanbans for a product, if material is not available in

the output store of the preceding stage, then the manufacturing facility should not be

set up for this product. Moreover, a production run may have to be terminated when

there are still active kanbans for the product on the scheduling board because input

material cannot be obtained from the preceding stage.

Fig. 5.17. Stand-alone (basic) version of component C3 (product i)
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In contrast to components Cl and C2, three pieces of information about the orig-

inal system are included in component C3 for product i: (1) the number of active

kanbans and backorders for product i in stage 2, (2) the number of containers with

input material in the output store of stage 1, and (3) the state of the manufacturing

facility in stage 2. In the following section, we describe an approximate model of

component C3.

5.3.2 Approximate Model of the Stand-Alone Version

Stochastic processes. We first define three elementary stochastic processes. To

simplify the notation, we use n instead of n^ to denote the number of active kanbans

and backorders in stage 2, y instead ofV1) to denote the number of full containers in

the output store of stage 1, and z instead of z® to denote the state of the manufactur-

ing facility in stage 2.

Let Ni(t) denote the number of active kanbans and backorders in stage 2 in com-

ponent C3 for product i at time t (i—l,...,r;t>0). Then {Nj(t),t > 0} is a stochas-

tic process over state space J/[= {0,.. . ,K^ + B™*'2}, where K^ is the number

of kanbans for product i in stage 2 and B!"ax' is the maximum number of backorders

for product i in stage 2.

Let Y,(t) denote the number of full containers in the output store of stage 1 in

component C3 for product i at time t. Then {Yi(t),t > 0} is a stochastic process over

state space 6^ = {0,. . . ,K\ }, where K\ is the number of kanbans and, thus, the

maximum number of full containers for product i in stage 1.

Let Z{(t) denote the state of the manufacturing facility in stage 2 in component C3

for product i at time t. Again, we abbreviate the possible states of the manufacturing

facility by S (setup), B (busy period), / (idle period), and Vj,j= 1,. . . , r; j ^ i (vaca-

tion phase for product j). Then {Z,-(r),f > 0} is a stochastic process over state space

2i = {S;B;I;VjJ=l,...,rJj:i}.

We finally define the combined stochastic process { [N{(t), Y{(t), Z;(f)], t > 0}.

Unfortunately, this is not a Markov process because the length of a vacation phase is

generally not exponentially distributed. To make it a Markov process we substitute

an exponential distribution with parameter fggt for the unknown true distribution of

the length of vacation phase Vj, j = l,...,r;j ^ i. Then the combined stochastic

process { [#,-(?),^(f),Z,-(f)], t > 0} is a Continuous-Time Markov Chain (CTMC)

on state space & = {(n,y,S), n e ^ \ { 0 } , y G ^ \ { 0 } ; (n,y,B), n £ ^ \ { 0 } ,

y G &i; (0,y,I), y G 0f; (n,0,I), n e ^ \ { 0 } ; (n,y,Vj), n G JTuy G &U j = 1,... ,r,
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Figures 5.18-5.21 show the main part of a generalized state-transition rate di-

agram of this CTMC. To simplify the notation in the figures, we substituted Yi for

K\1\ the number of kanbans for product i in stage 1, and Kt for K^ + B™ax-2, the

number of kanbans plus the maximum number of backorders for product i in stage 2.

Symbol Y, may be read as the maximum number of full containers with items of

product i in the output store of stage 1.

Transition rates \l[ and \i!( have the same meaning as in the CTMC for compo-

nent C2, except that lack of input material may also force the manufacturing facility

(in stage 2) to idle (/i?) or start another vacation period (n"). Transition rate A; is

similar in spirit and function to transition rate L^Zw^i^f m component C2. The

reciprocal of A,- is the average time until the first product other than product i meets

the setup criterion (at least one active kanban and one container with input material)

after the manufacturing facility stopped processing items of product i.

Steady-state probability distributions. We now define steady-state probability

distributions for the stochastic processes {Ni(t),t> 0}, {?i(t),t> 0}, and {Z,(f),r >

0}, and for several combined stochastic processes. Table 5.2 contains a summary

of the steady-state probability distributions, Figure 5.22 illustrates the hierarchical

relations between them.

Let pi(n) = limt-tooP[Ni(t) = n], n£ J/~u be the steady-state probability distri-

bution of {Nt(t),t > 0}.

Let ki(y) = limt-tooP[Y{(t) = y], y £ &l, be the steady-state probability distribu-

tion of {Yt(t), t > 0}.

Let gi(z) = lim;_>oojP[Z,(f) = z], z S %, be the steady-state probability distribu-

tion of {Z,(f)> t > 0}.

Let qfaz) = ]imt-H.P[firi(t) = n,Zt(t) = z\, (n,z) G { [(n,S),(n,B)], n £ J%\

{0}; [(«,/), (n,Vj)], n £ JYI, j = l , . . . ,r; j ^ i], be the steady-state probability dis-

tribution of { [Ni(t),Zi(t)}, t > 0}.

Let hiya) = Hmt^P[Yi(t) = y,Z,(f) = z], (y,z) G {(y,S), y £ &i \ {0};

[(y,B), (y,I),(y,Vj)], y £ &i, j = 1,... ,r; ; ^ i}, be the steady-state probability dis-

tribution of {[Yi(t),Zi(t)], t > 0}.

Let di(n,y,z) = ]hn,^P[fti(t) = n,Yt(t) = y,Zt{t) = z], (n,y,z) £ S"u be the

steady-state probability distribution of { [Ni(t),?i(t),Zi(t)], t > 0}.

Distribution o,- may be determined by solving the balance equations for the rate

of probability inflows and outflows of each state of the CTMC. With distribution o,,
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Fig. 5.18. State-transition rate diagram (layer 1, left part) of the CTMC for the stand-alone

version of component C3 (product i); * = ^ , Kt = K\2) +B)"ax'2, Yt = K^l\
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Vacation Period

Vacation Phase

Fig. 5.19. State-transition rate diagram (layer 1, right part) of the CTMC for the stand-alone

version of component C3 (product i); * = fij^, Kt = K\2) +Bfax'2, Yt = K^\
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Fig. 5.20. State-transition rate diagram (layer 2, left part) of the CTMC for the stand-alone

version of component C3 (product i); Kt = K\2) + B™™'2, Yt = K\1) .
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•A.-=

•A-

Vacation Period

Vacation Phase

1/,< '+D1 7 'SBI

,{'-•»

Ji-2)

Vacation Phase

V: ,

1 ' »SBI

1 / .(.'-I)
1 7 'SBI

1/t (1-1)

Fig. 5.21. State-transition rate diagram (layer 2, right part) of the CTMC for the stand-alone

version of component C3 (product i); Kt = K\2) +Bf^2, Yt = K^.
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Table 5.2. Stochastic Processes and Steady-State Probability Distributions of the Stand-Alone
Version of Component C3 (Product i)

Stochastic Process

{Ni{t),t>0}

{Yt(t),t>0}

{Zi(t),t>0}

{[Ni(t),Zi(t)],t>0}

{[Yi(t),Zi(t)],t>0}

{[Ni(t),Yi(t),Zi{t)],t>0

Prob. Distrib.

Pi{n)

h{y)

8i(z)

qi{n,z)

hi(y,z)

i} 5;(n,y,z)

h.(y,z)

Pt(n) k,(y)

Fig. 5.22. Hierarchy of the steady-state probability distributions of the stand-alone version of
component C3 (product i)

we can obtain distribution qt,

di(n,0,z),

and distribution hi,

k(y,z) = Si(0,y,z),

ifn>l,z = S,

if n = 0, z = I or

ifn>0,z = Vj,j

ify>l,z = So

ify>0,z = B,

ify>l,z = I,

(5.13)

(5.14)
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From distribution qt, we can derive distributions pi and gj,

i f n = ° ' <2) 2 (5.15)

i f Z 5 ' 5 ' (5.16)

if z = I;Vj,j= l,...,r,j^i.

Based on distribution hi, we can determine distribution &,-,

~ h^^Hy^ if, = 0,

5.3.3 Start-, Middle-, and End-Piece Versions

The start-, middle-, and end-piece versions of component C3 (Figs. 5.23-5.25) share

most properties of the equivalent versions of component Cl: the maximum number

of backorders (#™ax>m
; m = 2,4,.. . ,M — 2) is fixed at one in start- and middle-piece

versions of component C3, the demand arrival processes are generally not Poisson in

start- and middle-piece versions of component C3, and the effective processing times

are generally not exponentially distributed in middle- and end-piece versions of com-

ponent C3. Again, we replace the true distribution of the demand arrival process in

the start- and middle-piece versions with a Poisson distribution with parameter A>

(m = 2,4,. . . ,M — 2), and we substitute an exponential distribution with parameter

êff i (w = 3,5, . . . , M — 1) for the true distribution of the effective processing times

in the middle- and end-piece versions.

5.3.4 Performance Measures

Steady-state performance measures of component C3 for product i (stand-alone,

start-, middle-, or end-piece version) may be approximated based on probability dis-

tributions pi and k[. For the start-piece version, tag "ext" must be removed from A?xt.

For the middle-piece version, stage indices (1) and (2) must be replaced with (m — 1)

and (m), and tag "ext" must be removed from Xfxt. For the end-piece version, stage

indices (1) and (2) must be replaced with (M — 1) and (M).

Average fraction of lost demand. An estimate for the average fraction of lost

demand for product i (stage 2) is

f(2) _ ft (V _L R ^
P\K +B ) •
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>

- •

- •

c^D^CK(2)

Br,2=l

Fig. 5.23. Start-piece version of component C3

7jniax,m i

Fig. 5.24. Middle-piece version of component C3

o» Ewnr^
- •

- •

Fig. 5.25. End-piece version of component C3

Average fraction of served demand. An estimate for the average fraction of

served demand (with and without waiting) for product i (stage 2) is

(5.18)E
n=0

Average fraction of immediately served demand {average fill rate). An estimate

for the average fraction of immediately served demand {average fill rate) for prod-

uct i (stage 2) is

p) _ f (2)_
JISD,i~Ji ~ (5.19)

M)



Average fraction of backordered demand. An estimate for the average fraction

of backordered demand for product i (stage 2) is

_ f (2) _
~~JSD,i

Average production rate. An estimate for the average production rate (average

throughput) with regard to product i is

fHi=[l-pi(0)]l4
2).

Alternatively,

where Ajp,- is an estimate for the average arrival rate of demand for product i in

stage 2 that is served immediately upon arrival or after a stochastic waiting time.

Average inventory level in stage 1. An estimate for the average number of full

containers with product-/ items in the output store of stage 1 is

A T / 1 '

yP '= i>*.-(y)- (5-21)

Average inventory level in stage 2. An estimate for the average number of full

containers with product-/ items in the output store of stage 2 is

f ) = £ (KJ2)-n)Mn). (5.22)

Average backorder level. An estimate for the average number of backorders for

product i (stage 2) is

W)=i I (n-K
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Average waiting time of backordered demand. An estimate for the average wait-

ing time of backordered demand for product i (stage 2) is

?(2)
.(2) _ b)

wBD,i - « (2) '

where Agjj,- is an estimate for the average arrival rate of demand for product i that is

backordered in stage 2,
5 (2) _ s(2) , ext

Average waiting time of served demand. An estimate for the average waiting

time of served demand for product;' (stage 2) is



Subassemblies:
Models of Multi-Product Manufacturing Facilities

6.1 Subassembly SA1: Model of a Multi-Product Manufacturing
Facility

6.1.1 Equation for Parameter t^

6.1.2 Equations for Transition Rates /i; and fi"

6.1.3 Algorithm for Subassembly SA1

6.2 Subassembly SA2: Model of a Multi-Product Manufacturing
Facility Fed by Single-Product Facilities

6.2.1 Rough Estimates for Parameter f̂ gj

6.2.2 Approximation of Probabilities P(Ejj)

6.2.3 Equation for Transition Rate A,-

6.2.4 Algorithm for Subassembly SA2

In this chapter, we describe how multiple C2-components (subassembly SA1) and

multiple C3-components (subassembly SA2) may be linked to obtain models of

kanban-controlled multi-product manufacturing facilities. Subassembly SA2 is iden-

tical to subassembly SA1, except that the multi-product manufacturing facility is fed

by several kanban-controlled single-product manufacturing facilities.

6.1 Subassembly SA1: Model of a Multi-Product Manufacturing
Facility

Subassembly SA1 is the result of linking two or more C2-components (Fig. 6.1). The

process of linking C2-components requires the determination of parameters t^, jit,',
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SAI
C2

C2

C2

u

•

•

•

IT

U

Fig. 6.1. C2-components, subassembly SAI, and corresponding kanban system

and \i" for all i = 1,. . . , r. An iterative procedure is employed to arrive at sufficiently

precise estimates for the linking parameters.

6.1.1 Equation for Parameter t,(0
SBI

Let tg (tjj , tj ) be the average amount of time the manufacturing facility in the

model of component C2 for product i spends in state S (B, I) between two vacation

periods (Fig. 6.2). Also, let 4BI be the average amount of time between the end of

a vacation period until the start of the next vacation period in the model of compo-

nent C2 for product i. Since the manufacturing facility may only be in states S, B, or

/ between two successive vacation periods, it follows that 4BI = 4 + 4 +t\ •

Let Tj denote the average amount of time from the end of a vacation period until

the end of the next vacation period in component C2 for product i. This value may

also be referred to as average cycle length. If ty denotes the average length of a

vacation period in the model of component C2 for product /, with

tU)
'SBI'

(6.1)

then the average cycle length 7} is equal to + tv .

1 i ~ (SBI ~ lV

Fig. 6.2. States of the manufacturing facility in component C2 for product i

>| s 1
4°

•

B

c
...

Vacation Period

-

f(r) i 0 '
SBI SBI

. . .

j(i-l)

SBI T ^ *SBI T fSBI ~ ~ (SBI
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From distribution g{, we can obtain the average fraction of time of a vacation

period in the model of component C2 for product i: g\/ = Y,rj=i-j^igi(Vj). Since

4r. (6.2)
8v

A') _ T. ,(')
'SBI — 1i~'V •

Finally, we can determine

Rough estimates. At the beginning of the algorithm, we need rough estimates for

tf and t^ for all i = 1,.. . , r and for 4BI for all i — 1,.. . , r; i^ 2. A rough estimate
(2)

for fjjgj is not required because the algorithm starts with the analysis of the CTMC

for component C2 for product 2 and this CTMC does not contain transition rate

4 B P Simplifying greatly, we pretend that the sequence of states of the manufacturing

facility in the original system is Si, Bi, S2, B2,..., Sr,Br (repeated), which implies

that at least one active kanban is available for the product that is to be produced next,

so that no setup of the setup sequence is skipped and the manufacturing facility never

idles. Based on this scenario, rough estimates for if and t\1' are

tTst = Si (6.4)

and

ffst = 0.

The number of active kanbans at the beginning of a busy period, say #,-, must be

between 1 and Kj + Bf13*, the sum of the total number of kanbans and the maximum

number of backorders for product i. Thus, the average number of active kanbans at

the beginning of Bt may be (very) roughly estimated as \ (Kt + Bfm). A busy period

ends when the number of active kanbans is reduced to zero. We estimate the average

time to reduce the number of active kanbans in component C2 for product i by one

unit as (/i,- — Â ffi(-) , where A^,- is the effective arrival rate in an M/M/1 /N queue-

ing system (component Cl) with average arrival rate A?xt, average service rate fit, and

system capacity iV = K,; + B™ax (including the server position). Hence, we get
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as a rough estimate for tg , where

l -pf+ 1

1

with p,- = A ? x t / ^ and N = Kt

Finally, since ?£est = *, and ?}:est = 0, we have

ti:est
'SBI

ifp,- = l,

(6.6)

6.1.2 Equations for Transition Rates \i[ and \i'(

Before the balance equations for the CTMC of component C2 for product i may be

solved, transition rates ji[ and fi" for transitions (1,5) —> (0,/) and (1,B) —> (0,V)+i)

must be determined (Fig. 6.3).

Fig. 6.3. Isolated section of the state-transition rate diagram of the CTMC for the stand-alone
version of component C2 (product i)

Transition (1, B) —> (0, /) represents that the manufacturing facility switches into

the idle state at the end of a busy period. This happens if no kanban is active for

any product. Otherwise, the manufacturing facility is being set up for one of the

other products, that is, the manufacturing facility begins a vacation period: transition

(1,B) —> (0, Vj+i). Let Ei denote the event that no kanban is active at the end of a

busy period for product i, and let P(Ei) denote the probability of this event. Then we

have

ii'i=P(Ei)ni, (6.7)

and

tf=[l-P(Ei)]m. (6.8)
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Derivation of Equations (6.7) and (6.8). First, we establish a relation between

processing rate jU,- and transitions rates fi'i and \i". The amount of time a system

spends in a state is called the sojourn time in this state. In a CTMC, the sojourn time

in any state is exponentially distributed and the distribution parameter is the sum of

the transition rates for transitions out of the state (e.g., Kulkarni 1999, Section 6.2).

Hence, the sojourn time in state (l,B) is exponentially distributed with parameter

Afxt + \i\ + ji", that is, the average sojourn time in state (1,B) is (Afxt + \i\ + ^')~1.

In the next paragraph, we show that Afxt + \i[ + jx" = A?xt + fr. From this equation,

we get

ri tf (6-9)
Consider the events that may occur when component C2 for product i is in state

(1,7?): either a kanban for product i is activated (event 1), or an empty container for

product i is filled (event 2). The time until event 1 occurs is exponentially distributed

with rate Afxt. The time until event 2 occurs is exponentially distributed with rate /!,-.

By definition, the sojourn time in state (1,5) must be equal to the time until the first

of these two events occurs. Since the minimum of a set of independent exponential

random variables is an exponential random variable, and its distribution parameter

is the sum of the distribution parameters of the independent random variables (e.g.,

Kulkarni 1999, Section 6.3), the time until the first of the two events occurs is expo-

nentially distributed with parameter Afxt + Hi- Therefore, Afxt + /i/ + juf = A?xt + pLt.

We now establish a relation between y.[ and \i!(. In the CTMC for component C2

for product i, the probability that the system enters state (0,7) when it leaves state

(1,7?) is li[/[Xfn + II,-), that is, the rate of the transition from state (1,B) to state

(0,7), jU./, in relation to the parameter of the sojourn time distribution of state (l,B)

(e.g., Kulkarni 1999, Section 6.2). Likewise, the probability that the system enters

state (0, V,+i) when it leaves state (1, B) is /x/'/ (Afxt + fii).

In the original multi-product kanban system, the manufacturing facility switches

into the idle state only if no kanbans (for any product) are active at the end of a busy

period. Otherwise, the manufacturing facility is being set up for one of the other

products. In the model of component C2 for product i, this behavior is represented by

the transitions from state (1,7?) to state (0,7) and from state (1,7?) to state (0,V;+i),

respectively. If £,- denotes the event that no kanbans are active at the end of a busy

period for product i and if P(E{) denotes the probability of this event, then

Hi I H'/ P{Ei)
\-P{Ei)
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and, thus,

4 = ̂ T . (6-10)

From Equations (6.9) and (6.10), we get Equations (6.7) and (6.8).

Probability P(Ei). We now develop an approach to estimate probability P{Ei).

Let Eij denote the event that no kanban for product j is active at the end of a busy

period for product i. Clearly, event £,• occurs only if events Eij for all j = 1,.. . , r

occur simultaneously, that is, £,- = flj=i Eij. Events Eij are mutually independent for

a fixed i and j = 1,.. . , r. Thus, the probability of event E, is

P(Ei)=flP(Eij). (6.11)

Note that, by definition, P{Eu) = 1- For any combination i,j = 1 ,...,/•; j ^ i,

we approximate P(E(j) by the conditional probability that no kanban is active for

product j (event A), given that the manufacturing facility is dedicated to product i

(event B), that is,

For P(B) > 0, the conditional probability of event A given event B is

P(ADB)
P(A\B) =

P(B)

The probability of both events A and B occurring simultaneously, P(A fl B), is approx-

imately <jj (0, V;), the probability of event B, P(B), is approximately gj (V;). Thus, we

get for probability P(Eij) that

Rough estimates. Unfortunately, no values for qj(O,Vj) and gj(Vi) are available

until after the first analysis of component C2 for product j . Therefore, a different

approach for obtaining values for probability P(Ejj) is needed at the beginning of

the algorithm. Recall that P(Eij) is the probability that no kanban for product j is

active at the end of a busy period for product i. This may happen only if no demand

for product j has arrived in the time period from the end of the last busy period for
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product j until the end of the busy period for product i. Let tp be an estimate for the

average length of this time period with

if i = j ,

We get a rough estimate for P{Eij) by calculating the probability that no demand

for product j arrives during a time period of length Zj-,-. Since demand for product j

arrives according to a Poisson process with rate A?xt, a rough estimate for P{Eij) is

(6.13)

6.1.3 Algorithm for Subassembly SA1

The algorithm for subassembly SA1 consists of two parts. In the first part (steps 1,

2, and 3), initial values are determined for parameter t^ for all i = 2,..., r. In the

second part (steps 4, 5, and 6), the models of component C2 for products 1,.. . , r are

analyzed repeatedly until all performance measures of interest change by less than

£p (relative change). The scheme of the algorithm is illustrated in Figure 6.4.

Algorithm for Subassembly SA1

[Part I: Initialization]

Step 1. Compute rough estimates for tg and tg for all i = 1,.. . , r using Equations

(6.4) and (6.5).

Step 2. Compute a rough estimate for r^ for all i — 1,.. . , r; i: ^ 2 using Equation

(6.6).

Step 3. [The Oth rotation]

For i = 2 to r.

• Approximate probabilities P(E{j) for all j — 1,.. . , r; j ^ i using Equa-

tion (6.13) if j = 1 or j > i and Equation (6.12) if 1 < j < i. Approxi-

mate probability P(Ei) using Equation (6.11). Then calculate parameters

H'l and fi" using Equations (6.7) and (6.8).

• Solve the balance equations of the CTMC for component C2 for product i

to obtain probability distribution qi.



72 6 Subassemblies: Models of Multi-Product Manufacturing Facilities

Mi rotation

ft-i.ft-i

ft. ft

ft. ft

Fig. 6.4. Scheme of the algorithm for subassembly SA1; C2(0 = component C2 for product i.

• Compute probability distribution g; and parameters ty and 7] using

Equations (5.7), (6.1), and (6.2). Then calculate parameter t^ using

Equation (6.3).

Next i.

[Part II: Convergence process]

Step 4. Setfc= 1.

Step 5. [The Mi rotation]

For i = 1 to r:

• Approximate probabilities P(Eij) for all j = 1,.. . , r; j ^ i and probabil-

ity P(Ei) using Equations (6.12) and (6.11). Then calculate parameters

[i[ and \i" using Equations (6.7) and (6.8).

• Solve the balance equations of the CTMC for component C2 for product i

to obtain probability distribution qt.

• Compute probability distribution pi using Equation (5.6). Then calculate

the current values (rotation k) for the performance measures of interest,

for example, f> ' andy\ ' using Equations (5.9) and (5.11).
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• If k > 1, then: if for all performance measures of interest

| current value — last value |/current value < ep,

for example, if for all i = l , . . . , r \fi — f\ \/ft < £p and \y\ —
) \/yyf) „ then STOP.

• Compute probability distribution |,- and parameters ty and 7} using

Equations (5.7), (6.1), and (6.2). Then calculate parameter t^ using

Equation (6.3).

Next i.

Step 6. Set fc = k+ 1. Go to Step 5.

6.2 Subassembly SA2: Model of a Multi-Product Manufacturing
Facility Fed by Single-Product Facilities

Subassembly SA2 is the result of linking two or more C3-components (Fig. 6.5).

The main difference to subassembly SA1 is that input material for the multi-product

manufacturing facility in stage 2 may be out of stock in the output stores of stage 1.

The linking-process for C3-components is conceptually identical to the linking-

process for C2-components: values for a set of linking parameters are determined

by means of an iterative procedure. In fact, the same equations may be used for pa-

rameters fggj, fij, and [i"; only the approach for generating rough estimates for t^

must be adapted slightly. The approximation of probabilities P(Eij) must be modi-

fied, and a value for the additional transition parameter A,- must be obtained before

component C3 for product i may be analyzed.

SA2

HI
H
B

•
•
•

u

u

Stage 1 Stage 2

Fig. 6.5. C3-components, subassembly SA2, and corresponding kanban system
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6.2.1 Rough Estimates for Parameter t^

The number of active kanbans and backorders (in stage 2) at the beginning of a busy

period, say 5;, must be between 1 and K> ' + B™ax' , the sum of the total number of

kanbans and the maximum number of backorders for product i in stage 2. Hence,

the average number of active kanbans at the beginning of J3, may be (very) roughly

estimated as \ (K\ ' + B™ax' ). A busy period ends when either the number of active

kanbans or the number of containers with input material is reduced to zero. We esti-

mate the average time to reduce the number of active kanbans in component C3 for

product i by one unit as (jU;- ' — Aeff,,-) , where A^,- is the effective arrival rate in an

M/M/l/N queueing system (component Cl) with average arrival rate Afxt, average

service rate jU(- , and system capacity N = K> + #™ax' (including the server posi-

tion). Assuming that input material is always available, we get as a rough estimate

( ) (^ -;W,,.)-\ (6.14)

where

Aeff,i =
/ 1 \

ifp,- = l,

with Pi = A^7/i/2 ) and W = Kl2) + B™x'2.

Finally, with f̂ :est = 0 and 4:est = s^\ we have

nmax,2

6.2.2 Approximation of Probabilities P(£,y)

Let Etj denote the event that, at the end of a busy period for product i in the multi-

product manufacturing facility in stage 2, product j does not meet the setup condi-

tion. In contrast to component C2, the setup condition in component C3 consists of

two parts: at least one kanban must be active (in stage 2) and at least one container

with input material must be present in the output store of stage 1.

By definition, P(Ea) = 1. To approximate probability P(Etj) for all 7 = l , . . . ,r;

j ^ i, note that

(6.16)
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if rij denotes the number of active kanbans and backorders for product j in stage 2,

yj denotes the number of full containers in the output store of stage 1 for product j ,

Etj ' denotes the event that rij = 0 or yj = 0 (inclusive or) at the end of a busy

period for product i, and, for example, E?j~ y' denotes the event that rij — 0 and

yj > 0 at the end of a busy period for product i. To simplify the notation, we substitute

/>(£«.), P{E\]), and P($j>) for P{E^>0), ptfj*0*"*0), and ptff0**-0).
Consider probability P(E"j). The conditional probability that input material is

available, but no kanban is active for product j given that the manufacturing facil-

ity is dedicated to product i may serve as an approximation for the probability that

both conditions are met at the end of a busy period for product i. This conditional

probability for the approximate model of component C3 for product i is equal to

[qj (0, V1-) - dj (0,0, VS)] /gj (Vt). Hence,

Equivalently,

and

(6.17)

(6.18)

(6.19)

Rough estimates. No values are available for the steady-state probability distribu-

tions of the model of component C3 for product j until after the first analysis of this

component. Therefore, other approximations are required for probabilities P{Efy,

P(Ejj), and P(E"f) at the beginning of the algorithm.

If P(Etj ) denotes the probability that no kanban is active for product j at the

end of the busy period for product i (regardless of the number of containers with

input material) and if fy,- is an estimate for the average time from the last busy period

for product j until the end of the busy period for product i, then—assuming that rij

was zero at the end of the last busy period for product j—a (very) rough estimate for

p(£jy=°) is

where
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By similar argument, we get

P°*(E%=0)=e->1?)t».

Then, using basic probability calculus, we obtain

Pest(££) = Pe s t«/= 0) [1 -Pest{E*f°)] - g-V;< -g-^r+"i1))^) (6.20)

P^(El) = [1 -Pe s t (^=°)]Pe s t (^=°) = e^S - e-^+^M, (6.21)

and

= e-^r-^1 V (6.22)

6.2.3 Equation for Transition Rate A,

The idle period in component C3 for product i ends as soon as one product meets

the setup condition. If this product is product i, then the manufacturing facility im-

mediately resumes production, that is, the manufacturing facility switches back into

state B (with transition rate [i\ '). If, however, the first product that satisfies the setup

condition is one of the other products, then the manufacturing facility starts a vaca-

tion period, that is, the state of the manufacturing facility changes from / to V,+i

(Figs. 5.20 and 5.21). The rate for this transition must be the reciprocal of the mean

of an exponentially distributed random variable that contains the time from the be-

ginning of the idle period until one product other than product i meets the setup

condition. We denote this reciprocal by A,-. If Ijj denotes the average time from the

beginning of the idle period after processing items of product i until product j meets

the setup condition and if this time actually followed an exponential distribution,

then

A«= £ f (6.23)

since the minimum of a set of independent exponential random variables is an ex-

ponential random variable, and the parameter of this random variable is the sum of

the parameters of the individual random variables (e.g., Kulkarni 1999, Section 6.3).

The exact average time ltj, however, is unknown. It may only be approximated be-

cause no information is available in the model of component C3 for product i on the

number of active kanbans for product j in stage 2 and the number of containers with

input material for product j in the output store of stage 1 (j = 1,.. . , r; j ^ i).
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Approximation of Zy. When product j does not meet the setup condition, this

may be because (1) input material is available, but no kanban is active in stage 2 or

(2) one or more kanbans are active in stage 2, but no input material is available or

(3) because no kanban is active and no input material is available. The average time

until product j meets the setup condition is consequently the weighted average of

the average times until (a) a kanban is activated in stage 2, (b) a container with input

material is completed in stage 1, and (c) a kanban is activated and a container with

input material is completed. The weights are the conditional probabilities that the

system is in the three states given that product j does not meet the setup condition at

the end of a busy period for product i.

The average time until a kanban for product j is activated in stage 2 is l/A?xt.

The average time until a container with input material for product j is completed

in stage 1 is l / / i] • The average time until a kanban is activated and a container

with input material is completed is given by the expected value of a random variable

containing the maximum of the time until a kanban is activated and the time until

a container with input material is completed. Since both times follow exponential

distributions, the average time until a kanban is activated and a container with input

material is completed is \/Xfx + l/^1] - 1 /(X?xt + ju]1}). Hence,

( 6 2 4 )

6.2.4 Algorithm for Subassembly SA2

The structure of the algorithm for subassembly SA2 is identical to the structure of

the algorithm for subassembly SAL Only the different approximation of probabil-

ities P(Eij) and the additional calculations for updating parameter A,- require some

modifications.

Algorithm for Subassembly SA2

[Part I: Initialization]

Step 1. Compute rough estimates for rs'' and tB for all i — 1,. . . , r using Equations

(6.4) and (6.14).

Compu

(6.15).

Step 2. Compute a rough estimate for 4BI for all i = 1,.. . , r; i ^ 2 using Equation
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Step 3. [The Oth rotation]

For i = 2 to r.

• Approximate probabilities /*(#•}), P(Ejj), and P(E"f) for all ; =

1,.. . , r; j'• ̂  i using Equations (6.20)-(6.22) if j = 1 or y > i and Equa-

tions (6.17)—(6.19) if 1 < j < i. Then employ Equation (6.16) to compute

probabilities P(Etj) for all j = 1,. . . , r; j ^ i.

• Approximate probability P(Ej) using Equation (6.11) and employ Equa-

tions (6.7) and (6.8) to calculate parameters n't and fj.'/. Compute the av-

erage waiting times Uj for all j = 1,.. . , r; j ^ i using Equation (6.24)

and employ Equation (6.23) to determine transition rate A;.

• Solve the balance equations of the CTMC for component C3 for prod-

uct i to obtain probability distribution o,-. Then use Equations (5.13) and

(5.14) to determine probability distributions qi and hi.

• Compute probability distribution g, and parameters ty and 7] using

Equations (5.16), (6.1), and (6.2). Then employ Equation (6.3) to cal-

culate parameter r^v

Next i.

[Part II: Convergence process]

Step 4. Set&= 1.

Step 5. [The Mi rotation]

For i = 1 to r.

• Approximate probabilities P(££•), P{Ejj), and P{E"f) for all j =

l , . . . , r ; j j^ i using Equations (6.17)-(6.19). Then employ Equation

(6.16) to compute probabilities P{Eij) for all j = 1,. . . , r; j ^ i.

• Approximate probability P(Ei) using Equation (6.11) and employ Equa-

tions (6.7) and (6.8) to calculate parameters /x;- and fi'/. Compute waiting

times lij for all j = l , . . . , r ; j ' ^ i using Equation (6.24) and employ

Equation (6.23) to determine transition rate A,.

• Solve the balance equations of the CTMC for component C3 for prod-

uct i to obtain probability distribution o,-. Then use Equations (5.13) and

(5.14) to determine probability distributions qi and hi.
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• Compute probability distributions pi and £,• using Equations (5.15) and

(5.17). Then determine the current values (rotation k) for the perfor-

mance measures of interest, for example, fi, y- , and y- using Equa-

tions (5.19), (5.21), and (5.22).

• If k > 1, then: if for all performance measures of interest

| current value — last value |/current value < ep,

then STOP.

• Compute probability distribution gW and parameters tv and 7] using

Equations (5.16), (6.1), and (6.2). Then employ Equation (6.3) to calcu-

late parameter t^.

Next i.

Step 6. Set k = k+ 1. Go to Step 5.



Composite Models:
Models of Multi-Stage Kanban Systems

7.1 Linking Technique

7.2 Algorithm for Linking Cl-Components

7.3 Algorithm for Linking SA1- and SA2-Subassemblies

In this chapter, we show how several Cl-components may be linked to obtain models

of multi-stage single-product kanban systems (Fig. 7.1). We also demonstrate how

SA1- and SA2-subassemblies may be connected to obtain models of multi-stage

multi-product kanban systems (Fig. 7.2). After explaining the linking technique, we

give detailed descriptions of the algorithms. Algorithms for models containing Cl-

components and SAl/SA2-subassemblies (Fig. 7.3) may be derived accordingly.

ci ci

4}

Fig. 7.1. Linking Cl-components
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SA1 S\2 s\: s\":

Fig. 7.2. Linking SA1- and SA2-subassemblies

SA1 Cl

•rti
EM-H3 uazra

Fig. 7.3. Linking Cl-components and SA1- and SA2-subassemblies
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7.1 Linking Technique

Conservation of flow-property. The conceptual anchor of the linking technique is

the conservation of flow-property of the systems under study: the exact same number

of items that enter the system leave the system eventually; no parts are scrapped and

no parts are newly created in the process. As a consequence, the average production

rates of all stages must be identical for the same product,

^ (1) TTT(2) T U ( M - 1 ) 'TTJ(^)

. _ I H , - • • • = 1 H I - - l H r .

Average demand arrival rates. The average demand arrival rates Xf"' must be

determined for the start- and middle-piece versions of component Cl and the sub-

assemblies. For each product of a stage, the average arrival rate of demand that is

served immediately upon arrival or after a stochastic waiting time must be equal to

the average production rate of the following stage,

ASD,i = T H (

(in) (m)
Rate AgD (- and the (total) average demand arrival rate, A(- ', are linked by equation

5 (m) _ Am) i (m)
ASD,i — JSD,iAi '

where f^\ denotes the average fraction of served demand for product i in stage m.

Thus, we obtain the equation

1 W _ 1 W / Am) _ TTj(m+1) / Am)
Ai ~ ASD,i7-'SD,i ~~ l n i / JSD,V

Effective average processing rates. The effective average processing rates fi^]

must be determined for the single-product manufacturing facilities in the middle-

and end-piece versions of component Cl and subassembly SA2. For each single-

product manufacturing facility, the effective average processing rate is determined

based on the average waiting time until input material is available, w\M,-, and the

nominal average processing rate, pi\ ,

identical to the average waiting time of served demand in stage m — 1, Wgp (. . Thus,

The average waiting time until input material is available in stage m is conceptually

identical to the average

we obtain the equation

n(m) _ (,,,(m~l
VSD,(
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Initial values. At the beginning of the stage-linking algorithms, initial values are

needed for the average demand arrival rates A> of the start- and middle-piece ver-

sions of component Cl and the subassemblies and for the effective average container

processing rates ^m of the single-product manufacturing facilities in the middle-

and end-piece versions of component Cl and subassembly SA2. Rather arbitrarily,

we use the average production rates of stage m + 1 as initial values for the average

demand arrival rates in stage m,

i m:init r r r j ( m +0
A; — 1H;

As initial values for the effective average container processing rates we employ the

nominal average container processing rates,

Am:init n(m)
Meff.i — M; •

7.2 Algorithm for Linking Cl-Components

In this section, we give a detailed description of the algorithm for linking Cl-

components. The scheme of the algorithm is sketched in Figure 7.4, the essential

steps are visualized in Figure 7.5. Since approximations are used in the analysis of

the different versions of component Cl, only approximate values may be obtained

for the performance measures of interest, for example, /gD and y^.

Algorithm for Linking Cl-Components

Step 1. [Initialization pass]

Set Ae^
init = M(m) for all m = 2 ,3 , . . . ,M.

For m = M,..., 1:

• If m < M: set Am:init = TH(m+1).

• If m > 1: compute TH using Equation (5.3).

Next m.

Step 2. [Forward pass]

For m = 1, . . . , M:
1

• I f m > I: compute ^ =

• If m < M: compute f^ and w<^ using Equations (5.1) and (5.5).

Next m.
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Initialization pass

Forward pass i -

No

Backward pass

Fig. 7.4. Scheme of the algorithm for linking Cl-components; Cl(m) = component Cl for
stage m.

Component

Initialization pass

Backward pass

Fig. 7.5. Essential steps of the algorithm for linking Cl-components; Cl(m) = component Cl
for stage m.
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Step 3. [Backward pass]

Form = M, . . . , 1:

• If m < M: compute l<m) = T H ^ 0 / / ^ -

• Compute TH using Equation (5.3).

Next m.

Step 4. [Stopping criterion]

If fH( 1 ) « • • • « TH(M), that is, |fH(m) - TH( 1 ) | /TH( 1 ) < es for all m =

2, . . . ,M, then go to Step 5.

Otherwise, go to Step 2.

Step 5. [Determination of performance measures]

Compute performance measures of interest, for example, f^ and y^ for

all m = 1,. . . ,M using Equations (5.2) and (5.4), then STOP.

7.3 Algorithm for Linking SA1- and SA2-Subassemblies

In this section, we give a detailed description of the algorithm for linking a start-

piece version of subassembly SA1 and one or more SA2-subassemblies. Figure 7.6

visualizes the scheme of the algorithm, Figure 7.7 illustrates the essential steps.

Algorithm for Linking SA1- and SA2-Subassemblies

Step 1. [Initialization]

Set Arfft1" = M,-m) for all i = l , . . . , r andm = 2 , 4 , . . . , M - 1 .

• If m < M: set A/":init = TH,(m+1) for all i = 1, . . . , r.

• If m > 1: analyze subassembly SA2 for stages m — 1 and m.

If m = 1: analyze subassembly SA1 for stage 1.

• If m > 1: compute THr- for all i— l , . . . , r using Equation (5.20).

Setra!m~1)=raSm)foralli=l)...,r.
Next m.
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START

Backward pass

Fig. 7.6. Scheme of the algorithm for linking SA1- and SA2-subassemblies; SA1(1) =
subassembly SA1 for stage 1, SA2(m — 1, m) = subassembly SA2 for stages m — 1 and m.

Initialization pass

Forward pass

No

Stop?

Backward pass

Subassembly U W Subassembly

Fig. 7.7. Essential steps of the algorithm for linking SA1- and SA2-subassemblies; SA1(1) =
subassembly SA1 for stage 1, SA2(m — 1, m) = subassembly SA2 for stages m — 1 and m.
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Step 2. [Forward pass]

Fo rm=l ,3 ,5 , . . . ,M-2 ,M:

• If m > 1: compute fL^Tl) = (w{
sl~

2) + l /^*"1*) ~' for all i = 1,..., r.

• If m > 1 and m< M: analyze subassembly SA2 for stages m — 1 and m.

• If m < M: compute /££• and Wgp • for all * = 1,...,r using Equations

(5.8) and (5.12) for m = 1 and (5.18) and (5.23) for m > 1, respectively.

Next m.

Step 3. [Backward pass]

Form = Af ,Af-2 ,M-4, . . . ,3 , l :

• If m < M: compute Xjm) = fH,(m+!)/'%*]. for all i = 1,..., r.

• If m > 1: analyze subassembly SA2 for stages m — 1 and m.

If m = 1: analyze subassembly SA1 for stage 1.

• Compute TH,- for all / = 1,..., r using Equation (5.10) for m = 1 and

(5.20) for m > 1, respectively.

Next m.

Step 4. [Stopping criterion]

if fH,(1) « ... « fH,(M), that is, |ra!m) - r a f V ™ ! 0 < e*for a11 £ =
1,... , randm = 3,5,7,... ,M — 2,M,

or if |Tlir :neW - r a f a S t | / T H r e W < 0-le.v for all i = l , . . . , r and m =

1 ,3 ,5 , . . . ,M-2 ,M, then STOP.

Otherwise, go to Step 2.
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Extended Application: Models of Systems with
Multi-Product Manufacturing Facilities in Series

8.1 Building the Substitute System
8.2 Analyzing the Substitute System
8.3 Deriving Performance Measures of the Original System

The described construction elements and linking techniques do not permit to di-

rectly model kanban systems with multi-product manufacturing facilities in series,

such as the "original systems" in Figures 8.1 and 8.2. The stage-linking technique

(Chap. 7) is valid only for connecting single-product manufacturing facilities (Cl-

components) and for connecting multi-product and single-product manufacturing fa-

cilities (subassembly SA2 and Cl-components [only in that order] or several SA2-

subassemblies). An indirect approach may, however, be employed to extend the ap-

plicability of the construction kit to systems with two or more multi-product manu-

facturing facilities in immediate succession.

The general notion of the indirect approach is to "insert" a single-product manu-

facturing facility with extremely small average processing time into each product-

specific output store of those multi-product manufacturing facilities that supply in-

put material to another multi-product manufacturing facility. Models of the resulting

"substitute systems" (two examples are given in Figs. 8.1 and 8.2) may then be built

with the elements of the construction kit (Figs. 8.3 and 8.4). The only purpose of

the inserted single-product manufacturing facilities is to obtain systems that may be

modeled directly with the elements of the construction kit. Because of the extremely

small average processing times, the performance measures of the substitute systems
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Stage 1 Stage 2 Stage 3 Stage 4

Original
system

Substitute
system

•DTDs

>nmn=s
• a n t e
•nnfe

Stage 1 Stage 2 Stage 3 Stage 4
i 1 | 1 | 1 | 1

Stage 1 Stage 1+ Stage 2 Stage 2* Stage 3 Stage 3+ Stage 4

Fig. 8.1. Extended application, example 1; original system and substitute system

should be approximately equal to the respective performance measures of the origi-

nal systems.

The suggested indirect approach consists of three steps:

1. Build a substitute system by inserting single-product manufacturing facil-

ities into the output stores of multi-product manufacturing facilities that

supply input material to another multi-product manufacturing facility.

2. Analyze the substitute system.

3. Derive performance measures of the original system based on the perfor-

mance measures of the substitute system.

In the following three sections, we describe the details of these steps. Symbols

relating to the original system are indicated by the additional superscript O, symbols

relating to the substitute system are indicated by the additional superscript S. The

inserted single-product manufacturing facilities in the substitute systems are referred

to by the stage index of the preceding multi-product facility supplemented by a plus

sign, for example, Kfm denotes the number of kanbans for product i in the single-

product manufacturing facility inserted into the output store of stage m, that is, the

number of kanbans for product i in stage m+ of the substitute system.

8.1 Building the Substitute System

When inserting single-product manufacturing facilities into the product-specific out-

put stores of a multi-product manufacturing facility, the original capacity of the out-



8.2 Analyzing the Substitute System 91

Stage 1 Stage 2 Stage 3 Stage 4
i 1 i 1 I 1 i 1

Original
system

Substitute
system

CKnuniDom:::::]
Stage 1 Stage 1+ Stage 2 Stage

Fig. 8.2. Extended application, example 2; original system and substitute system

' Stage 1 ' ' Stage 1+' ' Stage 2 ' ' Stage 2+' ' Stage 3 ' ' Stage 3+ ' Stage 4

put store—and, hence, the available kanbans—must be divided among the multi-

product facility and the inserted single-product facilities. For each product, the sum

of the number of kanbans in both stages of the substitute system must be identical

to the number of kanbans in the corresponding stage of the original system, that is,

Kf'm = Kfm + K?'m , so that the maximum inventory level for each product in the

considered section of the manufacturing system is identical in both the original and

the substitute system.

It remains to define how the kanbans for a product should be distributed. We sug-

gest to divide them equally among the multi-product manufacturing facility and the

inserted single-product manufacturing facility. If the number of kanbans is uneven,

we favor the multi-product manufacturing facility,

Ks-.m = and K?:m+ = [K°:m/2\.

In a kanban system, the number of kanbans must be greater than or equal to

one (for each product in each stage). The proposed indirect approach is therefore

restricted to kanban systems with at least two kanbans for each product of a multi-

product manufacturing facility that is followed directly by another multi-product

manufacturing facility.

8.2 Analyzing the Substitute System

The substitute system may be analyzed using the construction-kit approach. For

the example system in Figure 8.1, a model of the substitute system (Fig. 8.3)
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S\1 S.\2 S.\2

Stage 1 Stage 2 Stage 3 Stage 4

H CU..n~ ^+ C*™«_ A 'Stagel Stage 1* Stage 2 Stage 2* Stage 3 Stage 3* Stage 4

Fig. 8.3. Extended application, example 1; model of the substitute system

may be constructed with one SAl-subassembly (start-piece version) and three SA2-

subassemblies (two middle-piece versions and one end-piece version). The algorithm

given in Section 7.3 may then be employed to obtain approximate values for perfor-

mance measures of the substitute system. For the example system in Figure 8.2, the

model of the substitute system built with elements of the construction kit is depicted

in Figure 8.4.

8.3 Deriving Performance Measures of the Original System

Based on the performance measures of the substitute system, approximate values for

performance measures of the original system may be derived easily. Most estimates

for the substitute system may even be used directly as estimates for the original

system. Examples are the average fill rates, the average backorder levels, and the

average waiting times of backordered demand in the last stage,

fO:M _ fS:M
Ji — Ji >

TS:M ana

To obtain approximate values for the average inventory levels in stages with in-

serted single-product manufacturing facilities, the average inventory level of the out-

put store of the single-product manufacturing facility is added to the average inven-



8.3 Deriving Performance Measures of the Original System

SA1 SA2 SA2

93

•
r PI*

1

c i SA2

Stage 1 Stage 2 Stage 3 Stage 4
I II II II—=—I

h

Slagel Stage 1* Stage 2 Stage 2* Stage 3 Stage 3* Stage 4

Fig. 8.4. Extended application, example 2; model of the substitute system

tory level of the output store of the multi-product manufacturing facility,



Accuracy of the Models: Numerical Results

9.1 Experimental Design

9.2 Test Results for Subassembly SA1

9.3 Test Results for Subassembly SA2

9.3.1 Tests without Backorders

9.3.2 Tests with Backorders

9.4 Test Results for Linking Cl-Components

9.5 Test Results for the Extended Application

9.5.1 Tests with Balanced Stages

9.5.2 Tests with Unbalanced Stages

9.1 Experimental Design

For each algorithm, we conducted a series of tests to determine the magnitude of

the approximation errors that may be expected for selected performance measures.

As reference, we either took the results of a discrete-event simulation or, for very

small systems, the results of the exact model. To enable a meaningful comparison

of the approximation errors across different performance measures, we report the

relative, or percentage, deviation of each approximate value from its respective ref-

erence value, for example, ( / — / ) / / • Note that a positive relative deviation signals

that the approximate model overestimated the true value and that a negative relative

deviation indicates that the approximate model underestimated the true value.
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Test instances. Rather than generating a multitude of different system configura-

tions randomly, we defined a base system for each algorithm and created different

system configurations by systematically changing single system parameters or ratios

of system parameters, for example, the number of products or the ratio of the aver-

age setup times for product 1 and product r. The main advantage of this systematic

approach, compared to the random generation of test instances, is that changes in the

approximation quality may be attributed to specific changes in the system configura-

tion.

The only parameter of a base system that is determined directly is the av-

erage container processing rate for product 1 (in the last stage). The remaining

parameters—average demand arrival rates, average container processing rates (for

products 2, . . . , r ) , and average setup times—are specified indirectly by a number of

ratios. In this way, it is possible to characterize a group of structurally similar sys-

tems independently of the "dimensions" of the system, that is, independently of the

number of stages and the number of products.

Most ratios used in the following sections are self-explanatory, for example, the

setup time ratio s\/sr. Others, such as the traffic intensity, require an explicit defini-

tion. In accordance with common usage, we use the term traffic intensity for the ratio

of the average demand arrival rate (for full containers) and the average container pro-

cessing rate. Hence, the traffic intensity of product i, denoted by p,-, is p, = Afxt/Mi

(note that this definition excludes setup times). Additionally, for multi-product manu-

facturing facilities, we define the term total traffic intensity, denoted by p . Let the

total traffic intensity of a manufacturing facility be the sum of the traffic intensities

of all products processed in this manufacturing facility, for example, p = YJi=\ Pi' if

all r products share the same manufacturing facility.

Ratios such as the setup time ratio s\/sr only relate parameters (or ratios) of

product 1 and product r. We obtain a connection to the parameters (or ratios) for

products 2 , . . . , r - 1 by demanding that the differences between the parameters

(or ratios) of products with consecutive index values must be equal, for example,

,?2 — ^l =*3 —S2=--- = sr — sr-i; hence, given s\ and sr, the average setup time for

p r o d u c t / , for example , is st = si + (i— l)(sr — si)/(r— 1).

Number of kanbans. In addition to the average demand arrival rates, container

processing rates, and setup times, the number of kanbans for each product in each

stage must also be specified for each test instance. Rather than choosing the number

of kanbans arbitrarily, we tried to find realistic kanban configurations in the sense that
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each test system had to guarantee certain average fill rates with minimum cost. We

generally postulated that a system should be able to satisfy 95% of the demand for

each product from stock, that is, that the system should achieve minimum average fill

rates of 0.95. Simplifying the cost side, we only considered inventory holding costs

and assumed that it was sufficient to minimize the total average inventory for all

products in all stages (that is, similar holding costs for all products in all stages). As

a result, the problem of finding a realistic kanban configuration could be formulated

as: find the combination of the number ofkanbansfor each product in each stage that

minimizes the total average inventory in the system while guaranteeing given average

fill rates. For the different types of systems studied in the following sections, we

constructed five local-search heuristics. The algorithms of these heuristics are given

in the Appendix. The kanban configurations that resulted from applying the heuristic

procedures are listed in the following sections along with selected results of the tests.

Implementation issues. The Markov chain models were generated with the ap-

proach implemented in the software package MARCA (Stewart 1991, 1996). The

resulting balance equations were solved with the Gauss-Seidel method (e.g., Stew-

art 1994, Chap. 3). A minimum number of 20 iterations were performed and the

iteration process was stopped when for every element of the steady-state probability

vector the difference between the current and the last value divided by the current

value changed by less than 10~7.

The algorithms were implemented in Visual Basic 5.0 and run on a PC with a

Pentium III processor at 733 MHz. They converged for all test instances. For each

test instance, we report the number of rotations (subassemblies SA1 and SA2) or it-

erations (linking Cl-components, extended application). The number of rotations is

non-integer for many test instances. This indicates that the stopping criterion was met

before the last rotation was completed. We also list the observed computing times.

Note that in writing the code, no particular attention was given to performance as-

pects, and that the programs were executed in the Visual Basic development environ-

ment, that is, without creating an executable file. Therefore, the reported computing

times should not be taken as benchmarks. Their sole purpose is to indicate relative

differences in the computational requirements of the algorithms.

Simulation results. Simulation results were gathered with the replication/deletion

approach (e.g., Law and Kelton 2000, Chap. 9). The minimum number of replica-

tions was set to 25, the maximum number to 80. When the point estimates did not
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satisfy a given precision after 25 replications, additional replications were performed

until either the maximum relative errors of the point estimates were satisfactory, or

the maximum number of replications was reached. Warmup periods and observation

periods (length of a replication — warmup period) were generally set generously to

obtain observations representative of steady-state behavior.

9.2 Test Results for Subassembly SA1

The definition of the base system and the test sets for subassembly SA1 are given

in Tables 9.1 and 9.3. The parameter values of the three-product version of the base

system are listed in Table 9.2. For test sets 2b and 2c, we reduced the total traffic

intensity from 0.80 to 0.30. For systems with low total traffic intensity, the idle states

are more important because the average fraction of time the manufacturing facility

spends in the idle states increases when the total traffic intensity is reduced. This

effect is documented in Table 9.4 for the test instances of test set la. For p = 0.30,

with K\ = K2 = Ki = 3, the respective values are 13.561% (h), 11.336% (/2), and

8.680% (73).

The algorithm for subassembly SA1 was implemented with ep = 10~4. The

kanban configurations, number of rotations, and computing times are listed in Ta-

bles 9.5-9.12. Most reference values were obtained from the exact model. Only for

systems with more than three products, the comparison was based on point esti-

mates obtained from simulation. In the simulation experiments, additional replica-

tions were made until each point estimate had a relative error of at most 0.05% at

an overall confidence level for each test instance of at least (approximately) 90%.

The confidence level for each confidence interval of a test instance was determined

according to Bonferroni's Inequality (e.g., Law and Kelton 2000, Section 9.7), for

example, 1 — (1 — 0.9)/20 = 99.5% for a test instance with ten products and, thus,

20 individual confidence intervals (f\,... ,fw,y\,... ,yio)-

The estimates generated with the proposed algorithm appear to be fairly accurate

over a wide range of different systems. Many relative deviations in the experiments

are close to or below one percent. Unbalancing the system with respect to the average

demand arrival rates and varying the required fill rates shows hardly any effect on

the relative deviations (Figs. 9.2-9.5 and 9.8). When the number of products was

increased, the estimates for the average inventory levels were almost identical to the

exact values (Fig. 9.9).
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Table 9.1. Base System for Subassembly SA1

Average processing rate of product 1, fi\ 2.00

Total traffic intensity, p 0.80

Traffic intensity ratio p\ / pr 1.60

Processing rate ratio /Xi /ft 0.90

Setup to processing time ratio of product 1, s\/[i^ 2.00

Setup time ratio si /sr 0.80

Required fill rates, ffn, i = 1,.. . , r 0.95

Table 9.2. Base System with Three Products for Subassembly SA1

Product; 1 2 3

Average demand rates, Xfxt 0.66 0.56 0.46

Average processing rates, ft 2.00 2.11 2.22

Traffic intensities, p, = Xfn/ft 0.33 0.27 0.20

Average setup times, S{ 1.00 1.125 1.25

Required fill rates, ffn 0.95 0.95 0.95

Table 9.3. Test Sets for Subassembly SA1

Test Set Modified Parameter Range Increment

1
2a

2b

2c

3

4

5

6

Total traffic intensity, p
Traffic intensity ratio p\ jpr

[p = 0.80, r = 3]

Traffic intensity ratio p i /p r

[p = 0.30, r = 3]

Traffic intensity ratio p\ /pr

[p = 0.30, r = 10]

Setup to proc. time ratio prod. 1, ,?i///x1~
1

Setup time ratio s\ /sr

Required fill rates, ffa

Number of products, r

0.05-0.95
2-20

2-20

2-20

0.5-5.0
0.2-1.0

0.81-0.95
3-10

0.10
2

2

2

0.5

0.1

0.02
1
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Table 9.4. Test Set 1 (Subassembly SA1), Average Fraction of Time (%) of Each Idle State
(Exact Values)

p

0.05

0.15

0.25

0.35

0.45

0.55

0.65

0.75

0.85

0.95

Table 9.f

P K\,i

0.05 2,
0.15 2,
0.25 3,
0.35 4,
0.45 4,
0.55 6,
0.65 7,
0.75 10,
0.85 16,
0.95 33,:

h

34.555
25.381
17.009
8.792
5.880
2.387
0.771
0.243
0.046
0.002

>. Test Set

h

29.346
21.314
14.228
6.725
4.922
1.825
1.199
0.376
0.071
0.003

h

23.435
16.637
10.953
10.479
3.746
2.846
1.007
0.317
0.060
0.003

1 (Subassembly SA1)

^2,^3 Rotations

2,2
2,2
3,3
3,3
4,4
5,5
7,6
10,9
16,14
32,29

11.3
6.3
7.3
7.0
5.3
4.3
5.7
6.3
7.0
7.0

Time (sec.)

0.040
0.030
0.031
0.030
0.041
0.050
0.080
0.151
0.361
1.392
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Table 9.6. Test Set 2a (Subassembly SA1)

Pl/P3

2

4
6
8

10

12

14

16
18
20

KUK2,K3

13,12,10
13,12,7
13,12,6
13,12,5
13,12,4
13,12,4
13,12,4
13,12,3
12,12,3
12,12,3

Rotations

6.7
6.3
6.7
6.7
6.7
6.7
6.7
6.7
6.7
6.7

Time (sec.)

0.220
0.180
0.180
0.190
0.181
0.170
0.170
0.181
0.160
0.170

Table 9.7. Test Set 2b (Subassembly SA1)

Pl/P3

2

4
6
8

10

12
14
16
18
20

KUK2,K3

3,3,3
3,3,2
3,3,2
3,3,2
3,3,2
3,3,2
3,3,2
3,3,2
3,3,2
3,3,2

Rotations

7.3
7.3
7.3
7.3
7.3
6.7
5.3
5.3
5.3
5.3

Time (sec.)

0.030
0.030
0.050
0.060
0.030
0.040
0.020
0.050
0.030
0.040
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Table 9.8. Test Set 2c (Subassembly SA1)

Pl/PlO

2s

4s

6s

8s

10'
12'
14s

16'
18'
20'

K\,..., K\Q

2,2,2,2,2,2,2,2,
3 3 2 2 2 2 2 2

3 3 2 2 9 2 2 2

3,3,2,2,2,2,2,2,
3 3 2 2 2 2 2 2

3 3 3 2 2 2 2 2
J, J, J,Z,,Z,,Z,,Z,,Z,,
3 3 3 2 2 2 2 2
J, J, J,Z.,Z,,Z,,Z,,Z,,
3 3 3 2 2 2 9 2
J,O,O,Z,,Z,,Z.,Z-,Z.,

3 3 3 2 2 2 2,2,
3 3 3 2 2 2 2 2
J, J, J,Z.,Z,,Z,,Z,,Z,,

2,2
2,2
2,2
2,2
2,2

2,1
2,1
2,1
2,1

2,1

Rotations

8.7
8.7
8.6
8.6
8.6
8.6
8.6
8.6
8.6
8.6

Time (sec.)

0.230
0.270
0.261
0.251
0.261
0.291
0.280
0.261
0.250
0.260

'Comparison based on simulation results.

Table 9.9. Test Set 3 (Subassembly SA1)

0.5
1.0
1.5
2.0
2.5
3.0
3.5
4.0
4.5
5.0

Ki,K2,K3

5,5,5
7,7,6

10,10,9
13,12,11
15,15,13
18,17,16
21,20,18
24,23,20
26,25,23
29,28,25

Rotations

6.0
7.0
7.3
7.0
6.0
6.0
5.7
5.3
4.7
4.0

Time (sec.)

0.050
0.090
0.161
0.230
0.281
0.390
0.481
0.580
0.621
0.661
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Table 9.10. Test Set 4 (Subassembly SA1)

S1/S3

0.2
0.3
0.4
0.5
0.6
0.7
0.8
0.9
1.0

K\,K2,K3

32,29,26
23,22,19
19,18,16
17,16,14
15,14,13
14,13,12
13,12,11
12,12,10
11,11,10

Table 9.11. Test

fmin
Ji

0.81
0.83
0.85
0.87
0.89

K\,K2,K-}

6,6,5
6,6,6
7,7,6
8,7,7
8,8,7

Rotations

5.0
5.3
6.0
6.3
6.7
6.7
7.0
7.0
6.7

Time (sec.)

0.891
0.540
0.421
0.350
0.300
0.261
0.241
0.210
0.190

Set 5 (Subassembly SA1)

Rotations

4.7
4.7
4.7
4.3
4.7

Time (sec.)

0.060
0.060
0.080
0.080
0.090

0.91 10,9,8 5.0 0.110
0.93 11,10,9 5.7 0.150
0.95 13,12,11 7.0 0.230
0.97 15,15,13 8.0 0.341
0.99 21,20,18 10.3 0.701

Table 9.12. Test Set 6 (Subassembly SA1)

r Ki,...,Kr Rotations Time (sec.)

3 13,12,11
4s 13,13,12,11
5s 13,13,12,11,11
6s 13,13,12,12,11,10
7s 13,13,12,12,11,11,10
8s 13,13,12,12,12,11,11,10
9s 13,13,12,12,12,11,11,11,10

10s 13,13,12,12,12,11,11,11,10,10
sComparison based on simulation results.

7.0
5.8
6.2
7.0
7.4
7.6
7.8
7.9

0.231
0.371
0.621
1.001
1.512
2.083
2.874
3.545
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Total Traffic Intensity, p

Fig. 9.1. Test set 1 (subassembly SAY); first bar, product 1; second bar, product 2; third bar,
product 3.

The estimates of the average inventory levels, however, seem to deteriorate sig-

nificantly for systems with total traffic intensity close to 1 (Fig. 9.1). For the test

instances with relatively large average setup times (three to five times the average

container processing time) and for test instances with significantly different setup

times (Figs. 9.6 and 9.7), the estimates of the average fill rates differed from the

exact values by two to three percent.
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Fig. 9.2. Test set 2a (subassembly SA1); first bar, product 1; second bar, product 2; third bar,
product 3.
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Fig. 9.3. Test set 2b (subassembly SAY); first bar, product 1; second bar, product 2; third bar,
product 3.
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Fig. 9.4. Test set 2c (subassembly SA1), part I; first bar, product 1; second bar, product 2;
. . . ; last bar, product 10.
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9.3 Test Results for Subassembly SA2

In the following two sections, we give the results of nine test sets without backorders

and two test sets with backorders for subassembly SA2. The definition of the base

system is given in Table 9.13. The parameter values of the three-product version of

the base system are listed in Table 9.15. The algorithm for subassembly SA2 was

implemented with Ep = 10~4.

9.3.1 Tests without Backorders

The test sets for subassembly SA2 without backorders are listed in Table 9.14. For

test sets lc and 2b, we reduced the total traffic intensity in stage 2 from 0.80 to 0.30.

For test set 2c, the initial values of the traffic intensities in stage 1 (p;- = A?xt//i} )

were set to 0.50. While p\ was kept constant at 0.50, the difference between p\

and p\ ' was successively increased in increments of 0.10. For example, for test

instance 2 of test set 2c, the traffic intensities in stage 1 were p\ ' — 0.55, p^ =

0.50, and p3 = 0.45, for test instance 10, the respective values were p\ = 0.95,

pM = 0.50, and p3
(1) = 0.05.

The kanban configurations, number of rotations, and computing times are listed

in Tables 9.17-9.25. A number of reference values were obtained from the exact

model. For larger systems, the comparison was based on point estimates obtained

from simulation. In the simulation experiments, additional replications were made

until each point estimate had a relative error of at most 0.1% at an individual confi-

dence level of (approximately) 99%. For some performance measures, the maximum

relative error still exceeded this value after 80 replications. These cases are listed in

Table 9.16 along with the respective maximum relative errors.

In test set la, the total traffic intensity of stage 2 was varied from 0.10 to 0.90.

In test sets lb (p(2) = 0.80) and lc (p<2) = 0.30), the traffic intensities for the

products in stage 1 were changed from 0.10 to 1.00. The results indicate that the

approximation quality is only moderately sensitive to changes in the (total) traffic

intensity (Figs. 9.10-9.12). In test sets la and lb, the approximation errors of the

average inventory levels in stage 1 increase for higher traffic intensities. In test sets la

and lc, the approximation errors of the average inventory levels in stage 2 peak for

traffic intensities around 0.40-0.50 and 0.50-0.60, respectively.

In test sets 2a-2c, the test instances were increasingly unbalanced with respect

to the (per product) traffic intensities in stage 2 (test sets 2a, 2b) and in stage 1

(test set 2c), respectively. The results suggest that the approximation is insensitive to
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Table 9.13. Base System for Subassembly SA2

Average processing rate of product 1 in stage 2, jij 2.00

Total traffic intensity stage 2, p ̂  0.80

Traffic intensity ratio p{2) /pr
(2) 1.60

Processing rate ratio JUP^/JU^ 0.90

Setup to processing time ratio of product 1 in stage 2, s[ jx[ 2.00

Setup time ratio s\ /sr 0.80

Traffic intensities in stage 1, p\ , i = 1,... , r 0.80
Required fill rates, ffm, i = 1,... , r 0.95

Table 9.14. Test Sets for Subassembly SA2 without Backorders

Test Set Modified Parameter Range Increm.

la
lb

lc

2a

2b

2c

3

4

5

Total traffic intensity stage 2, p^'
Traffic intensities stage 1, p\ , i = 1,... , r

[p P) =0.80]

Traffic intensities stage 1, p\ , i = 1,... , r

[p(2)=0.30]

Traffic intensity ratio pf^ /p / 2 )

[p (2) =0.80]
Traffic intensity ratio Pj / p r

[pP = 0.30, i=l,...,r, pW = 0.30]

Spread of traffic intensities stage 1 p} — pr

p(2) = 0.80]

Setup to proc. time ratio product 1, s\ Vj

Setup time ratio s\ j's\ '

Number of products, r

0.10-0.90
0.10-1.00

0.10-1.00

2-20

2-20

0.0-0.9

0.5^.0

0.3-1.0

3-10

0.10
0.10

0.10

2

2

0.1

0.5

0.1
1
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Table 9.15. Base System with Three Products for Subassembly SA2

Product/ 1 2 3

Average demand rates, Xfn

Average processing rates stage 1,

Average processing rates stage 2,

Traffic intensities, p\ = Xf (2)

Average setup times, s\

Required fill rates, ff

(2)

(1)

(2)

0.66
0.82

2.00

0.33

1.00

0.95

0.56
0.70

2.11

0.27

1.125

0.95

0.46
0.57

2.22

0.20

1.25

0.95

Table 9.16. Test Sets for Subassembly SA2 without Backorders, Point Estimates with Maxi-
mum Relative Error > 0.1 %

Test Set

lb

lc

lc

2a

2a

2a

2a

2a

Test Instance

pj1] = 1.00
pW = 0.90

Pi
(1) = 1.00

Pf]/P?] = 12

P[2)M2) = 14
pf 7P,(2) = 16
p[2)/PP = 18
PP/PP =20

Performance Measures (Maximum Relative Error)

y{2]

yf]

&
y{3]

$]

yf
i1]

y{3]

(0.102%),

(0.127%),

(0.213%),

(0.111%),

(0.111%)

(0.104%)

(0.129%)

(0.127%)

(0.170%)

il\o.m%),y
^ ° (0.123%)

y{
2
1] ( 0 . 2 6 1 % ) , y

yf\0A\2%)

^(0.125%)

^(0.276%),
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Table 9.17. Test Set la (Subassembly SA2 without Backorders)

p(2)

0.10e

0.20e

0.30e

0.40e

0.50
0.60
0.70
0.80
0.90

3,3,3
4,3,3
5,5,4
5,5,4
6,5,5
6,7,6
8,8,7

11,11,11
18,19,16

£(2)

5,5,5
4,5,5
4,4,5
5,5,6
6,7,6
9,7,7

11,10,9
15,14,12
23,22,21

Rotations

7.7
6.7
7.3
5.7
5.7
6.0
7.0
7.7
8.0

Time (sec.)

1.782
0.902
0.872
0.831
1.072
1.703
3.575
9.804

44.985

eComparison based on exact values.

changes of the traffic intensity ratio in stage 2 and moderately sensitive to drastically

different average processing rates for the products in stage 1 (Figs. 9.13-9.15). Note

the large difference between the average processing rates for products 1 and 3 in the

last instance of test set 2c: ^ = 0.69 and ^ = 9.12.

In test sets 3 and 4, the setup times were changed. In test set 3, they were si-

multaneously increased for all products, in test set 4, the ratio of the setup times for

product 1 and 3 was varied, where ^ = 3 (53 5i ) • The results in Figures 9.16

and 9.17 indicate a high sensitivity of the approximation to changes in the setup

times. The errors are most pronounced for estimates of the average inventory levels

in stage 2 when the average setup times are smaller than the average container pro-

cessing times and when the average setup times are about three times the average

container processing times, or larger (Fig. 9.16).

Finally, we systematically increased the number of products from three to ten

(test set 5). The results show no significant changes in the approximation quality for

systems with more products (Fig. 9.18).
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Table 9.18. Test Set lb (Subassembly SA2 without Backorders)

Pi
(l) Rotations Time (sec.)

0.10
0.20
0.30
0.40
0.50
0.60
0.70
0.80
0.90
1.00

3,4,4
4,6,5
6,7,6
7,7,6
8,8,8
10,8,8
9,10,9

11,11,11

14,12,12
18,18,16

13,12,11
14,12,11
13,12,11
13,13,12
13,13,11
13,14,12
15,13,12
15,14,12
15,16,14
20,19,18

7.0

7.0

7.0

7.0

7.0

7.0

7.3

7.7

8.0
9.7

1.272
1.823
2.373
2.904
3.585
4.987
6.609
9.824

16.294
43.883

Table 9.19. Test Set lc (Subassembly SA2 without Backorders)

Rotations Time (sec.)

0.10e

0.20e

0.30e

0.40e

0.50e

0.60e

0.70e

0.80e

0.90
1.00

1,1,1

2,2,1
2,2,2
3,2,2
2,3,2
3,3,2
4,3,3
5,5,4
6,5,5

11,10,10

4,3,3
3,3,4
3,3,3
3,4,3
4,3,4
4,4,5
4,5,4
4,4,5
6,7,7

10,11,11

7.7

7.7

7.3

7.3

7.7

7.3

7.3

7.3

7.3
7.7

0.080
0.110
0.120
0.201
0.241
0.381
0.541
0.892
2.484

15.672

eComparison based on exact values.
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Table 9.20. Test Set 2a (Subassembly SA2 without Backorders)

Pj(2)/Pr2) ^ ( 1 ) ^ ( 2 ) Rotations Time (sec.)

2 12,10,10 14,15,11 7.3 8.933

4
6
8

10
12
14
16
18
20

11,11,7
10,13,9
10,11,6
10,11,6
12,12,5
11,12,5
10,11,6
10,11,5
10,11,5

16,14,9
17,13,6
16,14,6
16,14,5
14,13,5
14,13,5
15,13,4
15,13,4
15,13,4

7.3
7.3
7.3
7.3
7.3
7.3
7.3
7.3
7.3

8.503
8.913
7.631
7.621
7.661
7.230
6.830
6.740
6.770

Table 9.21. Test Set 2b (Subassembly SA2 without Backorders)

^ P £(2) Rotations Time (sec.)

2e

4e

6e

8e

10e

12e

14e

16e

18e

20e

2,2,2
2,2,2
1,2,2
1,2,2
1,2,1
1,2,1
1,2,1
1,2,1
1,2,1
1,2,1

4,3,3
4,3,2
5,3,2
4,3,2
4,3,2
4,3,2
4,3,2
4,3,2
4,3,2
4,3,2

7.3
7.3
7.7
7.3
7.3
7.3
7.3
7.3
7.3
7.3

0.150
0.130
0.151
0.130
0.120
0.130
0.130
0.131
0.140
0.160

eComparison based on exact values.
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Table 9.22. Test Set 2c (Subassembly SA2 without Backorders)

Rotations Time (sec.)

0.00
0.10
0.20
0.30
0.40
0.50
0.60
0.70
0.80
0.90

8,8,8
9,7,8
10,7,6
10,8,7
10,10,5
10,7,6
12,9,5
11,7,5
14,6,3
15,6,3

13,13,11
13,14,11
13,14,12
13,13,11
14,12,12
15,14,11
14,12,11
16,14,11
15,15,12
17,15,11

7.0
6.7
7.0
7.0
7.0
7.3
7.0

7.7

7.7
7.7

3.705
3.905
4.086
4.196
4.747
5.147
5.478
6.459
8.312

10.365

Table 9.23. Test Set 3 (Subassembly SA2 without Backorders)

.,(2) ,,(2) Rotations Time (sec.)

0.5
1.0
1.5
2.0
2.5
3.0
3.5
4.0

6,5,4
6,7,8
8,9,8

11,11,11
14,14,12
14,15,14
16,17,14
20,19,16

6,7,7
10,9,7

13,11,11
15,14,12
17,16,15
22,20,18
25,22,22
26,25,24

6.7
8.3
8.3
7.7

7.0
7.3
7.0
6.3

1.172
2.784
5.558
9.964

16.123
27.019
38.796
55.419

Table 9.24. Test Set 4 (Subassembly SA2 without Backorders)

Rotations Time (sec.)

0.3
0.4
0.5
0.6
0.7
0.8
0.9
1.0

18,17,18
16,15,15
14,14,13
13,12,12
12,12,11
11,11,11

12,10,11
9,9,10

27,25,20
21,20,17
19,17,15
17,16,14
15,14,13
15,14,12
13,14,11
15,14,11

6.7
6.7
7.0
7.3
7.3
7.7
7.3

7.7

49.031
27.339
18.517
14.180
10.715
9.804
8.502
7.881
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Table 9.25. Test Set 5 (Subassembly SA2 without Backorders)

~ Jw fro
15,14,12
15,13,13,12
16,14,15,12,12
15,14,13,14,12,11
14,15,14,15,12,14,11
16,15,14,15,12,12,13,11

9 11,11,13,12,10,11,11,11,10 16,15,13,13,14,13,12,11,11
10 11,11,11,12,10,12,11,12,11,8 16,15,14,13,15,12,12,11,11,14

3
4
5
6
7
8

11,11,
11,13,
11,12,
12,12,
13,11,
11,11,

11
11,10
10,12,
12,10,
11,10,
11,10,

10

11,
12,
12,

11

9,
11

11
,9,10

r

3
4
5
6
7
8
9

10

Rotations

7.7
7.3
7.2
5.8
3.9
5.1
6.2
5.5

Time (sec.)

9.794
17.064
29.363
39.356
51.283
71.833

105.001
131.770
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Fig. 9.10. Test set la (subassembly SA2 without backorders);^?m bar, product 1; second bar,
product 2; third bar, product 3.
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product 2; third bar, product 3.
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Fig. 9.18. Test set 5 (subassembly SA2 without backorders);^? bar, product 1; second bar,
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9.3.2 Tests with Backorders

The test sets for subassembly SA2 with backorders are given in Table 9.26. The

kanban configurations, number of rotations, and computing times are listed in Ta-

bles 9.27 and 9.28. All reference values, except for the first two instances of the

first test set, were obtained from simulation. In the simulation experiments for test

set 1, additional replications were made until each point estimate for the average fill

rates, the average inventory levels (stage 1 and stage 2), and the average fractions

of served demand had a relative error of at most 0.1% at an individual confidence

level of (approximately) 99%. The maximum relative error of the point estimates

for the average backorder levels was set to 0.5%, the maximum relative error of the

point estimates for the average waiting time of backordered demand was set to 0.2%.

In the simulation experiments for test set 2, additional replications were made until

each point estimate had a relative error of at most 0.2% (average backorder levels:

0.35%) at an individual confidence level of (approximately) 99%. Only for the last

test instance, the maximum relative errors of the estimates for the average inventory

levels in stage 2 for products 1 and 2 still exceeded this value after 80 replications

(yf]: 0.205%; yf>: 0.205%).

First, we ran test set la from the last section (Table 9.14) with Bfax'2 = 1 for all

i — 1,. . . , r (test set 1). The results are given in Figure 9.19 for the average fill rates

and average inventory levels and in Figure 9.20 for the average fractions of served

demand, the average backorder levels, and the average waiting times of backordered

demand.

For the first four performance measures, the results are almost identical to the

ones for 5™ax'2 = 0 (Fig. 9.10): only for total traffic intensities above 0.70, the rela-

tive errors appear to increase systematically (except for the average inventory levels

in stage 2). The relative errors, however, are still very moderate, even for p(2) = 0.90.

This last observation does not apply to the relative errors of the average backorder

Table 9.26. Test Sets for Subassembly SA2 with Backorders

Test Set Modified Parameter Range Increment

1 Total traffic intensity stage 2, p W, 0.10-0.90 0.10

Maximum number of backorders, 0-18
Dmax,2 Dmax,2 r>max,2

«i ,B2 , B3
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S i

Table 9.27. Test Set 1 (Subassembly SA2 with Backorders)

p(2)

0.10e

0.20e

0.30
0.40
0.50
0.60
0.70
0.80
0.90

R

3,
4,

5,

5,

6,

6,

8

11,
18,

:d)

3,3

3,3

5,4

5,4

5,5

7,6

8,7

11,11
19,16

£(2)

5,5,5
4,5,5
4,4,5
5,5,6
6,7,6
9,7,7

11,10,9
15,14,12
23,22,21

Bmax

1,1,

1,1,
1,1,
1,1,
1,1,
1,1,
1,1,

1,1,

1,1,

2

1

1
1

1
1

1

1

1

1

Rotations

9.3

6.7

8.0

7.7

6.7

7.3

9.0

9.7

10.3

Time (sec.)

2.654
1.342
1.322
1.301
1.493
2.413
4.737

12.448
53.767

127

Comparison based on exact values.

Table 9.28. Test Set 2 (Subassembly SA2 with Backorders)

3max,2

0,0,0
2,2,2
4,4,4
6,6,6
8,8,8

10,10,10
12,12,12
14,14,14
16,16,16
18,18,18

7,7,7
7,7,7
7,7,7
7,7,7
7,7,7
7,7,7
7,7,7
7,7,7
7,7,7
7,7,7

£(2)

9,9,9
9,9,9
9,9,9
9,9,9
9,9,9
9,9,9
9,9,9
9,9,9
9,9,9
9,9,9

Rotations

6.3

8.0

8.7

8.7

9.0

9.3

9.3

9.3

9.3

9.7

Time (sec.)

2.163
3.565
5.218
7.290

10.265
13.800
18.016
22.773
28.390
35.001
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Fig. 9.19. Test set 1 (subassembly SA2 with backorders), part 1; first bar, product 1; second
bar, product 2; third bar, product 3.
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Fig. 9.20. Test set 1 (subassembly SA2 with backorders), part 2; first bar, product 1; second
bar, product 2; third bar, product 3.
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levels and the average waiting times of backordered demand (Fig. 9.20, middle and

bottom chart). Note that the vertical axis is scaled differently in the bar charts for

these two performance measures so that the relative errors are even greater than they

may appear. In Figures 9.21 and 9.22, the values of these two performance measures

are plotted for product 1 for each test instance (left axis). The (absolute) deviation of

the approximations from the reference values is given twice in this diagram: (1) in-

directly by the gap between the data points and (2) directly by the white bars (right

axis). Note that the right axis in Figure 9.22 is scaled differently than the left axis.

We also investigated if increasing the maximum number of backorders has any

effect on the accuracy of the approximation (test set 2). For that purpose, we used a

completely balanced system with three products and p(2) = 0.80, p;- = 0.80, and

s\2)nP = 2, i = 1,2,3 (/i;
(2) = 2, A?xt = 0.53, s{2) = 1, and ^ 0 ) = 0.67). We set

K^ = 7 and K\2) = 9, i = 1,2,3, to yield average fill rates of about 0.90 for B™ax'2 =

0. Then B™"'2, J5™ax'2, and B™ax'2 were increased simultaneously from 0 to 18 in

increments of 2. The results are given in Figures 9.23 and 9.24.

In this example, increasing the maximum number of backorders has no signif-

icant effect on the relative approximation errors of the average inventory levels in

stage 1 and the average fractions of served demand. The relative errors of the aver-

age fill rates and the average inventory levels in stage 2 increase continuously. The

relative errors of the average backorder levels and the average waiting times of back-

ordered demand decrease initially, but they rise again, at different rates, when the

maximum number of backorders is further increased.

In Figures 9.25 and 9.26, the simulation and approximation results for these per-

formance measures are plotted for product 1 (left axis) along with the (absolute)

deviations (white bars, right axis). Note that the right axis is scaled differently than

the left.
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Fig. 9.26. Test set 2 (subassembly SA2 with backorders), average waiting time of backordered
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9.4 Test Results for Linking Cl-Components

The definition of the base system and the test sets for this section are given in Ta-

bles 9.29 and 9.31. The parameter values of the three-stage version of the base system

are listed in Table 9.30.

The algorithm for linking Cl-components was implemented with ev = 10~4. The

kanban configurations, number of iterations, and computing times are listed in Ta-

bles 9.32-9.39. Most reference values were obtained from the exact model. In the

simulation experiments, additional replications were made until each point estimate

had a relative error of at most 0.1% at an individual confidence level of (approxi-

mately) 99%.

The results for test set la (two stages), test set lb (three stages), and test sets 2a-

2d (p(M) = 0.30,0.50,0.70,0.90) suggest a correlation between traffic intensity and

approximation errors (Figs. 9.27, 9.28, and 9.29-9.32). The largest errors seem to

occur for traffic intensities around 0.50. Test sets 2a-2d indicate a strong influence

of the number of stages on the relative deviations of the approximations. The worst

estimates are generally received for stages in the middle of the system, whereas esti-

mates for the first and the last stage are fairly accurate in most test instances.

Increasing the processing rates in stages 1 and 2 (test set 3) leads to more accurate

approximations for the average inventory levels in the second and the third stage

(Fig. 9.33). This effect may be due to smaller waiting times for input material in these

stages. Increasing only the processing rate in stage 2 (test set 4) results in higher

estimation errors (Fig. 9.34). Unlike the errors in test set 3, the average inventory

levels in stages 2 and 3 are overestimated in these test instances.

Table 9.29. Base System for Linking Cl-Components

Average processing rate in stage M, jJ.^ 2.00

Traffic intensity stage M, p ( M ) 0.70

Processing rate ratio j n ^ / j u ^ 1.00

Required fill rate, /min>M 0.95

Table 9.30. Base System with Three Stages for Linking Cl-Components

Average demand rate, Aext 1.40

Average processing rate in stage m, pi W, m = 1,2,3 2.00

Required fill rate, / m i n 0.95
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Table 9.31. Test Sets for Linking Cl-Components

Test Set Modified Parameter Range Increment

la Traffic intensity stage M, p(M) [M = 2]

lb Traffic intensity stage M,pW> [Af = 3]

2a Number of stages, M [p<M)=0.30]

2b Number of stages, M [pW=0.50]

2c Number of stages, M [p W = 0.70]

2d Number of stages, M [p(M) = 0.90]

3 Processing rate ratio fi^/fi^

[n® = \ (jti(1) + M(3));M = 3, p(M) = 0.70]
4 Processing rate ratios J J ^ / V 1 ) , ^ 2 ) / / ! ^ 1.5-5.0 0.5

[=^ ;/(!) — u(3)- M — ^ r>(M) — f) 7f)l

Table 9.32. Test Set la (Linking Cl-Components)

0.10-0.90
0.10-0.90

2-6

2-6

2-6

2-6

1.5-5.0

0.10
0.10

1

1

1
1

0.5

p(2)

0.10
0.20
0.30
0.40
0.50
0.60
0.70
0.80
0.90

1,2
1,2
1,3
1,4
2,4
2,6
3,8
5,10
9,14

Iterations

2
2
3
4
4
5
5
5
4

Time (sec.)

0.000
0.000
0.000
0.000
0.000
0.000
0.000
0.000
0.000
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Table 9.33. Test Set lb (Linking Cl-Components)

p(3) #('),£(2)^(3) iterations Time (sec.)

0.10
0.20
0.30
0.40
0.50
0.60
0.70
0.80
0.90

1,1,2
1,1,2
1,1,3
1,1,5
1,2,5
2,3,6
3,4,8

4,7,10
7,13,16

2
3
5
7
8
7
8
8
8

0.000
0.000
0.000
0.000
0.000
0.000
0.000
0.000
0.000

Table 9.34. Test Set 2a (Linking Cl-Components)

M K^\...,K^ Iterations Time (sec.)

2
3
4
5

1,3
1,1
1,1
1,1

,3

, 1 ,
, 1 ,

3

1, 3

3
5
6
7

0.000
0.000
0.000
0.000

6 1,1,1,1,1,3 8 0.000

Table 9.35. Test Set 2b (Linking Cl-Components)

M K(1\...,KM Iterations Time (sec.)

2
3
4
5
6

2,4
1,2,5
1,2,2
1,1,2
1,1,2

,5
,3,6
,2,3,5

4
8
10
22
27

0.000
0.000
0.000
0.000
0.000

Table 9.36. Test Set 2c (Linking Cl-Components)

M K.W,...,KM Iterations Time (sec.)

2
3
4
5
6

3,8
3,4,8
2,4,5
2,3,5
2,3,5

,8
,5,9
,4,6,8

5
8
14
23
31

0.000
0.000
0.000
0.000
0.010
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Table 9.37. Test Set 2d (Linking Cl-Components)

M

2

3
4

5s

6s

K(1) fr(M)
u i • • • i x x-

9,14
7,13,16
7,11,14,16
8,9,13,14,17
8,9,12,13,15,19

Iterations

4

8

12

15

18

Time (sec.)

0.000
0.010
0.000
0.000
0.000

sComparison based on simulation results.

Table 9.38. Test Set 3 (Linking Cl-Components)

1.5

2.0

2.5

3.0

3.5

4.0
4.5
5.0

1,3,8
1,2,8
1,2,7
1,2,6
1,1,7
1,1,7
1,1,7
1,1,7

) Iterations

7

5

4

3

4

4

3

3

Time (sec.)

0.000
0.000
0.000
0.000
0.000
0.000
0.000
0.000

Table 9.39. Test Set 4 (Linking Cl-Components)

1.5

2.0

2.5

3.0

3.5

4.0

4.5

5.0

2,3,7
2,2,7
2,2,7
2,2,7
1,2,7
1,2,7
1,2,7
1,2,7

'' Iterations

8

8

8

8
11
11
11

11

Time (sec.)

0.000
0.000
0.000
0.010
0.000
0.000
0.000
0.000
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bar, rel. deviation of >»2'; third bar, rel. deviation ofy^>'; fourth bar, rel. deviation of/'3'.
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Fig. 9.29. Test set 2a (linking Cl-components), p ( M ) = 0.30; first bar, rel. deviation
second bar, rel. deviation of y&>;...; last bar, rel. deviation o (M
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Fig. 9.30. Test set 2b (linking Cl-components), p(M) = 0.50; first bar, rel. deviation
second bar, rel. deviation of y ' 2 ' ; . . . ; last bar, rel. deviation of pM>.
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Fig. 9.31. Test set 2c (linking Cl-components), p(M) = 0.70; first bar, rel. deviation of jK
second bar, rel. deviation of y^; ...; last bar, rel. deviation of / ( M ) .
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Fig. 9.32. Test set 2d (linking Cl-components), p M = 0.90; first bar, rel. deviation of ;y(1);
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9.5 Test Results for the Extended Application

In this section, we give test results for the example system in Figure 8.1 (p. 90).

The algorithm for linking SA1- and SA2-subassemblies was implemented with es =

5 x 10~4, the algorithms for subassemblies SA1 and SA2 were run with ep — 10~4.

The average container processing rates of the inserted single-product manufacturing

facilities were set to 106. Most reference values were obtained via simulation. In

the simulation experiments, additional replications were made until each point esti-

mate had a relative error of at most 0.1% (test set 2d, balanced stages: 0.15%) at an

individual confidence level of (approximately) 99%.

9.5.1 Tests with Balanced Stages

The definition of the base system and the test sets for this section are given in Ta-

bles 9.40 and 9.42. The parameter values of the three-stage/three-product version of

the base system are listed in Table 9.41. The kanban configurations, number of itera-

tions, and computing times are reported in Tables 9.43-9.52. The relative deviations

for the average inventory levels and the average fill rate are only given for prod-

uct 1 because all products of a stage share the same parameter values and, therefore,

almost identical approximation errors (Figs. 9.35-9.44).

The approximation errors are generally higher than in the preceding sections, but

equal or similar correlations may be observed between the total traffic intensity and

the approximation errors and between the number of stages and the approximation

errors (test sets la, lb, and 2a-2d; Figs. 9.35-9.40).

The results of test set 3 (Fig. 9.41) resemble in broad strokes the results graphed

in Figure 9.33 for single-product systems, whereas the results of test set 4 differ

Table 9.40. Base System for the Extended Application (Balanced Stages)

Average processing rate of product 1 in stage M, ptf' 2.00

Total traffic intensity stage M, p(M) 0.70

Traffic intensity ratio Pj(M)/Pr(M) [=> Afxt = A|xt = • • • = Ar
ext] 1.00

Processing rate ratio fi^/n^ 1.00

Processing rate ratio n[m)/^m) ,m=l,...,M 1.00

Setup to processing time ratio of product 1, s\'n.\m>, m = 1,... ,M 2.00

Setup t ime ratio s ^ /sim) ,m=l,...,M 1.00

Requi red fill rates, f™ia'M, i=l,...,r 0.95
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Table 9.41. Base System with Three Stages and Three Products for the Extended Application
(Balanced Stages)

Product*' 1 2 3

Average demand rates, Afxt 0.47 0.47 0.47

Average processing rates in stage m, ju> , m — 1,2,3 2.00 2.00 2.00

Average setup times in stage m, s\m , m — 1,2,3 1.00 1.00 1.00

Required fill rates, f™in'M 0.95 0.95 0.95

Table 9.42. Test Sets for the Extended Application (Balanced Stages)

Test Set Modified Parameter Range Increment

la Total traffic intensity stage M , p W [Af = 2] 0.10-0.90 0.10

lb Total traffic intensity stage M , p W [M = 3] 0.10-0.90 0.10

2a Number of stages, M [p(M)=0.30] 2-6 1

2b Number of stages, M [p(M)=0.50] 2-6 1

2c Number of stages, M [p^ = 0.70] 2-6 1

2d Number of stages, M [p(M)=0.90] 2-6 1

3 Processing rate rat io/x^/Mi^ 1.5-5.0 0.5
[Ml

(2) = i(M1
(1) + M1

(3));M = 3 ,pW=0.70]

4 Processing rate ratio n{2)/ji{1], fi\2)//j\M) 1.5-5.0 0.5

[^Ju{1)=Al(
M);M = 3,p(M)=0.70]

5a Number of products, r [Af = 2] 3-10 1

5b Number of products, r [M = 3] 3-10 1
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Table 9.43. Test Set la (Ext. Appl., Balanced Stages)

p(2)

0.10e

0.20e

0.30e

0.40

0.50

0.60

0.70

0.80

0.90

2,2,2

2,2,2

2,2,2

2,2,2

4,4,4

5,5,5

7,7,7

9,9,9

15,15,15

£(2)

2,2,2

2,2,2

3,3,3

5,5,5

4,4,4

6,6,6

7,7,7

12,12,12

19,19,19

Iterations

2

2

3

5

5

6

8

13

21

Time (sec.)

0.140

0.130

0.220

0.531

0.451

0.670

1.322

5.959

32.076

eComparison based on exact values.

Table 9.44. Test Set lb (Ext. Appl., Balanced Stages)

M

2

3

4

5

6

p(3)

0.10

0.20

0.30

0.40

0.50

0.60

0.70

0.80

0.90

KW

2,2,2

2,2,2

2,2,2

2,2,2

2,2,2

2,2,2

2,2,2

2,2,2

2,2,2

3,3,3

4,4,4

5,5,5

8,8,8

12,12,12

Table 9.45,

3,3,3

2,2,2

2,2,2

2,2,2

2,2,2

K

3,

2,

2,

2,

'<:

3

2

2

2

1

2

2

2

3

4

6

9

10,

18,

,2,2

,2,2

,2,2

,3,3

,4,4

,6,6

,9,9

10,10

18,18

. Test Set 2a

3)

,3
,2

,2

,2

3,3,3

2,2,2

2,2,2

2,2,2

2,2,2

3,3,3

4,4,4

5,5,5

6,6,6

9,9,9

12,12,12

21,21,21

(Ext. Appl., 1

£(5) j

3,3,3

2,2,2 3,

Iterations

2

3

5

8

22

23

48

38

58

Fime (sec.)

0.280

0.321

0.570

1.052

2.704

4.066

17.535

25.787

175.012

Balanced Stages)

(("> Iterations Time (sec.)

,3,3

3

5

6

8

9

0.220

0.601

1.011

1.632

2.254
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Table 9.46. Test Set 2b (Ext. Appl, Balanced Stages)

Iterations Time (sec.)

2 4,4,4 4,4,4
3 3,3,3 4,4,4 5,5,5
4 3,3,3 4,4,4 5,5,5 4,4,4
5 3,3,3 4,4,4 4,4,4 4,4,4 5,5,5
6 3,3,3 4,4,4 3,3,3 6,6,6 5,5,5 4,4,4

5
22
34

60
71

0.420
2.674

6.119
12.908
22.593

Table 9.47. Test Set 2c (Ext. Appl., Balanced Stages)

M Iterations Time (sec.)

2 7,7,7 7,7,7
3 5,5,5 9,9,9 9,9,9

D,D,D 0,0,0 0 ,0 ,0 / , / , /

5 5,5,5 8,8,8 7,7,7 7,7,7 8,8,8
6 5,5,5 8,8,8 6,6,6 9,9,9 7,7,7 8,8,8

8
48

71

78

138

1.312
17.685
27.710

40.338

88.337

Table 9.48. Test Set 2d (Ext. Appl., Balanced Stages)

2 15,15,15 19,19,19
3 12,12,12 18,18,18 21,21,21
4 12,12,12 16,16,16 18,18,18 18,18,18
5 12,12,12 19,19,19 14,14,14 16,16,16
6 12,12,12 18,18,18 14,14,14 13,13,13

M £(6) Iterations Time (sec.)

2
3
4

19,19,19

21
58

78

85

31.986
175.092

222.490

279.752
6 18,18,18 20,20,20 97 418.121
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Table 9.49. Test Set 3 (Ext. Appl., Balanced Stages)

r

3
4
5
6
7
8
9

10

7

7

7
8
8
8
8
8

M(

M(

,7,
,7 ,

,7,
,8,
,8,
,8,
,8,
,8,

1) lnW
1 "

1.5
2.0
2.5
3.0

3.5
4.0
4.5
5.0

3,3,3
2,2,2
2,2,2
2,2,2
2,2,2
2,2,2
2,2,2
2,2,2

£(2)

7,7,7
6,6,6
4,4,4
4,4,4
4,4,4
4,4,4
3,3,3
3,3,3

8,8,8
7,7,7
8,8,8
7,7,7
7,7,7
7,7,7
8,8,8
8,8,8

Table 9.50. Test Set 4 (Ext. Appl.

2)/M(M)

1.5
2.0
2.5
3.0

3.5
4.0
4.5
5.0

4,4,4
4,4,4
4,4,4
4,4,4
4,4,4
3,3,3
3,3,3
3,3,3

6,6,6
4,4,4
4,4,4
4,4,4
4,4,4
4,4,4
4,4,4
4,4,4

7,7,7
8,8,8
8,8,8
8,8,8
7,7,7
9,9,9
8,8,8
8,8,8

Table 9.51. Test Set 5a (Ext. Appl

1
1,1
7,7,7
8,8,8,8
Q Q 8 Q
0 , 0 , 0 , 0
Q Q Q Q
O, O, O, O
Q Q Q Q

o, o, o, o
Q Q Q Q

o, o, o, o

,8
,8,8
,8,8,8
,8,8,8,8

7,7,7
8,8,8,
8,8,8,
7,7,7,
7,7,7,
8,8,8,
8,8,8,
8 8 8
6,6,6,

8
8,8

7,7,7
7,7,7,7
8,8,8,8,
8,8,8,8,
8 8 8 86,6,6,6,

Iterations

17
10

5
3
3
2
2

2

, Balanced

Iterations

30

26
27
28
27

25
25
25

., Balanced

Time (sec.)

3.876
2.314
1.322
0.971
0.841
0.731
0.630
0.591

Stages)

Time (sec.)

6.359
4.937
5.408
5.849
5.517
5.959
5.588
5.898

Stages)

Iterations Time (sec.)

8
8,8
8,8,8

8 1.372
8 2.964
8 5.098
10 8.603
10 12.408
10 21.240
10 28.341
10 36.732



9.5 Test Results for the Extended Application

Table 9.52. Test Set 5b (Ext. Appl., Balanced Stages)

i
I •MB
it•9 •MB

- ; | • 1
U 147

3 5,5,5
4 6,6,6,6
5 6,6,6,6,6
6 6,6,6,6,6,6
7 7,7,7,7,7,7,7
8 7,7,7,7,7,7,7,7
9 7,7,7,7,7,7,7,7,7

9,9,9
8Q Q Q

, O, O, O

9,9,9,9,9
10,10,10,10,10,10
Q Q Q Q Q Q Q
O, 0 , 0 , 0 , 0 , 0 , 0

9,9,9,9,9,9,9,9
9,9,9,9,9,9,9,9,9

10 7,7,7,7,7,7,7,7,7,7 9,9,9,9,9,9,9,9,9,9

Iterations Time (sec.)

3 9,9,9
4 8,8,8,8
J 0,0) O, O, O

6 Q Q Q O Q Oo, o, o, 0,0, o

/ O, O, O, O, O, O, O

8 Q Q Q Q Q Q Q Q
O , O , O, 0 , 0 , O, O ,O

9
10

J, (J, U, U, (J, (J, <J,U, I

^ , *-J , VJ , Kj , U , vj , \_J , ^ / , \J , k

48
34
36
63
26
24
25
26

17.836
19.338
35.511
99.263
58.444
75.098

103.148
137.668

greatly from the ones for the single-product case (Fig. 9.42 vs. Fig. 9.34). With three

products in each stage, the average inventory in stage 1 is underestimated signifi-

cantly, with relative deviations up to -48.5%. The absolute approximation errors,

however, are less dramatic; for example, 1.60 (simulation) vs. 0.82 (approx.) for the

last test instance (n^/nP = vP/A^ = 5-0)-
The results for test sets 5a and 5b (Figs. 9.43 and 9.44) suggest the same con-

clusion as the results for test set 6 for subassembly SA1 (Fig. 9.9) and test set 5 for

subassembly SA2 (Fig. 9.18): increasing the number of products has only a small, if

any, systematic effect on the approximation quality.
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9.5.2 Tests with Unbalanced Stages

The definition of the base system and the test sets for this section are given in Ta-

bles 9.53 and 9.55. The parameter values of the three-stage/three-product version of

the base system are listed in Table 9.54. The kanban configurations, number of it-

erations, and computing times are reported in Tables 9.56-9.61. Figures 9.45-9.51

and 9.56-9.57 display the relative deviations of the approximations for the average

fill rates and for the average inventory levels for all products. In addition, the values

of the performance measures obtained from the suggested procedure and from sim-

ulation are given in Figures 9.52-9.55 for test set 2b and in Figures 9.58-9.61 for

test set 3b. These plots indicate that the approximations follow the reference values

closely.

Test sets la and lb indicate (again) a correlation between the total traffic inten-

sity and the approximation errors (Figs. 9.45-9.47). Unbalancing the system with

respect to the traffic intensities (test sets 2a and 2b, Figs. 9.48-9.51) provokes more

inconsistent approximation errors—particularly in the last stage—than spreading the

average container processing rates while maintaining the ratios of the traffic intensi-

Table 9.53. Base System for the Extended Application (Unbalanced Stages)

Average processing rate of product 1 in stage M, /x[ 2.00

Total traffic intensity stage M, p M 0.70

Traffic intensity ratio p[M)/p^M) 1.60

Processing rate ratio ^1
(1)/^i1

(M) 1.00

Processing rate ratio ^{m) /jur
(m), m = 1,. . . , M 0.90

Setup to processing time ratio of product 1, s j fi[ ,m=l,...,M 2.00

Setup time ratio s^/s?\ m = 1,... ,M 0.80

Required fill rates, ffn'M, i=l,...,r 0.95

Table 9.54. Base System with Three Stages and Three Products for the Extended Application
(Unbalanced Stages)

Product i

Average demand rates, Xfxt

Average processing rates in stage m, / i ^ ,

Average setup times in stage m, s] , m =

Required fill rates, /™n'M

m = 1,2,3

1,2,3

1

0.57

2.00

1.00

0.95

2

0.49

2.11

1.125

0.95

3

0.40

2.22

1.25

0.95
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Table 9.55. Test Sets for the Extended Application (Unbalanced Stages)

Test Set

la

lb

2a

2b

3a

Modified Parameter

Total traffic intensity stage M, p^ [M — 2]

Total traffic intensity stage M, p(M) [M = 3]

Traffic intensity ratio p[ j p\-

[M = 2, p(M) = 0.70]

Traffic intensity ratio p\M)/p{
r
M)

[M = 3, p<M) = 0.70]

Processing rate ratio \i\' j\i} ' with

reversed first stage

[M = 2, p(M) = 0.70, s\m)iijm) = 2.00,

Range

0.10-0.90

0.10-0.90

2-20

2-20

1.00-0.55

Increment

0.10

0.10

2

2

0.05

3b Processing rate ratio n[M)/^M) with 1.00-0.55 0.05

reversed second stage

[M = 3, p W = 0.70, 4m)M-m) = 2.00,

Table 9.56. Test Set la (Ext. Appl., Unbalanced Stages)

p(2)

0.10e

0.20e

0.30e

0.40
0.50
0.60
0.70
0.80
0.90

2,2,2
2,2,2
2,2,2
3,3,2
4,4,4
6,5,5
7,7,7

11,11,10
17,17,17

£(2)

2,2,2
3,3,2
4,3,3
5,5,5
6,5,5
7,7,6

11,10,8
14,13,13
23,24,22

Iterations

2
3
4
5
7
7
10
15
22

Time (sec.)

0.121
0.170
0.260
0.431
0.661
0.971
2.694
8.933

54.929
eComparison based on exact values.

ties (test sets 3a and 3b, Figs. 9.56-9.57). The magnitude of the relative deviations,

however, is similar in these test sets.
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Table 9.57. Test Set lb (Ext. Appl., Unbalanced Stages)

,(3) £(i) £(2) £(3) Iterations Time (sec.)

0.10
0.20
0.30
0.40
0.50
0.60
0.70
0.80
0.90

2,2,2
2,2,2
2,2,2
3,2,2
4,4,3
5,5,4
7,7,6
10,9,9

14.15,15

2
2
2
4
4
6
8

12,
18.

,2,2
,2,2
,2,2
,4,4
,4,4
,6,6
,8, /

12,11
19.19

2,2,2
3,3,2
4,4,3
4,4,4
7,6,6
8,7,6
10,9,10
14,15,13
26.25.22

2
3
7
20
20
24
24
37
47

0.280
0.321
0.571
1.061
2.604
4.086
17.535
36.903
150.186

Table 9.58. Test Set 2a (Ext. Appl., Unbalanced Stages)

[M)/pM)p[M)/pr Iterations Time (sec.)

2
4
6
8
10
12
14
16
18
20

8,7,6
8,7,4
8,7,4
7,7,3
7,7,2
7,7,2
7,6,2
7,6,2
7,6,2
7,6,2

10,10,8
10,10,7
10,9,5
11,9,5
11,9,5
11,9,4
10,10,3
10,9,3
10,9,3
10,9,3

11
11
10
9
9
9
11
10
10
10

2.774
2.534
1.953
1.802
1.923
1.833
2.143
1.772
1.753
1.762
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Table 9.59. Test Set 2b (Ext. Appl, Unbalanced Stages)

Pr/p{rM)

2
4

6
8

10

12

14
16
18
20

vk

7,6,6
7,6,4
7,6,3
7,6,2
7,6,2
6,6,2
6,6,2
6,6,2
6,6,2
6,6,2

8,9,6
8,8,5
9,8,4
8,8,4
8,8,3
8,8,2
8,7,2
8,7,2
8,7,2
8,7,2

A

11,
12,
10,

11,
11
12

11,
10

10

9,

Fable 9.60. Test Set 3a (Ext.

1.00
0.95
0.90
0.85
0.80
0.75
0.70
0.65
0.60
0.55

7,
7,

7,
6,
6,
6,
6,
6,
6,
6,

'<»> A

6,6 9,
6,6 8,
6,6 8,
6,6 9,
6,6 9,
6,6 9,
6,6 8,
6,6 8,
7,6 8,1
7,7 8,

'(2)

9,7
8,7

8,7
9,7
9,8
9,8
9,8
9,9

:(3)

10,9
11,7
10,7
10,5
,9,5
,9,5
10,4
9 3

,9,3
8,3

Appl.,

Iterations Time (sec.)

31

31

34
38
24
29
26
23

23
21

12.659
13.118
11.527
12.768
7.431

10.435
8.252
6.349
6.209
5.087

Unbalanced Stages)

Iterations Time (sec.)

3,10
9,9

11

10
10
12

12
12
12
12
12

12

2.164
1.782
1.743
2.433
2.524
2.563
2.404
2.584
2.573
2.344
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Table 9.61. Test Set 3b (Ext. Appl., Unbalanced Stages)

Iterations Time (sec.)

1.00
0.95

0.90

0.85

0.80

0.75

0.70

0.65

0.60

0.55

6,6,5
6,6,5

6,6,5

6,6,5

6,6,5

6,6,5

6,6,5

6,6,5

6,6,6

6,6,6

8,7,6
7,7,6

7,7,6

7,6,6

7,6,7

7,6,7

7,7,7

6,7,8

6,7,7

6,8,7

9,8,
10,8

9,8,

9,10

9,10

8,10

8,8,

10,9

9,9,

9,8,

8

,8

8

,9

,8

,9

9

,9

9

10

26
23

23

24

23

24

23

33

22

26

7.841
7.250

6.730

8.482

7.761

8.092

6.880

11.296

7.541

8.973
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Fig. 9.45. Test set la (ext. appl, unbalanced stages);/;™? bar, product 1; second bar, product 2;
third bar, product 3.
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simulation.
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Application of the Models:
Analysis of System Behavior

10.1 Single-Stage Single-Product Kanban Systems

10.2 Single-Stage Multi-Product Kanban Systems

10.3 Two-Stage Multi-Product Kanban Systems

10.4 Multi-Stage Single-Product Kanban Systems

10.5 Multi-Stage Multi-Product Kanban Systems

The models built with the construction kit allow the system analyst to approximate

performance measures that characterize the average long-term behavior of kanban-

controlled manufacturing systems (steady-state analysis). This information, for ex-

ample, is needed by optimization procedures constructed to identify kanban configu-

rations (the number of kanbans for each product in each stage) that provide a desired

level of service at the lowest possible costs. Another fruitful application of the mod-

els is the systematic analysis of system behavior. Questions such as "how does the

performance of a system change when a given parameter is increased or decreased"

are asked and answered in this type of analysis. The insights gained in studying the

effects of systematic changes are essential for understanding a system, and they may

prove instrumental in designing and fine-tuning optimization procedures. In the fol-

lowing sections, we demonstrate how models built with the construction kit may be

used to analyze system behavior.
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10.1 Single-Stage Single-Product Kanban Systems

For a single-product kanban system with one kanban-controlled manufacturing fa-

cility and no or a limited number of backorders (Aext = 1.9, /x = 2; p = 0.95), we

examined the effects of (1) increasing the number of kanbans and (2) increasing

the maximum number of backorders, respectively, on four performance measures:

(a) the average fraction of served demand, (b) the average fraction of immediately

served demand (average fill rate), (c) the average inventory level, and (d) the average

backorder level (average number of backorders).

In the first experiment, we increased the number of kanbans from 1 to 10 in incre-

ments of 1 with Bmax = 2. The exact values of the four performance measures are in-

dicated in Figures 10.1 and 10.2. The effect of additional kanbans on the performance

of the system is not surprising. The number of kanbans is equivalent to the maximum

inventory level, or the number of storage positions, in the output store. Hence, when

the number of kanbans is increased, more containers with finished products may be

put on stock. As a consequence, it is more likely that an arriving demand can be filled

from stock, which translates directly into a larger average fraction of served and im-

mediately served demand (Fig. 10.1). On the other hand, the average number of full

containers in the output store rises, and the average number of backorders decreases

(Fig. 10.2).

In the second experiment, we increased the maximum number of backorders from

0 to 10, while maintaining the number of kanbans at K = 2. Here, the average fraction

of immediately served demand falls, while the average fraction of served demand

rises (Fig. 10.3). Consequently, the average fraction of backordered demand, that is,

the fraction of demand served after some waiting time, increases significantly. The

average backorder level rises, while the average number of full containers in the out-

put store decreases (Fig. 10.4). The smaller average fraction of immediately served

demand may be explained as follows. Since orders are waiting in the system for

full containers more frequently (higher average backorder level), more arriving (full)

containers are withdrawn immediately from the output store (lower average inven-

tory level). As a result, more new requests find the output store empty on arrival. The

higher average fraction of served demand and the higher utilization of the manu-

facturing facility result from the increased number of direct (active kanbans) and

indirect (backorders) production orders in the system. A larger (on average) stack of

production orders reduces the probability that the manufacturing facility is forced to

idle. Hence, the fraction of time the manufacturing facility is active increases and a

larger fraction of the total demand may be served.
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10.2 Single-Stage Multi-Product Kanban Systems

For a single-stage kanban system with three products and no backorders (Afxt = 0.6,

Hi = 2, Sf = 1, i = 1,2,3; p = 0.90), we explored the effects of (1) increasing the

number of kanbans for one product, increasing the average container processing rate

for one product with (2) K\ = Ki — K3 = 2 and (3) K\ = K2 = AT3 = 8, respectively,

and decreasing the average setup time for one product with (4) Ki = K2 = K3 —2

and (5) K\ = K2 = £3 = 8, respectively, on the average fill rates and the average

inventory levels of the three products.

In the first experiment, we increased the number of kanbans for product 1 from

5 to 10 in increments of 1 (K2 = K3 = 5). Figure 10.5 illustrates the approximations

for the average fill rates and the average inventory levels obtained with subassem-

bly SAL To indicate the accuracy of the approximations, the exact values of the

performance measures have been plotted into the same diagrams. The average fill

rate and the average inventory level for product 1 increase appreciably, while the

same performance measures drop only moderately for products 2 and 3.

In the second and the third experiment, we increased the average container pro-

cessing rate for product 1 from 2.0 to 4.0 in increments of 0.4 (fa — fa = 2). In the

second experiment, the number of kanbans for each product was two, in the third

experiment, the number of kanbans for each product was eight. The values of the

performance measures are depicted in Figures 10.6 and 10.7. Interestingly, the av-

erage fill rates and the average inventory levels rise for all products, although the

average container processing rate was only increased for product 1. This effect is

due to a smaller average length (in units of time) of the setup cycle, that is, the av-

erage time between subsequent opportunities to set up the manufacturing facility for

one product. A shorter setup cycle bears the implication that the inventory of a prod-

uct may be refilled in shorter intervals, or—in other words—that the inventory level

at the end of a production run is subject to external demand during a shorter interval

of time before it may be replenished. As a consequence, since the inventory level

at the end of a production run is determined only by the number of kanbans under

the cyclic-exhaustive processing setup change protocol and since this inventory level

is thus constant for each product in experiments 2 and 3, the average fill rates and

the average inventory levels must rise when the average container processing rate is

increased for one product.

Surprisingly, at least at first glance, the increases in the performance measures

are somewhat larger for products 2 and 3, although the average container processing

rate was increased for product 1. This effect is due to the characteristics of exhaus-
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tive processing. Because a production run ends only after the last active kanban has

been attached to a full container, the length of a production run is generally longer

for a product with a smaller processing rate (products 2 and 3) compared to a product

with a larger processing rate (product 1), assuming the same number of kanbans for

each product. For a product with a longer production run, a larger proportion of the

demand arrives during the production run compared to a product with a shorter pro-

duction run. The probability that demand can be served immediately is much higher

for demand arriving during the production run than for demand arriving during the

remaining part of the setup cycle. Thus, all other parameters being equal, the average

fill rate of a product with a longer production run must be higher than the average fill

rate of a product with a shorter production run. Note that the length of the production

run for a product with a smaller average container processing rate is not only longer

because of the longer average container processing time, but also because of a com-

pound effect: during a longer production run, more kanbans will be (re-)activated

because more demand will arrive (on average). Due to the exhaustive-processing

policy, the re-activated kanbans extend the length of the production run further, and

even more kanbans may be (re-)activated, which, again, prolong the length of the

production run.

In the forth and the fifth experiment, we reduced the average setup time for prod-

uct 1 from 1.0 to 0.2 in increments of 0.2, while keeping the same parameter constant

at 1.0 for products 2 and 3 fo = S3 — 1.0). In the forth experiment, the number of

kanbans for each product was two, in the fifth experiment the number of kanbans

for each product was eight. The values of the performance measures are indicated in

Figures 10.8 and 10.9. The effects on the average fill rates and the average inventory

levels are, in principal, identical to the effects observed in experiments 2 and 3: the

values for both performance measures rise not only for product 1, but also for the

other products. The explanation is similar: reducing the average setup time shortens

the average length of the setup cycle, and a shorter setup cycle means that the inven-

tory at the end of a production run must satisfy demand during a shorter period of

time (= less demand).
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10.3 Two-Stage Multi-Product Kanban Systems

For a completely balanced two-stage kanban system with three products and no or a

limited number of backorders (Xfxt = 0.53, ji;
(2) = 2, st = 1, i = 1,2,3; pP) = 0.80),

we investigated the effects of increasing the maximum number of backorders when

(1) stage 1 is the bottleneck (njl) = 0.67, hence, pf) = 0.80) and when (2) stage 1 is

not the bottleneck (ju> ' = 5.3, hence, p\ ' = 0.10) on the four performance measures

(a) average fraction of served demand, (b) average fraction of immediately served

demand {average fill rate), (c) average inventory level, and (d) average backorder

level (average number of backorders).

For the first experiment, the approximations—obtained with subassembly SA2

for product 1—are depicted in Figures 10.10 and 10.11. We increased the maxi-

mum number of backorders simultaneously for each product from 0 to 18 in in-

crements of 2, while we kept the number of kanbans in stages 1 and 2 constant at

K[1) = K^ = K^ = 3 and K[2) = K^ = K^ = 4, respectively, to yield average

fill rates of about 0.70 for 5™ax'2 = fi™3*'2 = B™3*'2 = 0. The results depicted in

Figure 10.10 indicate that the average fraction of served demand hardly changes,

whereas the average fraction of immediately served demand (average fill rate) drops

sharply. At the same time, the average inventory level in stage 1 remains almost con-

stant, while the average inventory level in stage 2 falls drastically and the average

backorder level rises progressively (Fig. 10.11).

One would expect the average fraction of served demand to rise more profoundly

when the maximum number of backorders is increased. The production runs in

stage 2 should become longer because more orders may accumulate between pro-

duction runs since the maximum number of orders at the start of a production run is

K> ' + B™x' for product i. Longer production runs mean that the fraction of time that

the manufacturing facility in stage 2 actually produces items increases and a smaller

fraction of time is used for changing the setup. Consequently, the average produc-

tion rates for each product should increase, which would then translate directly into

larger fractions of served demand. In this example, however, stage 1, which is clearly

the bottleneck of the system, sabotages the described mechanism. Production runs in

stage 2 must be terminated before all production orders have been processed be-

cause stage 1 cannot keep up with the production of the input material for stage 2.

As a consequence, the production runs in stage 2 hardly expand when the number

of backorders is raised. Average inventory levels in the output store of stage 2 drop

sharply because filled containers are often withdrawn instantly to satisfy accumu-

lated backorders.
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For comparison, we conducted a second experiment in which stage 1 was not the

bottleneck of the system. Again, we increased the maximum number of backorders

for each product simultaneously from 0 to 18 in increments of 2. We held the num-

ber of kanbans constant at £j(1) = K^] = K^X) = 2 and K\2) = t6p = K^2) = 3 to

yield average fill rates of about 0.70 for B™ax'2 = B™ax'2 = fi™ax'2 = 0. Figure 10.12

illustrates that in this experiment the average fraction of served demand increases

much faster, and the average fill rate falls significantly slower. Moreover, the average

number of backorders rises far less dramatically (Fig. 10.13).
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10.4 Multi-Stage Single-Product Kanban Systems

For a single-product kanban system with three kanban-controlled manufacturing fa-

cilities in series and no backorders (Aext = 1.9, M(m) = 2, m = 1,2,3; p(M) = 0.95),

we examined the effects of (1) increasing the number of kanbans in (la) stage 1,

(lb) stage 2, and (lc) stage 3 as well as (2) increasing the average container process-

ing rate in (2a) stage 1, (2b) stage 2, and (2c) stage 3 on the four performance mea-

sures (a) average fraction of immediately served demand {average fill rate), (b) aver-

age inventory level in stage 1, (c) average inventory level in stage 2, and (d) average

inventory level in stage 3. The experiments of the second set were conducted with

two different kanban configurations.

For the first set of experiments, we increased the number of kanbans in one stage

from 2 to 10 in increments of 2, while maintaining the number of kanbans in the other

two stages at 10. Approximations obtained with the model consisting of three Cl-

components are depicted in Figures 10.14 and 10.15. Exact values are also included

in the figures to indicate the accuracy of the approximation.

In all experiments of the first set, the system shows the same typical behavior:

when the bottleneck becomes less severe, the average inventory rises in the bottle-

neck stage (the stage with fewer kanbans) and in the stages downstream the bottle-

neck, while in the stages upstream the bottleneck, the average inventory falls. The

service level continuously improves with decreasing gains. Note that, although the

average processing rates are identical and the processing times follow the same prob-

ability distribution, a stage may be a bottleneck solely because of the kanban config-

uration of the system. This effect is caused by the variability of the processing and

demand interarrival times. The fewer kanbans are assigned to a stage, the more likely

is a stockout situation, which forces the following stages to idle. The experiments

also show that in a multi-stage system, the total average inventory in the system may

sometimes be reduced by adding additional kanbans. This effect should be largest if

the last stage is the bottleneck because then the average inventory levels in all other

stages may be expected to fall when the bottleneck is removed.

For the second set of experiments, we increased the average container process-

ing rate in one stage from 2.0 to 4.0 in increments of 0.4, while keeping the same

parameter constant at 2.0 in the other two stages (Figs. 10.16 and 10.17). In these

experiments, we set the number of kanbans in the stages at K^ = 4, K^ = 5, and

K^ — 1. We chose this kanban configuration because it minimizes the total average

inventory level in the system for a desired minimum average fill rate of 0.80.
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In three additional experiments (Figs. 10.18 and 10.19), we set the number of

kanbans in each stage to 1 to examine if the system behaves differently in response

to the same changes when the number of kanbans is identical in all stages.

The results show that the system's reactions are the same for both kanban config-

urations: the average inventory rises in the stage where the average processing rate

is increased, and in all stages downstream this stage, whereas the average inventory

falls in all stages upstream this stage. The service level improves with diminish-

ing returns. Note that for the system with the same number of kanbans in all stages

(Figs. 10.18 and 10.19), increasing the average processing rate in the last stage yields

the highest gains in the average fill rate. At the same time, the increases in the average

inventory of the last stage are smaller, compared to the increases in the average in-

ventory in the other stages when the processing rate is increased in the other stages.

Thus, when manufacturing facilities are identical at the outset, engineering efforts

aiming at shortening processing times should start at the end of the line.

10.5 Multi-Stage Multi-Product Kanban Systems

For a three-product kanban system with three kanban-controlled multi-product

manufacturing facilities in series and no backorders (A?xt = 0.6, pif1' = 2, s\m' = 1,

i = 1,2,3 andm = 1,2,3; p(m) =0.90), we examined the effects of (1) increasing the

number of kanbans simultaneously for all products in (la) stage 1, (lb) stage 2, and

(lc) stage 3, (2) increasing the number of kanbans for one product simultaneously in

all stages, and (3) increasing the number of kanbans for one product in (3a) stage 1,

(3b) stage 2, and (3c) stage 3 on four groups of performance measures: (a) the av-

erage fractions of immediately served demand (average fill rates) for products 1, 2,

and 3, (b) the average inventory levels in stage 1 for products 1,2, and 3, (c) the aver-

age inventory levels in stage 2 for products 1, 2, and 3, and (d) the average inventory

levels in stage 3 for products 1, 2, and 3. The approximate values were obtained

with the extended application of the construction kit for kanban systems with sev-

eral multi-product manufacturing facilities in series (Chapter 8). We also determined

point estimates for the same performance measures via simulation to indicate the true

behavior of the system. In the simulation experiments, additional replications were

made—after a minimum of 25 replications—until each point estimate had a relative

error of at most 0.2% at an individual confidence level of (approximately) 99%.

In the experiments of the first set, we increased the number of kanbans for each

product in one stage from 2 to 10 in increments of 2, while keeping the number of
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kanbans for the products in all other stages constant at 10. Figures 10.20 and 10.21

depict approximate values of the performance measures for one product (product 1).

Since all parameters in these experiments have identical values for the three products,

the values of the performance measures must also be identical, except for minor

deviations. It is therefore sufficient to consider the results for one product only.

The first set of experiments corresponds directly to the first set of experiments

for the multi-stage single-product system in the preceding section. The results show

that the behavior of the multi-product system is almost identical to the behavior of

the single-product system: when the bottleneck becomes less severe, the average in-

ventory rises in the bottleneck stage (the stage with fewer kanbans) and in the stages

downstream the bottleneck while the average inventory falls in the stages upstream

the bottleneck. Also, the service level improves with diminishing returns.

In the second experiment, we increased the number of kanbans for product 1

in all stages simultaneously from 5 to 10 in increments of 1, while maintaining the

number of kanbans for the other products in all stages at 5. The approximations and

point estimates for the performance measures are given in Figures 10.22 and 10.23.

The second set of experiments corresponds directly to the first experiment for the

single-stage multi-product system in Section 10.2, and the observed system behavior

is comparable: the average fill rate and the average inventory for product 1 increase

appreciably, while the same performance measures drop only moderately for the

other two products.

In the last set of experiments, we increased the number of kanbans for product 1

in one stage from 2 to 10 in increments of 2, while keeping the number of kanbans for

the other products in this stage and for all products in the other stages constant at 10.

Figures 10.24 and 10.25 display the results for the first experiment in this set (Ky =

2,. . . ,10), Figures 10.26 and 10.27 exhibit the results for the second experiment

(K[ ' = 2,. . . ,10), and Figures 10.28 and 10.29 illustrate the approximations and

point estimates for the third experiment [K\ ' = 2 , . . . , 10).

The system's behavior in this set of experiments is a combination of the its behav-

ior in the first two sets of experiments: when more kanbans are added for product 1,

the average inventory for product 1 rises in the bottleneck stage (the stage with fewer

kanbans) and in the stages downstream the bottleneck, and it falls in the stages up-

stream the bottleneck. At the same time, the average inventories for products 2 and 3

fall in all stages. Likewise, the average fill rates of products 2 and 3 decrease. The

average fill rate of product 1, however, always increases.
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It seems that, at least to some extent, the behavior of less complex systems—one

product or one stage instead of several—is reflected in the behavior of more complex

systems. The analysis of smaller systems may therefore be helpful in understanding

the behavior of larger systems.
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Summary and Directions for Future Research

Sound economic operation of kanban-controlled manufacturing systems requires

planning instruments that can help to identify optimal or near-optimal system config-

urations. In particular, methods are needed to evaluate the performance and operating

costs of individual system configurations. While computer simulation might gener-

ally be used to perform this task, reliable analyses via simulation are usually very

time-consuming, even without counting the time for building and validating the sim-

ulation model. The alternative to simulation are analytical (mathematical) models.

Most analytical models in the literature, however, may only be used for kanban sys-

tems controlling production of a single type of product. As many kanban systems in

industry contain manufacturing facilities shared by several different products, there

is a need for analytical models that may be employed to evaluate key performance

measures of multi-product kanban systems.

In the preceding chapters, we have presented a construction-kit approach that

yields new models of single- and multi-stage multi-product kanban systems. The

development of basic building blocks ("components") and more complex modules

("subassemblies") along with a technique for linking models of single- and two-

stage subsystems allows the analyst to construct models of a large number of differ-

ent kanban-controlled manufacturing systems with shared manufacturing facilities.

Additional construction elements—the result of future research—may be expected

to increase the modeling options manifoldly. In the following paragraphs, we hint at

some interesting extensions.

Directions for future research. The presented construction-kit approach may be

extended and augmented in a number of directions. In the current version, each prod-
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uct is produced and demanded by one manufacturing facility only, and only a single

(main) input is permitted for each processing operation. Interesting extensions are

therefore building blocks that model merge- (several suppliers for the same input),

split- (several consumers of the same product), and assembly-structures (more than

one input for a product).

Also, cyclic-exhaustive processing is certainly only one—albeit a reasonable—

setup change protocol for multi-product manufacturing facilities with non-negligible

setup times. Extensions could, for example, include modules for shared manufactur-

ing facilities with cyclic-gated processing. Under this regime, only active kanbans

that were present at the time the setup change or the production run was started are

considered in the current production run.

Finally, the assumption of exponential setup and processing times might be too

restrictive for many real-life systems, especially if breakdowns and rework do not

cause considerable variability in actual container processing times. Future research

should therefore be directed at extending the proposed construction elements to cover

probability distributions with less variation. A promising path for successful develop-

ments represents the method of phases (combining two or more exponential random

variables). Extensive numerical tests will be necessary to examine the approximation

quality of these extensions and generalizations.



Appendix: Configuration Heuristics

In this appendix, we give detailed descriptions of the local-search heuristics used

in generating the test instances in Chapter 9. The common goal of the heuristics is

to find the optimal or near-optimal combination of the number of kanbans for each

product in each stage that minimizes the total average inventory in the system while

guaranteeing certain average fill rates (service requirements).

Starting with the minimum number of kanbans for each product, the heuristics

continue to select the "best" neighbor of the current kanban configuration to be the

new current configuration until the current configuration meets the service require-

ments. Then the search stops, either immediately (heuristic 1) or after trying to re-

duce the total average inventory by decreasing the number of kanbans under the

condition that the required service level is maintained (heuristics 2-5). The neigh-

borhood of the current kanban configuration is the set of kanban configurations that

may be obtained by increasing the number of kanbans for one or all product(s) in

one stage by one. Matrix Ko denotes the current kanban configuration and matrices

Ki , . . . , K/ denote its neighbors, where J is the total number of neighbors.

The specifics of the local-search heuristics are given in the following sections.

Common elements of the five procedures are the measures that are used to evaluate

the neighbors of the current configuration.

The Total Relevant Improvement (TRI) expresses the net progress of a neighbor

towards the required average fill rates,

r " = l

where RI^ is the Relevant Improvement of the average fill rate for product i with

neighbor Ky, that is, the change of the average fill rate for product i in stage M below
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or up to the required minimum fill rate for product / in stage M, /™ln' ,

RI,7 =

AM) AM) . f AM) AM) < fmin,M
Jij JiO ' nJi0 >Jij —Ji >
/•min,M AM) ... AM) ^ ^mm,M . AM) rmin,M

AM) _ fmm,M ; f AM) ,min,M , AM) ^ ,min,M

Q -f AM) AM) fmin,M

= min{/ ;m i n 'M,4M )} -min{/ ; m i n ' M , / ; 0
M ) } ,

where f-~0 is the average fill rate for product i in stage M with the current kanban

configuration, Ko, and f^ is the average fill rate for product i in stage M with

neighbor Kj.

Let ?o denote the total average inventory in the system (average number of full

containers) with the current kanban configuration, Ko, and let Yj be the total average

inventory in the system with neighbor Kj. The increase or decrease in the total aver-

age inventory when changing from KQ to Kj may then be denoted by A?,- = Yj — YQ.

Heuristic 1

This heuristic was used to find optimal or near-optimal kanban configurations for the

test instances for subassembly SA1 (Section 9.2). A similar procedure is described

inKriegandKuhn2001.

Algorithm of Heuristic 1

Step 1. [Initialization]

Initialize the current kanban configuration, Ko: Set AT, = 1 for all i = 1,.. . , r.

Step 2. [Feasibility check]

Evaluate the initial kanban configuration. If it satisfies the service require-

ments, then STOP. Otherwise, continue with Step 3.

Step 3. [Generation of neighbors]

Define the neighborhood of the current kanban configuration to be the set

of kanban configurations that may be obtained by increasing the number of

kanbans for one product by one.

Generate all neighbors K/ (j = 1,... ,J) of the current kanban configuration,

Ko, where J is the total number of neighbors (J = r). Start by increasing the

number of kanbans for product 1. Hence, j = i, where i is the product index.
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Step 4. [Evaluation of the neighbors]

Compute for each neighbor Ky (j = 1,... ,7):

• The relevant improvement for each product, RI^ (i = 1,. . . , r), using

Equation (11.1).

• The largest relevant improvement per product, RI™3* = max(RIiy,...,

Mr,)-

• The total relevant improvement, TRIy = Y!i=\ ^ij-

• The change in the total average inventory, AYj = Yj — YQ.

• The average total relevant improvement per unit of additional total aver-
age inventory, TKLj/AYj.

Step 5. ["Best" neighbor I: Largest total relevant improvement]

Determine all neighbors Ky with TRI//AY/ = max(TRIi/A?i,...,

TRIr/AFy) and select the one with the smallest index value j .

If TRlj/AYj > 0 for the selected candidate Ky, then set Ko = K;- and go

to Step 7.

Step 6. ["Best" neighbor II: Largest single relevant inprovement]

Determine all neighbors K7 with Rlf^/AYj = max(RIfax/A?i,...,
RI™ax/A?/) and select the one with the smallest index value j .

Set Ko = Kj and go to Step 7.

Step 7. [Feasibility check]

If the current kanban configuration satisfies the service requirements, then

STOP. Otherwise, go to Step 3.
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Heuristic 2

This heuristic was used to find optimal or near-optimal kanban configurations for the

test instances for subassembly SA2 (Section 9.3).

Algorithm of Heuristic 2

Step 1. [Initialization]

Initialize the current kanban configuration, Ko: Set K; = 1 for all i = 1,. . . ,

r and m = 1,2.

Step 2. [Feasibility check]

Evaluate the initial kanban configuration. If it satisfies the service require-

ments, then STOP. Otherwise, continue with Step 3.

Step 3. [Generation of neighbors]

Define the neighborhood of the current kanban configuration to be the set

of kanban configurations that may be obtained by increasing the number of

kanbans for one product in one stage by one.

Generate all neighbors Ky (j = 1,... ,J) of the current kanban configuration,

Ko, where J is the total number of neighbors (J = 2r). Start by increasing the

number of kanbans for product 1 in stage 1. Hence, j — (m-l)r+i, where

i is the product index and m is the stage index.

Step 4. [Evaluation of the neighbors]

Compute for each neighbor Ky (j' — 1,...,J):

• The relevant improvement for each product, RIy (i = l , . . . , r ) , using

Equation (11.1).

• The largest relevant improvement per product, KLJ™ = max(RIij,...,

RIrj).

• The total relevant improvement, TRIj — Y!i=i RII;.

• The change in the total average inventory, AYj — Yj — YQ.

• The average total relevant improvement per unit of additional total aver-

age inventory,
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Step 5. ["Best" neighbor I: Largest total relevant improvement]

Determine all neighbors with TRL; > 0.0001.

Let JY denote the set of the index values of these neighbors.

If set JY is empty, then go to Step 6.

For all neighbors Ky (J e JV), sort the values TRL; from largest to smallest

(ignore identical values) and let TRI^ denote the Mi largest value, so that

S e t £ = l .

[%] Determine all neighbors Ky with TRL; = TRI^j and select the one that

results in the smallest increase in total average inventory (smallest A?,-). If

two or more neighbors fit this description, then select (from those) the one

with the smallest index value j .

If for the selected candidate Ky

A?,- < 0 or TRL/A?,- > 0.5 max (TRWA^) ,

then set Ko = Ky and go to Step 7.

Otherwise, set k = k +1 and go to [$].

Step 6. ["Best" neighbor II: Largest single relevant improvement]

Determine all neighbors Kj (j = l,...,J) with RI^ax = max(RIfax,...,

Rly1^) and select the one that results in the smallest increase in total av-

erage inventory (smallest A?7). If two or more neighbors fit this description,

then select (from those) the one with the smallest index value j .

Set Ko = Kj and go to Step 7.

Step 7. [Feasibility check]

If the current kanban configuration satisfies the service requirements, then

go to Step 8. Otherwise, go to Step 3.

Step 8. [Check for improvements by reducing the number of kanbans]

Define the neighborhood of the current kanban configuration to be the set

of kanban configurations that may be obtained by decreasing the number of

kanbans for one product in one stage by one.
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[I] Generate all neighbors Ky (j = 1,..., J) of the current kanban configura-

tion, Ko, where J is the total number of neighbors (/ = 2r). Start by decreas-

ing the number of kanbans for product 1 in stage 1. Hence, j = (m - 1) r + i,

where i is the product index and m is the stage index.

Compute for each neighbor Ky (J = 1,... ,J):

• The relevant improvement for each product, RIjj (i = 1, . . . , r), using

Equation (11.1).

• The total relevant improvement, TRI/ = Y!i=\ RIy.

• The change in the total average inventory, AYj = Yj — %.

Determine the neighbors with TRIy = 0 (preservation of feasibility). If no

neighbor meets this criterion, then STOP.

Otherwise, select from the neighbors with TRI, = 0 the one that results in the

largest reduction in total average inventory (smallest A?;). If two or more

neighbors fit this description, then select (from those) the one with the small-

est index value j .

SetKo = Kyandgoto[I].

Heuristic 3

This heuristic was used to find optimal or near-optimal kanban configurations for

the test instances for linking Cl-components (Section 9.4). Since there is only one

product in these systems, no distinction is made between single and total relevant

improvement. Conceptually similar heuristic procedures are suggested by De Araujo,

Frein, and Di Mascolo (1995) and Gstettner and Kuhn (1996).

Algorithm of Heuristic 3

Step 1. [Initialization]

Initialize the current kanban configuration, Ko: Set K^ = 1 for all m —

1,...,M.

Step 2. [Feasibility check]

Evaluate the initial kanban configuration. If it satisfies the service require-

ment, then STOP. Otherwise, continue with Step 3.
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Step 3. [Generation of neighbors]

Define the neighborhood of the current kanban configuration to be the set

of kanban configurations that may be obtained by increasing the number of

kanbans in one stage by one.

Generate all neighbors K,- (j = 1,...,/) of the current kanban configuration,

Ko, where / is the total number of neighbors (/ = M). Start by increasing

the number of kanbans in stage 1. Hence, j = m, where m is the stage index.

Step 4. [Evaluation of the neighbors]

Compute for each neighbor Kj (j = 1,... ,7):

• The relevant improvement, RI,- (= RI17), using Equation (11.1).

• The change in the total average inventory, AYj = Yj — YQ.

• The average relevant improvement per unit of additional total average

inventory, Rlj/AYj.

Step 5. ["Best" neighbor I: Largest decrease in total average inventory]

If the total average inventory decreases by at least 5% with one or more

neighbors, then select the neighbor that results in the largest decrease

(smallest AYj). If two or more neighbors fit this description, then select

(from those) the one with the smallest index value ;.

Set Ko = Ky- and go to Step 7.

Step 6. ["Best" neighbor II: Largest relevant improvement]

Determine all neighbors with RI/ > 0.0001.

Let JY denote the set of the index values of these neighbors.

For all neighbors Ky (j G JY), sort the values Rly from largest to smallest

(ignore identical values) and let RI^j denote the &th largest value, so that

RI[ 1 ]>RI[ 2 ]>RI[3]>- ••

Setfc=l.

[$] Determine all neighbors K,- with Rly = RI^] and select the one that results

in the smallest increase in total average inventory (smallest AYj). If two or

more neighbors fit this description, then select (from those) the one with the

smallest index value j .
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If for the selected candidate Ky

AT,- < 0 or RI//AF,- > 0.5 max (RI^/A?*),

then set Ko = Ky and go to Step 7.

Otherwise, set k = k+1 and go to [$].

Step 7. [Feasibility check]

If the current kanban configuration satisfies the service requirement, then go

to Step 8. Otherwise, go to Step 3.

Step 8. [Check for improvements by reducing the number of kanbans]

Define the neighborhood of the current kanban configuration to be the set

of kanban configurations that may be obtained by decreasing the number of

kanbans in one stage by one.

[J] Generate all neighbors Kj (j = 1,. ..,J) of the current kanban configura-

tion, Ko, where J is the total number of neighbors (J — M). Start by decreas-

ing the number of kanbans in stage 1. Hence, j = m, where m is the stage

index.

Compute for each neighbor Ky (j = 1,...,/):

• The relevant improvement, RIy (= RIiy), using Equation (11.1).

• The change in the total average inventory, AYj = Yj — ?o.

Determine the neighbors with RIj = 0 (preservation of feasibility). If no

neighbor meets this criterion, then STOP.

Otherwise, select from the neighbors with RI^ = 0 the one that results in the

largest reduction in total average inventory (smallest AYj). If two or more

neighbors fit this description, then select (from those) the one with the small-

est index value j .

Set Ko - Kj and go to [[}.
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Heuristic 4

This heuristic was used to find optimal or near-optimal kanban configurations for the

test instances with balanced stages for the extended application of the construction

kit (Section 9.5.1).

Algorithm of Heuristic 4

Step 1. [Initialization]

Initialize the current kanban configuration, Ko:

Set/sT/m) = 2foralli = l , . . . , r a n d m = 1,...,M—1.

Set K^m) = 1 for all i = 1,..., r and m = M.

Step 2. [Feasibility check]

Evaluate the initial kanban configuration. If it satisfies the service require-

ments, then STOP. Otherwise, continue with Step 3.

Step 3. [Generation of neighbors]

Define the neighborhood of the current kanban configuration to be the set

of kanban configurations that may be obtained by simultaneously increasing

the number of kanbans for all products in one stage by one.

Generate all neighbors Kj (j = 1,...,/) of the current kanban configuration,

Ko, where J is the total number of neighbors (J = M). Start by increasing

the number of kanbans for all products in stage 1. Hence, j = m, where m is

the stage index.

Step 4. [Evaluation of the neighbors]

Compute for each neighbor Ky (j = 1,...,/):

• The relevant improvement for each product, RI,-y- (i = l , . . . , r ) , using

Equation (11.1).

• The largest relevant improvement per product, R I ^ = max(RIij,...,

• The total relevant improvement, TRI^ = Y!i=\ RIy •

• The change in the total average inventory, AYj = Yj —YQ.
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• The average total relevant improvement per unit of additional total aver-

age inventory, TRIy/AY,-.

Step 5. ["Best" neighbor I: Largest decrease in total average inventory]

If the total average inventory decreases by at least 5% with one or more

neighbors, then select the neighbor that results in the largest decrease

(smallest AT,). If two or more neighbors fit this description, then select

(from those) the one with the smallest index value j .

Set Ko = Kj and go to Step 7.

Step 6. ["Best" neighbor II: Largest total relevant improvement]

Determine all neighbors with RT?ax > 0.0001.

Let JY denote the set of the index values of these neighbors.

For all neighbors K/ (j £ JV), sort the values TRL; from largest to smallest

(ignore identical values) and let TRI^ denote the Mi largest value, so that

[$] Determine all neighbors Kj with TRI; = TRI^ and select the one that

results in the smallest increase in total average inventory (smallest AYj). If

two or more neighbors fit this description, then select (from those) the one

with the smallest index value j .

If for the selected candidate Kj

AYj < 0 or TRIy/A?,- > 0.5 max ( T R W A Y ^ ) ,

then set Ko = Kj and go to Step 7.

Otherwise, set k = k+1 and go to [$].

Step 7. [Feasibility check]

If the current kanban configuration satisfies the service requirements, then

go to Step 8. Otherwise, go to Step 3.

Step 8. [Check for improvements by reducing the number of kanbans]

Define the neighborhood of the current kanban configuration to be the set

of kanban configurations that may be obtained by decreasing the number of

kanbans for all products in one stage by one.
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[ J] Generate all neighbors Ky (j = 1,.. . , J) of the current kanban configura-

tion, Ko, where J is the total number of neighbors (7 = M). Start by decreas-

ing the number of kanbans for all products in stage 1. Hence, j = m, where

m is the stage index.

Compute for each neighbor Ky (j = 1,...,/):

• The relevant improvement for each product, RI,-7- (i = l , . . . , r ) , using

Equation (11.1).

• The total relevant improvement, TRIy = £j_j RI^-.

• The change in the total average inventory, AY/ = Yj — YQ.

Determine the neighbors with TRI/ = 0 (preservation of feasibility). If no

neighbor meets this criterion, then STOP.

Otherwise, select from the neighbors with TRI/ = 0 the one that results in the

largest reduction in total average inventory (smallest A?,-). If two or more

neighbors fit this description, then select (from those) the one with the small-

est index value j .

SetK0 = K7andgoto[t] .

Heuristic 5

This heuristic was used to find optimal or near-optimal kanban configurations for the

test instances with unbalanced stages for the extended application of the construction

kit (Section 9.5.2).

Algorithm of Heuristic 5

Step 1. [Initialization]

Initialize the current kanban configuration, Ko:

Set K\m) = 2 for all i = 1,..., r and m = 1,... ,M - 1.

^m ) = 1 foral l i= l , . . . , randm = M.

Step 2. [Feasibility check]

Evaluate the initial kanban configuration. If it satisfies the service require-

ments, then STOP. Otherwise, continue with Step 3.
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Step 3. [Generation of neighbors]

Define the neighborhood of the current kanban configuration to be the set

of kanban configurations that may be obtained by increasing the number of

kanbans for one product in one stage by one.

Generate all neighbors Kj (j = 1,...,/) of the current kanban configuration,

Ko, where J is the total number of neighbors (J = Mr). Start by increasing

the number of kanbans for product 1 in stage 1. Hence, j = (m — \)r + i,

where i is the product index and m is the stage index.

Step 4. [Evaluation of the neighbors]

Compute for each neighbor Kj (j = 1,...,/):

• The relevant improvement for each product, RI^ (i — l , . . . , r ) , using

Equation (11.1).

• The largest relevant improvement per product, RI™'1* = max(RIi7-,...,

Mr;)-

• The change in the total average inventory, A?, = Yj - ?o.

Step 5. ["Best" neighbor: Largest single relevant improvement]

Determine all neighbors Kj (j = 1,...,J) with RVf™ = max (RIfx, . . . ,

RI™ax) and select the one that results in the smallest increase in total av-

erage inventory (smallest AY,-). If two or more neighbors fit this description,

then select (from those) the one with the smallest index value j .

Set KQ = K,-.

Step 6. [Feasibility check]

If the current kanban configuration does not satisfy the service requirements,

then go to Step 3.

Otherwise, check if different neighbors of the last current configuration sat-

isfy the service requirements with less additional total average inventory. If

there are such neighbors, then select (from those) the one that results in the

smallest increase in total average inventory (smallest A?/). If two or more

neighbors fit this description, then select (from those) the one with the small-

est index value j . Substitute this neighbor for the current configuration and

STOP.



Symbols and Abbreviations

An estimate is indicated by a hat, for example, / denotes an estimate for / . The tag

"init" marks an initial value, the tag "est" labels a rough estimate.

A The event that no kanban is active for product j .

B The event that the manufacturing facility is dedicated to product i.

B[i] Busy period (production run) [for product i].

i?max(,m) Maximum number of backorders [for product i] (in stage m).

&M Backorder level (number of backorders) [for product i] (in stage m).

m^1 Average backorder level [for product i] (in stage m).

bfM Average backorder level for product i in the last stage of the original
system.

bfM Average backorder level for product i in the last stage of the substitute

system.

C Component.

Cl(m) Component Cl for stage m.

C2(0 Component C2 for product i.

CTMC Continuous-time Markov chain.

Ei The event that no product meets the setup condition at the end of a
busy period for product i.
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The event that product j does not meet the setup condition at the end
of a busy period for product i.

The event that tij = 0 at the end of a busy period for product i.

lij yj> The event that rij = 0 and yj > 0 at the end of a busy period for
product i.

if; Substitute for E;! .

The event that rij > 0 and yj = 0 at the end of a busy period for
product i.

Substitute for ^

The event that nj = 0 and yj = 0 at the end of a busy period for
product i.

Substitute for ^ = 0 ^ = ° .

E"l yj The event that rij = 0 or yj = 0 (inclusive or) at the end of a busy

period for product i.

Etj The event that yj = 0 at the end of a busy period for product i.

Ek Erlang-£ distribution/Erlang distribution with k phases.

e Euler constant/base of natural logarithm (e w 2.718).
£p Constant for stopping criterion (coordination of the single-product

components): the relative change of each performance measure must
be less than this value.

es Constant for stopping criterion (coordination of the stages): either the
absolute value of the relative difference between the average produc-
tion rate of stage 1 and any other stage must be less than this value, or
the relative change of the average production rate of each stage must
be less than 0.1 es.

/M Average fill rate [for product i] (in stage m).

fl ' Value of fi at the end of the Mi rotation.

/m Minimum required average fill rate [for product i] (in stage m).
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f;Q Average fill rate for product i in stage M with the current kanban

configuration, Ko.

f^ Average fill rate for p r o d u c t / i n stage M with neighbor K j .

ff:M Average fill rate for product i in the last stage of the original system.

ff'M Average fill rate for product i in the last stage of the substitute system.

fwo\ t] Average fraction of backordered demand [for product i] (in stage m).

•MSD[ i\ Average fraction of immediately served demand (= average fill rate)

[for product;'] (in stage m).

f\n\\ Average fraction of lost demand [for product i] (in stage m).

fsD\\ Average fraction of served demand [for product i] (in stage m).

G General distribution (The random variables are independent and iden-

tically distributed).

gi(z) Steady-state probability distribution of {Z;(f),f > 0}.

gy Average fraction of time of a vacation period in the approximate

model of component C2 (C3) for product i.

hi(y,z) Steady-state probability distribution of { [?i(t), Zt(t)], t > 0 } .

/[,-] Idle period [for product i].

i Product index.

J Total number of neighbors of a kanban configuration.

JIT Just-in-time.

j Index value of a neighbor.

j Product index.

/dj " Number of kanbans [for product i] (in stage m).

Kfm Number of kanbans for product i in stage m of the original system.

Kfm Number of kanbans for product i in stage m of the substitute system.

Kf'm Number of kanbans for product i in stage m+ of the substitute system.

K^ Vector of the number of kanbans for products 1, . . . , r in stage m.
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Ko Current kanban configuration (matrix of the number of kanbans for

each product in each stage).

Kj Neighbor with index value j of the current kanban configuration.

k Auxiliary variable.

k Rotation counter.

kj(y) Steady-state probability distribution of {Y((t), t > 0 } .

A,- Reciprocal of the average time until the first product other than prod-
uct i meets the setup criterion (at least one active kanban and one con-
tainer with input material) after the manufacturing facility stopped
processing items of product i.

Ijj Average time from the beginning of the idle period after processing

items of product i until product j meets the setup condition.

(. Index value of a neighbor.

A-eff,- Effective average arrival rate of customers in an M / M / l / N queueing

system.

X??1 Average arrival rate of external demand [for product i].

Aij Average arrival rate of demand [for product i] (in stage m).

•^BDT (1 Average arrival rate of d e m a n d [for product i] (in s tage m) that is
backordered .

A-ISD Average arrival rate of d e m a n d that is served immedia te ly upon ar-
rival.

^ S D [ i Average arrival rate of d e m a n d [for product i] (in s tage m) that is
served immediately upon arrival or after a stochastic waiting time.

M Exponential distribution (distribution with the Markov[ian]/memo-
ryless property).

M

m

max

min

Number of stages.

Stage index.

Largest value of a set.

Smallest value of a set.
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jx'i Transition rate for transition (1, B) —> (0, /) in the CTMC for compo-
nent C2 for product i.

\i\ Transition rate for transitions (l,y,B) —> (0,y,/), y = 0,...,Yi, and
transitions (n,0,B) -+ (n- 1,0,1), n = 2,...,Kt, in the CTMC for
component C3 for product;'.

juf Transition rate for transition (1, B) -»(0, Vi+\) in the CTMC for com-
ponent C2 for product i.

\i" Transition rate for transitions (l,y,B) —> (0,)>,Vi+i),;y = 0, ...,^-, and
transitions (n,0,B) -»(n - 1 , 0 , VJ+i), n = 2,...,Ku in the CTMC for
component C3 for product i.

^ Average container processing rate [for product i] (in stage m).

^efffi] Effective avg. container processing rate [for product i] (in stage m).

N Maximum number of customers in the system including server posi-

tion (= system capacity).

JV((m)> {t) Number of active kanbans and backorders (in stage m) at time t.

ff((m)) (t) Number of active kanbans and backorders in the approximate model
(in stage m) at time t.

Ni{t) Number of active kanbans and backorders (in stage 2) in compo-
nent C2 (C3) for product i at time t.

Nj(t) Number of active kanbans and backorders (in stage 2) in the approx-
imate model of component C2 (C3) for product i at time t.

jY Set of index values of the neighbors of the current kanban configura-

tion that satisfy given conditions.

jVi State space of {Nt(t),t > 0} and {Nt{t),t > 0}.

n Number of active kanbans and backorders for product i.

n.(2\ n Number of active kanbans and backorders for product i in stage 2
(component C3).

rij Number of active kanbans and backorders for product j in stage 2

(component C3).

Oi(n,y,z) Steady-state probability distribution of { [#,•(?), ?i(t), Z,(f)], t > 0}.

P(A) Probability of event A.
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p{n) Steady-state probability distribution of {N(t),t > 0} .

p(n) Steady-state probability distribution of {N(t),t > 0} .

p ( m ) (n) Steady-state probability distribution of {N^ (t),t>0}.

pi{n) Steady-state probability distribution of {Ni(t),t > 0}.

qi(n,z) Steady-state probability distribution of {[#,-(*), Z;(f)], t > 0} .

RIj,^- Relevant improvement of the average fill rate [for product i] with
neighbor Ky.

jymax j n e ingest relevant improvement of the average fill rates with neigh-
bor Kj.

RI[£] The kth largest value for the relevant improvement of neighbors Ky
U e JT).

r Number of different products in the system.

p(W) Total traffic intensity (offered load) (in stage m).

prm" Traffic intensity (offered load) of product i (in stage m).

5[,j Setup [for product i].

SA Subassembly.

SA1 (1) Subassembly SA1 for stage 1.

SA2(w — l,m) Subassembly SA2 for stages m — 1 and m.

y State space of a CTMC.

S?i State space of the CTMC for component C2 (C3) for product i.

Sui" Average setup time [for product i] (in stage m).

Ti Average amount of time from the end of a vacation period until the
end of the next vacation period in component C2 (C3) for product i.

TH^ip' Average production rate (= average throughput) (of stage m) [with
respect to product i containers].

TRI/ Total relevant improvement with neighbor Kj.

The £th largest value for the total relevant improvement of neighbors
K,- (; € oY).

Time index.
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tg Average amount of time the manufacturing facility (in stage 2) in the
model of component C2 (C3) for product i spends in state B between
two vacation periods.

tj Average amount of time the manufacturing facility (in stage 2) in the
model of component C2 (C3) for product i spends in state / between
two vacation periods.

tg Average amount of time the manufacturing facility (in stage 2) in the
model of component C2 (C3) for product i spends in state 5 between
two vacation periods.

fggj Average amount of time between the end of a vacation period until
the start of the next vacation period in the model of component C2
(C3) for product i.

ty Average length of a vacation period in the model of component C2
(C3) for product i.

tp Estimate for the average length of the time period from the end of
the last busy period for product j until the end of the busy period for
product i.

u Product index.

V Vacation period.

Vj Vacation phase for product j .

WBD| i] Average waiting time of backordered demand [for product i] (in
stage m).

wBDi Average waiting time of backordered demand for product i in the last
stage of the original system.

WBD?I Average waiting time of backordered demand for product i in the last
stage of the substitute system.

WIM[ il Average waiting time until input material is available [for product i]
(in stage m).

wSDf i\ Average waiting time of served demand [for product i] (in stage m).

Yi Maximum number of full containers in the output store of stage 1 in
component C3 for product i.

Yi(t) Number of full containers in the output store of stage 1 in compo-
nent C3 for product i at time t.
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Yi(t) N u m b e r of full containers in the output store of stage 1 in the approx-
imate model of component C3 for product i at t ime t.

?o Total average inventory in the system (average number of full con-

tainers) with the current kanban configuration, Ko.

Yj Total average inventory in the system with neighbor K / .

AYj The increase or decrease in the total average inventory when chang-

ing from the current kanban configuration, Ko, to neighbor K / .

<¥i State space of {Yi(t),t > 0} and {Yt{t),t > 0}.

y Number of full containers in the output store.

y^\ y Number of full containers in the output store of stage 1 in compo-

nent C3 for product i.

yj Number of full containers for product j in the output store of stage 1.

wi Average inventory level [of product i] in the output store (of stage m)
(average number of full [product-;] containers).

yf'M Average inventory level of product i in the output store of stage m of
the original system (average number of full product-; containers).

yf'-m Average inventory level of product i in the output store of stage m of
the substitute system (average number of full product-i containers).

yfm+ Average inventory level of product i in the output store of stage m+ of
the substitute system (average number of full product-j containers).

Z,(f) State of the manufacturing facility (in stage 2) in component C2 (C3)
for product i at time t.

Zj(t) State of the manufacturing facility (in stage 2) in the approximate

model of component C2 (C3) for product i at time t.

% State space of {Z,(f),f > 0} and {Zt(t),t > 0}.

z State of the manufacturing facility.

z^, z State of the manufacturing facility in stage 2 (component C3).

y- Value of yi at the end of the Mi rotation.
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