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FOREWORD

The request to organize under its patronage at Poitiers in 1998 a Symposium
entitled “Advanced Optical Methods and Applications in Solid Mechanics” by the
International Union of Theoretical and Applied Mechanics (I.U.T.A.M.) was well
received for the following two reasons. First, for nearly 20 years no Symposium
devoted to optical methods in solids had been organized. Second, recent advances in
digital image processing provided many new applications which are described in the
following. We have the honour to present here the proceedings of this Symposium.

The Symposium took place from august 31st to September 4th at the Institut
International de la Prospective in Futuroscope near Poitiers.

A significant number of internationally renowned specialists had expressed
their wish to participate in this meeting. The Scientific Committee proposed 16 general
conferences and selected 33 regular lectures and 17 poster presentations. Papers
corresponding to posters are not differentiated in the proceedings from those that were
presented orally. It is worth noting that a total of 80 participants, representing 16
countries, registered for this symposium.. The Scientific Committee deserves praise for
attracting a significant number of young scientists, both as authors and as participants.
Let us add our warm acknowledgements to Professor J.W. Dally and to Professor A.S.
Kobayashi who, throughout the symposium preparation time, brought us valuable help.

The proceedings is presented in three parts : – the methods, which are diverse,
and present a conceptual character – the tools that are numerical, instrumental or purely
optical – the applications in different fields of mechanics.

This Symposium was very rich in new or recently obtained results which
cannot be summarised easily. Nevertheless, we shall attempt to highlight a few of the
ideas.

Concerning the methods, we refer to the following :
- three-dimensional photoelasticimetry using optical slicing provides a rapid

procedure for optimizing the shape of a piece,
- for large strain, logarithmic measurement proves to be the suitable approach,
- the diffraction of a laser beam by an orthogonal grating marked on a surface

provides displacements and strains in static as well as in dynamic situations,
- thermography, with the map of temperatures, reveals damage, fatigue limits, and

cracks during cyclical loading,
- by identifying local sources of heat and by using a complete energy balance, we

may accurately phenomena of damage and localization study,
- it is possible to implement the methods of moire and speckle interferometry free of

thermal disturbances,
- panoramic interferometry permits the determination of the strain state for an

axisymetric body,
- a hybrid procedure uses a synergy between optical, numerical and analytical

techniques.

xiii



xiv

Concerning the tools, we underscore the following :
- the developments of image processing allow the exploitation of the methods

quickly and accurately,
- photorefractive crystals provide holography in real time,
- in non destructive evaluation, this process is employed to detect ultrasonic waves

on a rough surface,
- novel possibilities based on non linear effect are offered for increasing the

amplitude of an optical signal without changing its phase,
- the recording and the reconstruction of the amplitude and the phase of an optical

wave without a reference beam provides interesting applications (conception of a
laser adapted to micro machining, …),

- a device combining laser impact and interferometric sensors allows flaws detection
inside of a solid.

The applications show the interest in optical methods for varied fields :
- shape measurement,
- non-destructive evaluation,
- static and dynamic rupture,
- localization of adiabatic shear bands,
- modelling of the thermomechanical behaviour of materials,
- analysis of the damage process of composites,
- analysis of mechanisms : bearings, prostheses, airbags, …,
- realization of microactuators inserting shape memory materials for microrobotics

using stereolithographic apparatus.

The general lectures represent more than a third of the volume of the proceedings ;
they give excellent general overviews of the many methods, pointing out the various
milestones in the development, and focussing on the many areas of applications.

We cannot finish without noting the evolution of photomechanics since the previous
Symposium in 1979. Numerical and experimental analysis are no longer concurrent but
complementary. Many methods have integrated numerical tools not only for the
treatment of the images in order to extract the best information, but also to implement
modern calculus methods ; there is a synergy that comes from the integration of various
disciplines.

We are convinced that this publication will be an important and useful tool for future
work. The specialist will find it to be a current of the subject. Those of the scientific
community in optics, mechanics, physics or engineering who wish to enter this field or
study in depth, will find this volume to be a basic tool for the development of major
ideas and a complete bibliography.

We invite the reader, scientific or engineer – for professional activity and personal
pleasure – to discover here the renewed interest in the optical methods, and the
considerable promise evidenced for the future of photomechanics and its
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Abstract

For small or large strains, using two orthogonal gratings marked upon a plane
measurement base, we determine, in its plane, the rotation of the rigid solid and the
algebraic values of its principal extensions. An optical setting gives the measure by
optical diffraction, without contact and at a distance, within 10-5 accuracy by introducing
quasi-heterodyne detection. The holographic record permits the extension of the
measurement to the whole of a plane surface. For dynamic events, the grating
interrogation by a beam laser with angular coding gives not only strains for local
measure base but also rigid motions.
In photoelasticity, the optical slicing method is recalled ; then, we introduce a new
implementation with a C.C.D. camera which quickly gives isoclinics and isochromatics,
and also the isostatics for a model slice bounded by two parallel plane laser beams.

1 INTRODUCTION

The advent of the laser has permitted a spectacular development of the photomechanics.
Digitalization of images, their acquisition and their treatment by computer offer new
possibilities.
We have selected to present research by our team about two basic procedures in
experimental mechanic: the measurement of strains, and three-dimensional
photoelasticity.
The measurement of strain on a small plane base uses numerical or optical spectral
analysis of an orthogonal grating marked on the surface. Ways of increasing the
precision are given in two cases. The chosen optical set up for measurement of strain is
insensitive to the out of plane displacement of the piece. Holography allows us to extend
the measurements to quasi-plane surfaces. The lecture point by point is executed in
retarded time. In dynamics the positions of the diffracted spots permits the determination
of the strains and the motion of the local measurement base.

1
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In three-dimensional photoelasticity we briefly recall the present practice and the
possibilities of non-destructive optical slicing methods, both point-wise and for the
whole field. We also recall fundamental results on the propagation of light waves in a
weakly anisotropie environment, and their importance for the analysis of thin slices and
new modelling concepts. The whole-field optical slicing method is then presented in its
recent developments.

2 SMALL AND LARGE STRAIN MEASUREMENT

The idea of creating grids on the surface of a specimen in order to measure its strains is
not new. This idea was introduced by Rayleigh [1] in 1874. It was taken up and
combined with the Moire phenomenon by Dantu [2] in 1957.
The coherent radiation of a laser beam has permitted the development of the more
accurate Moire interferometry [3]. To increase the accuracy, we note the numerous
works dealing with interpolation between fringes, the multiplication of fringes [4], and
other techniques [5]. The strains are obtained by the help of a differentiation process.
The direct measurement of strains has been realised from the local observation of circles
marked on the surface. Orthogonal grids have also been employed. With a smaller pitch
the information has been extracted from the grating by optical diffraction either locally
[6] or along a line using filtering [7]. The use of a optoelectronic device [8] has allowed
automatic calculation of strain distribution. With the recent development of C.C.D.
cameras and image processings, these methods are being revived [9-10].
Our purpose is the accurate determination of algebraic values of the principal extensions
for large and small strains over the whole of a very small area.

2.1 LOCAL MEASUREMENT OF STRAINS

2.1.1. PRINCIPLE

We use tangent linear application [11] to study deformations of an orthogonal grating of
pitch p which is engraved or marked on the local plane surface of a specimen submitted
to loadings. This grating is supposed not disturb the deformations of the support. Thus
(Fig. 1) an interior point M(X, Y) is transformed to m(x, y) by the following

transformation:

The gradient of the transformation tensor F is constant inside the parallelogram.

The Cauchy-Green right tensor C = t FF has the following matrix :
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Fig. 1 - Deformation of a square

Using the polar decomposition of F we can express the rigid-body rotation R of the
solid:

tan R =
a 2 cos α2 – a 1 sin α1

a 2 sin α 2 + a1 cos α 1
We assume the strains are uniform on the measurement base. Thus we obtain the
orientation and the value of the principal extensions and the rigid body rotation from a
knowledge of four parameters (two pitches p1 and p2 and two angles α 1 and α 2).

These values are experimentally obtained either by optical Fourier Transform or by
numerical Fourier Transform. Optical Fourier Transform gives the strain with an
accuracy of 10-3 (sec. 2.1.3). For better performance we use the phase shifting technique
(sec. 2.2.1). The numerical Fourier Transform requires an adapted interpolation process
(sec. 2.2.1).

2.1.2. GRATING REALISATIONS

We use [12] the interference between two laser beams to procedure a gratin on a
photosensitive coating. At the surface of some materials (epoxy, steel …), it has possible
to engrave a grating, without photosensitive coating, by using the interference between
two yag laser beams. We have also use Post’s replication technique to obtain a phase
grating. All the various techniques give a grating which is disturbed under large strains;
so we have developed a technique for making small viscoelastic pavements. Other ways
of creating a grating with lines or points involve using transfers, inking pads, mold etc.
The choice depend of the size of the measurement base and the nature of the problem.

2.1.3. MEASUREMENT BY OPTICAL DIFFRACTION

The diffraction phenomena of a parallel beam of coherent light passing through a plane
grating is well known.
Fig. 2 shows the diffraction image by a grating of parallel crossing lines. We notice that
the direction formed by the diffraction points is perpendicular to the orientation of the
family of corresponding lines. It is now easy to describe p1, p 2 , α1, α 2 as functions of

d1 , d2 , δ 1, δ 2 : (L : distance between the grating and the screen)
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In Fig. 2 the diffraction spots are shown in even decreasing size, starting from the
central, zeroth order, spot. This is to give an idea of the ever decreasing intensities of the
spots. On the actuel diffraction screen all the spots have the same size.

Fig. 2 - Diffraction image by a grating

The diffraction image is recorded by a C.C. D. camera, and the centroïd (x, y) of the
spots is computed from an intensity analysis.
The grating analysis using the optical diffraction allows measurement at a distance, and
is very convenient for strain determination in a hostile environment. For example, we
used this technique to study the evolution of longitudinal and transversal strains
determined on a specimen in epoxy resin and subjected to an uniaxial test at the freezing
point. The measurement base was 0,5 x 0,5 mm 2, and the line density 300 per
millimeter. From this test we can evaluate the strain accuracy to 10-3 .
The method has been adapted to dynamics [13] and also, to statics to studies of
cylindrical specimens [14].

2.1.4. MEASUREMENT BY SPECTRAL ANALYSIS

The crossed grating is recorded by C.C.D. camera and an algorithm of bidimensional
DFT is used.
The location of the 5 peaks of the spectrum (central order and 4 peaks order ± 1) gives
the parameters needed for the optical analysis.

2.2. IMPROVEMENT OF ACCURACY

2.2.1. THE TOOLS OF THE ACCURACY

The quasi-heterodyne or phase shifting method [15]
This method is very well known ; we merely mention it.
The spectral interpolation method [16] [17]
Let us consider a periodic function f(x), and its Fourier Transform (F.T.) F(N) ; x and N
are respectively spatial and spectral variables. Let T, the period of sampling, satisfy the
Shannon condition, M be the number of discretisation points, MT the width of the
window limiting the sampling function.
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We use the DFT (denoted F k ) with nT and k/MT the reciprocal variables, respectively

spatial and spectral. The frequencies of the spectrum of f(nT) are calculated from the

peaks of the square modulus of Fk. If the number M of points of discretisation is a
multiple of the period of the signal, the DFT is equal at these points to the continuous
F.T. The most important peak of coordinate k', corresponds to the fundamental
frequency of the signal N = k'/MT. In practice, M is not a multiple of the period of the

signal. We show that the fundamental frequency is given by the relations ship.

where k s is label of the coordonate the nearest to the principal peak.

2.2.2. THE DEVICE

Using a numerical Fourier transform of the grating image, or the optical transform by
laser beam diffraction, we find that an out of plane translation between the reference
state and the deformed state of the specimen leads to an error in the strain determination.
We present a measurement method which can be made at a distance, which is insensitive
to translations, and which has better accuracy by the use of quasi-heterodyne detection
[17-18]. We consider the diffraction at normal incidence of a laser beam by a parallel
equidistant line grating. The optical device (Fig. 3) is made by a cylindrical miror
having the same axis as the incident beam. After reflecting, the two diffracted beams of
the order ± 1 interfere at the level of the axis of the cylinder. The interference field is
composed of parallel fringes and its analysis allows us to characterize the geometry of
the grating marked on the piece. The interference field has a depth of several
millimeters, depending on the transverse dimension of the diffracted beams where the
geometry of the fringes is identical. There is thus no problem of focusing, and out-of-
plane displacement of the piece, and therefore of the interference zone, does not lead to
an error measurement. To be free from the translation in the plane of the grating, we use
a size greater the grating the diameter of the incident beam.

Fig. 3 - Optical device

The interference field can be analysed using numerical spectral interpolation. We have
found that the use of the quasi-heterodyne technique gives better results than the
previous one. We modulated the phase of one of the diffracted beams by using a Bravais
compensator. For an unidimensional signal this technique consists of the use of three
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dephasing ψ k (calculated by Fourier transform) for the determination of the phase φ (x),

and thus of the value of the period of the signal. The same procedure is applied for a
two-dimensional signal. In order to show the performance of the developed optical
device, we mention results [19] from an uniaxial traction test on a Plexiglas specimen
submitted to step of strain of 2 x 10- 5.

2.3. WHOLE FIELD STRAIN MEASUREMENT

We have developed a whole field strain measurement method [20] which uses the
recording of the grating by holography (Fig. 4). The image of the crossed grating
illuminated in normal incidence is formed in an optical device that carries out
successively two Fourier transforms. In the second Fourier plane we obtain interference
between the diffracted beams which create a new grating. A filter located in the fast
Fourier plane allows us to eliminate the zero order and the orders other then ± 1.
Different orientations of the reference beam are generated to record many object states
on the same holographic plate.

Fig. 4 - Holographic recording device

The figure 5 shows the optical device for the recording of the image of the grating. This
device allows us to generate 4 different reference beams.

Fig. 5 - Set up for the holographic recording device
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At the reconstruction, the illumination of the holographic plate using the reference beam
gives the order ± 1 images of each point of the plate. The analysis of the reconstructed
grating using device a phase shifting gives the strain components in the whole-field,
point by point. It is also possible for the strain determination to employ one part of the
set-up for the recording procedure lens and filter are yet positioned. This method has
been used for a ductile fracture investigation.

2.4. HIGH SPEED LOCAL STRAIN DETERMINATION

The diameter of the plane measurement base is about 1 mm. The crossed grating,
marked on the surface, has a density of 200 lines by millimeter.
The method is always based on the interrogation of a crossed grating by a diffraction
phenomenon and we use the five diffracted beams of orders 0 ; ± 1. To separate the
spots on the recording (with film or C.C.D. camera) during a dynamic event, we use the
angular coding. At each sampled time one cylindrical beam with diameter of about 1 cm
lights the crossed grating, as shown in figure 6.
Generally, the unknown quantities are as follows :
- 4 parameters characterising the measure base orientations and paths of the two grating
taking into account the pure strains and the rotation of the rigid solid in the plane of that
base.
- 2 angular parameters for the orientation of the base.
- 3 parameters defining the position of the base.
- 5 distances from the origin to the position of the spots in the screen.
There are 14 unknown quantities in all.
At each time, one piece of experimental data is the orientation of the incident beam. The
measured positions of the corresponding 5 spots on the screen lead to 15 equations.
It can be proved that at each sampled time, the unknown quantities are the solutions of a
nonlinear system of fifteen equations characteristic of the five considered beams. Taking
into account the given diffraction spots is therefore sufficient for the solution of the
problem. Note that the method gives not only the strain tensor components on the
measurement base, but also the displacements and rotations of the measurement base.
One lecture will deal with it and will detail its performance.

Fig. 6 - Schema of a part of the optical recording device
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3 THREE-DIMENSIONAL PHOTOELASTICITY

3.1. PRESENT PRACTICE AND NEW POSSIBILITIES

Photoelasticity still provides research projects, e.g. the study of residual stresses in glass
by means of integrated photoelasticity. Mostly, we deal with the study of elasto-static
problems for pieces having complex geometry. With the help of the well known frozen
stress technique, photoelasticity is still often used in the test and research laboratories of
motor vehicle and aeronautical industries.
Photoelasticity provides an efficient procedure ; this efficiency is due to the fact that the
model being loaded has the correct boundary conditions. In the last ten years,
photoelasticity and numerical simulation have often been used in parallel. Progress in
finite element method allowed to solve problems with Poisson’s ratio is near 0,5, as it is
the case at freezing temperature.
The process consists in first adjusting the boundary conditions in the numerical
simulation in order to get the obtained numerical values to coincide with the
experimental values, the mechanical parameters being those corresponding to the
freezing temperature. Then, the stress distribution inside the prototype is obtained with
its own mechanical parameters.
Let us note recent progress : the original, necessary to make the mould, can be realised
with help of computer by means of stereolithography. Now, it is even possible to realise
the model directly with suitable freezable resin.
The exploitation of the frozen model is executed by mechanical slicing into plane sheets
with a thickness from 2 to 4 mm. Each sheet is polished roughly, and analysed in linear
and circular polariscopes as in plane photoelasticity. Slicing and analysing of series of
parallel sheets requires one qualified technician one week’s work. Worktime is reduced
if an immension tank is used because it is then unnecessary to polish the slices. The aim
is to determine the parameters of interest for engineers : the difference σ' –σ" of the

secondary principal stresses and the angle a giving their directions with reference to the
x-axis. Using well known equations, we can use these quantities obtained for three
mutually orthogonal planes to integrate the equilibrium equations with known boundary
conditions. The most general study, scarcely ever done, requires the making and the
slicing of three models. Usually, we restrict ourself to determining the above quantities
only in principal planes in order to optimiste the shape of the model.
Over fifteen years ago, we developed and used two optical slicing methods : one point-
wise [21 to 25], the other whole-field [24 to 27]. In a three-dimensional medium, these
two methods give a non destructive investigatory procedure, based on the scattering
light phenomenon. This phenomenon is intensified by introducing fine particles of silica
in to the epoxy resin.
The point-wise method of optical slicing offers the possibility of using the light
scattering phenomenon as polarizer or as analyser. This method has been automated ; it
permits a precise determination, in every point of the sheet, of the three optical
parameters leading in general to the determination of α and σ ' – σ " (sec. 3.2.2.). Note

that a number of methods have been developed to determine the three optical
parameters, more particulary for a thick medium located between a sheet and the model
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boundary ; it is analysed in the book by Srinath [28]. Let us mention the iteractive
process and the ones using polarizer and analyser rotations and compensator [29].
For example, we have determined the stress tensor along a line in a prismatic bar, under
torsion, the cross section of which is an equilateral triangle. The values of the stresses
are normalised by the maximum value of the shear of the cross section. So, in the base of
a turbine blade, we could determine the values of the equivalent Von Mises stress in the
at various points for a tensile load [23] [25].
The whole field optical slicing method is based on limitation of a sheet by two parallel
beams emitted from a laser. The model is analysed slice by slice. The scattered rays
interfere (Rayleigh’s law) on the image plane of the middle of the sheet. The different
polarizations depending of optical characteristics of the sheet are taken into account.
Two methods have been developed (sec. 3.4.), the aim of which is to demonstrate that it
is possible to obtain the isoclinic and isochromatics fringes and to plot the isostatic
patterns ; this is a new possibility.
Before presenting the principles of the method, we shall give a new model for light wave
propagation in a three dimensional medium with low anisotropy.

Fig. 7 - Isolation of a slice with two plane laser beams

3.2. PROPAGATION OF LIGHT WAVES THROUGH PHOTOELASTIC MEDIA

To define the light propagating direction in a photoelastic medium we assume that the
medium is isotropic, even though current photoelastic materials are slightly anisotropic.
It follows that for a ray light propagating along direction, the wave planes are
orthogonal to , i.e. they are parallel to the (x, y) plane.
It can be shown that the secondary principal directions of the refractive index tensor and
the stress tensor coincide, and that we have the following relationship :

n' – n 0 = c 1 σ' + c 2 (σ" + σ z )
n" – n 0 = c1 σ" + c 2 (σ' + σ z )

Here n' and n" denote the secondary principal indices in the wave-plane (x,y) and
σ', σ " are corresponding secondary principal stresses ; c1, c 2 are constants for a

photoelastic material.
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3.2.1. THE CLASSICAL SCHEME

In three-dimensional photoelasticity it is usually assumed that the directions of
secondary principal stresses and their values are constant through the thickness dz of a
slice with parallel face normal to . This assumption allows us to consider this slice as
a birefkingent plate characterized by the following two parameters :

- secondary principal angle α = (α, σ')
2πδ

- angular birefkingence φ =
λ ,

δ = dz (n',n") = C(σ' ,σ") dz C = c1  – c 2 (C is a photoelastic constant).

3.2.2. ABEN SCHEMATISATION

Fig. 8 - Orientation of the characteristic ∆' directions and the σ ' directions at the
entrance and the emergence

Aben in 1966 showed that when rotation of secondary principal axes was present, there
were always two pairs of perpendicular conjugate « characteristic directions » (Fig. 8).
He distinguished the primary characteristic directions at the point of entry of the light
( ∆ ' e , ∆" e ) , and the secondary characteristic directions (∆' s , ∆"s ) for the light

emerging from the medium. The light which is initially linearly polarized along one of
the primary directions emerges as linearly polarized along the conjugate secondary
direction. We will denote by R the angle determined by two such directions,

R = (∆ ' e  , ∆ ' s ) and by α* the angle (x, ∆',e ) .

The characteristic directions are generally different from the secondary principal
directions of the stress tensor (or those of the index tensor). At entry we have
( σ' e , σ"e ) and at emergence from the medium we have (σ' s , σ"s ) . We write

3.2.3. HYPOTHESIS FOR A THIN SLICE

When dx/dz and σ' – σ" are constant through a thickness, important conclusions follow

[30 - 31]:
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- The bisecting lines for the angles formed by two associated « characteristic directions »
coincide with those for the angles formed by the associated secondary principal
directions at the entrance and at the exit, (Fig. 8).
Remark : The bisectors mentioned correspond to the secondary principal directions
(mechanical or optical) at mid thickness ; their directions are defined by the angles
± R/2 from the characteristic directions).

- Along two characteristic orthogonal directions the phase difference φ* characteristic

of the medium traversed by the light wave is generally different from the angular

birefringence φ but φ* = φ when the rotation R = 0. The values R, α * , φ*  and α, α0 , φ
are linked [23 - 27].
Concerning the torsion strain, let us recall that for a bar of equilateral triangular section
Aben’s scheme gives good agreement between calculated and experimental results for
slices inclined at an angle of π/4 from the axis of the model, with the thickness of the

slices being only 2 mm for classical model sizes [23].

3.2.4. DISCRETE ANALYSIS INTO THIN SLICES

This technique approaches the thick medium, in the direction of propagation, by n
plane thin slices perpendicular to [31 - 32]. This approach gives more realistic images
in comparison with experimental images : in this case, we have variation of the stress
difference along the thickness ; Aben’s hypothesis does not include this condition. One
paper is devoted to this discrete analysis, explains it simply, and discusses the
connection with the finite element method.
For a slightly anisotropic medium, with a large thickness, crossed by light, Poincaré’s
theorem permits us the representation by birefringent plate followed by a rotatory power
(or by the inverse position, with the axis rotated of the value of the rotatory power)

3.3. WHOLE-FIELD ANALYSIS WITH A PLANE POLARISCOPE

We present analysis for a light-field polariscope as it used for the whole-field method of
optical slicing. There is a similar study for a dark polariscope.
Let us examine a slice (which should be obtained by freezing and slicing) in a plane
light-field (rectilinear) polariscope. At each point the slice is represented by a
birefringent plate and a rotatory power. Let I0 denote uniform light-field illumination,
and x the polarizing axis of the polarizer ; the light intensity is

I = I0 [cos2 R – sin 2 α* sin 2(α * + R) sin2  φ* /2]

The extremum values for intensity distribution correspond to the angles :

α * = R/2 + k π /4,  k = 0, 1, 2, …

In order to analyse the fringe patterns we plotted the variations of Imax and Imin, versus
φ for different values of α 0 , following the relationships given in sect. 3.2.3. Fig.9

shows the curves for α0 = π/ 9 .

The foregoing analysis indicates that for small values of α0 ( α 0 < π /9) , the maximum

intensity Imax shows little modulation. Thus, it characterizes an isoclinic zone which
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Fig. 9 - Variation of Imax and Imin as a function of φ(α 0 = π /9)

permits one to locate the secondary principal stress directions (or those of the indices) in

the median plane of a slice. This zone corresponds to α* = R/2 mod π/2 (remark

sect. 3.2.3.). The orientation of the polarizer then coincides with one of the secondary
principal directions in the median plane. This interesting result is analogous to that
established by Hickson [33] for a dark-field polariscope.
It should be emphasized, that in order to avoid errors during the numerical integration
procedure, the discretization points should lie in the median plane of a slice.
If α 0 increases, the Imax modulation increases, and becomes very pronounced for

α 0 = π /3. In this case the isoclinic zone disappears, although it should be noticed that

the isoclinics are discernible until α0 = π/ 6 .

The term Imin, which is strongly modulated for α0 close to π /6, characterizes the

isochromatic pattern. The extremum values occur for φ = k π(k = 1, 2 …)and it follows

that localization of fringes is practically independent of the rotation of secondary
principal axes.
We draw a conclusion : investigation of a slice within the plane (rectilinear) polariscope
allows one to determine the secondary principal stress directions in the median plane
(without resorting to rotatory power measurements), and the angular birefringence φ for

the multiple π -values when the rotation of the secondary principal axes is less than
π/6. Note that the condition on the orientation of the secondary principal axis is not

very limiting, since we can choose the slice-thickness for the non-destructive optical
slicing method.

3.4. WHOLE-FIELD OPTICAL SLICING METHOD

We have developed two methods for a sheet bounded by two parallel plane beams
emitted from a laser. The scattered radiations interfere (Rayleigh’s law) in the image
plane of the middle of the sheet. The information concerning isoclinic and isochromatic
patterns of the sheet are obtained from the square of the correlation factor γ of the two

speckle fields.
We show that the illumination of the speckle field is given by the following basic
relation
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with γ 2 = cos 2 R – sin 2α * sin2( α*  + R) sin φ* /2

ψ 1 , ψ 2 random variables, η function of α* , φ*, R.

The speckle fields interfere in amplitude for γ = 1 ; they add in energy for γ = 0 (it is

said that they interfere in energy).

3.4.1. METHOD BASED ON THE CONTRAST MEASUREMENT OF ONE
RECORDING INTENSITY FIELD

This method uses only one recording with holographic film. We denote spatial average
by <>.
The static study of the speckle field gives the basic relation.

As the contrast is unity for the two speckle fields, we have for the variance

We suppose <I 1 > = <I 2 >, then the square contrast ρ2 of the recording speckle is

and the maximum of the contrast of the fringes is 1/3.

To increase the contrast of the fringes, we use a polychromatic laser (a laser with
variable wave length) [34]. In the regions of the image with γ = 1, the grain of the

speckle are channeled. One pass band filtering gives theoretically a unit contrast ; in
practice, the noise of the film somewhat tempers these results.
This method was successfully used in the context of linear fracture mechanics to
determine the characteristic parameters K1 and σ on for a semi-elliptical surface crack

loaded in opening in a bar under tension [35].

3.4.2. METHOD BASED ON THE VARIANCE MEASUREMENT OF THE
COMBINATION OF THREE RECORDING INTENSITY FIELDS [36 - 37]

The idea of using a C.C.D. camera instead of holographic film was motivated by the
consideration of the density of isochromatic patterns. A C.C.D. camera can be used it
the speckle grains are large enough (about one pixel) speckle grains. Then C.C.D. is
available.
To include the background intensity due to the fluorescence phenomenon of the material
and a part of the scattered light not polarized, we add I1B , I2B to the values

I1S and I2S corresponding to the Rayleigh laws

and we suppose

Under these conditions, the basic relation becomes
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and the variance i s

The recording of the three fields I, I1, I2 and the determination of one variance give a

value proportional to γ 2
. The Fig. 10 shows the comparison of results obtained by this

new method and one previous method [27-34].

Previous method with New method with C.C.D.
holographic film and optical filtering camera and image processing

Fig. 10 - For torsion strain in a bar of square section and a plane slice inclined at an
angle of π/4 from the axis, thickness 8 mm : comparison of the two methods.

3.5. SEPARATION OF ISOCLINIC AND ISOCHROMATIC PATTERNS OF THE
SLICE. ISOSTATICS PLOTTING

We recall that the properties of polarization of the scattered light (Rayleigh’s law)
permits us to realize, with two plane parallel laser beams, the optical slicing giving the
analysis of the slice in a light-field polariscope.
In the plane of the slice, we change the orientation of the beams and we record several
images of the field (for example, sixteen for a variation of π/2).

Fig. 11 - Isostatics and isochromatics patterns for one 4mm thickness slice

Then we have sufficient informations characterising a periodic phenomenon and it is
possible to calculate in each pixel the Fourier transform of the correlation factor.
Filtering in Fourier plane of the zero order gives the isochromatics, and the same
operation for the 1 order gives the isoclinic patterns.
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When the isoclinic patterns are determined, the isostatics can be plotted to obtain the
visualization of the orientations of the secondary principal stress directions.
Figure 11 shows the results for an optical slice in a model loaded by a concentrated
force.
This process is important for the shape optimization in mechanical construction.

4 CONCLUSION AND PERSPECTIVES

The optical method based on the grating interrogation on the local plane surface, can
make measurements at large distance without contact and without difficulties linked to
the use of electrical alimentation of the electrical strain-gages. This is convenient for the
control and the measurement in hostile environments. The accuracy is smaller, 10-5 ,
compared to 10 - 6 for strain gages, but the measurement base can be more smaller than
that required for rosette strain gage. Holography allows us to extend measurement to
quasi-plane surfaces.
Measurement of large strains is limited only by the quality of the marking.
This optical method allow us to extend the metrology in extensometry to domains which
are not suitable for electrical strain gages (banded joints, rack, sails, soft materials).
For one dynamic event, the local grating interrogation gives not only the strains but also
the rigid motions of the measurement base. Present technical means should permit the
extension to large plane surfaces.
Our research on optical slicing methods in three-dimensional photoelasticity with a
C.C.D. camera and the means of image processing, show that, for statics, isochromatics
and isostatics of a model slice may be determined easily and rapidly.
In the near future, it should be possible to determine the stress tensor in both static and
dynamic situations.
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Abstract

In recent years, phase measuring techniques have been applied to the problem of
extracting information from photoelastic data. In this work, a complete method for
stress analysis from photoelastic fringe patterns is presented.
The photoelastic phase maps are obtained with a circular polariscope. For the isoclinics
calculation a four-step phase-shift algorithm is used. A white light source is used to
avoid problems of low modulation in the fringe pattern. Isochromatics are calculated by
a new algorithm developed by us that overcomes the problems associated to low
modulation areas produced by isoclinics. The isochromatic parameter can be determined
without sign ambiguity. We have also developed a method for analysis of the
measurement errors produced by errors in the elements of the polariscope. Finally, using
the equilibrium equations, we can obtain the values of the main stresses in the sample
from the isoclinic and isochromatic parameters.

1. Introduction

Photoelasticity is a well-established technique for stress analysis and has a wide range
of industrial and research applications [1]. Recently, several methods for analyzing
photoelastic fringe patterns by means of phase-measuring techniques have been
presented [2-7]. The main goal of these techniques is the determination of the
distributions of isoclinics and isochromatics in order to be able to analyze the stress
distribution in the sample. To develop a complete, fully automated method of stress
analysis from photoelastic data, several difficulties must be faced.
First, we must adapt the usual phase-step algorithms to the kind of fringe patterns that
appear in photoelasticity. The main problem is that the isoclinic and isochromatic fringe
patterns are completely mixed. The modulation of the isoclinic phase map depends on
the isochromatics, and vice versa. For that reason, the unwrapping of the corresponding
phase maps is difficult because of the appearance of logical inconsistencies associated
with low-modulation areas. The methods for the isoclinic calculation proposed in the
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literature solve this problem adequately, by using of a white light source, instead of a
monochromatic one. It is very different with isochromatics. The methods based on
phase-measuring techniques that exist in the literature present several problems, the
most important being sign ambiguity and dependence on isoclinics. We have developed
a new algorithm that avoids sign ambiguity and whose performance is almost
independent of the isoclinics, thus overcoming the inconsistencies associated with low-
modulation areas produced by them.
Another point to take into account is the different error sources that influence the phase
measurement. The error analysis of the phase-shifting algorithms [8,9] must be
complemented with a specific study of the contributions of the errors associated with
the polariscope. To quantify the errors produced in the determination of the isoclinics
and the isochromatics due to this cause we have developed an error analysis [10]. With
this method, based on Jones calculus, we are also able to decide in a qualitative way the
influence of the different errors in the final measurement.
Finally, we must be able to determine the values of the principal stresses at every point
in the sample from the values of the isoclinics and isochromatics. This process is called
stress separation. To perform this separation we must solve the so-called equilibrium
equations. When we introduce photoelastic data in these equations we obtain a system
of partial differential equations in which the right-hand side is a set of experimental
values, which are of course discrete. In this way, the problem of stress separation is
reduced to a problem of integration of pairs of difference equations. Different numerical
methods have been applied to solve these kind of equations. We propose the use of a
multigrid method that is well suited to deal with realistic, noisy sets of data. [11]
The combination of all these techniques (phase-measurement to determine isoclinics
and isochromatics, error analysis and multigrid methods to solve the equations for stress
separation) permits the complete evaluation of the stress state of a plane sample in few
minutes.

2. Isoclinics and isochromatics calculation by phase-measuring techniques

For the isoclinics calculation a circular polariscope is used in the so-called linear bright
field configuration. The output intensity of the polariscope in this configuration is given
by

(1)

where δ and α are the isochromatic and isoclinic parameters respectively. I0 is the input
intensity. We use a four-step phase-shift algorithm where the steps are introduced by
rotating the whole polariscope by an angle β. Then, Eqn. (1) takes the form

(2)

where IB is a background term and m is the modulation of the isoclinic fringes. Both IB
and m depend on the value of the isochromatic parameter and, because of this, of the
wavelength of the used light source. However, the isoclinic parameter does not depend
on wavelength. If we take four images with βi =(i -1)π /8, i=1,…,4, the wrapped isoclinic
phase is calculated by
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(3)

where W is the so-called wrapping operator, that denotes the modulo 2π operation.
Eqn. (3) solves the problem of extracting the isoclinic parameter except when
modulation is too low. Since m depends on δ, the low-modulation areas depend on
wavelength. If a monochromatic light source is used there will be several regions where
the value of δ makes m too small. However, this problem can be overcome by simply
using a white light source, since then the low-modulation areas corresponding to a given
wavelength will be regions of high modulation for another wavelength. Only in the so-
called zero-order isochromatic fringes, corresponding to the loci of points of the sample
for which δ=0, is the modulation very low for every wavelength.
Once W [4α] is determined in this way, we compute the value of the isochromatic
parameter that depends on α.
For isochromatics, as we have said, we present a new algorithm. We start now with a
general configuration of the circular polariscope. The incident light on the sample is
circularly polarized. The output intensity in this case is

I = 1 – sin2( ψ – ϕ ) cos δ – sin2(ϕ – α )cos2( ψ – ϕ )sin δ, (4)
where α and δ are again the isoclinic and isochromatic parameters and the angles ψ and
ϕ correspond to the orientation of the second quarter-wave plate and the analyzer of the
polariscope, respectively.
We take eight images corresponding to different configurations of the circular
polariscope, as shown in Table 1.

TABLE 1. Configurations of the polariscope

Configuration Intensity output Configuration Intensity output

1. 5.

2. 6.

3.

4. 8.

7.

Note: The notation used in the configuration is as follows: P stands for (first) polarizer, Q stands for
quarter-wave plate and A stands for analyzer (second polarizer). The subscript corresponds to the
orientation (in degrees) of the element with respect to the chosen x-axis. No reference to the sample (that
is placed between the two quarter-wave plates) is included.

From these eight output intensity distributions, the (wrapped) isochromatic phase δ is
obtained by

(5)
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The use of this expression overcomes the usual problems of isochromatic phase
extraction, specifically with the problems arising from the existence of low-modulation
areas due to isoclinics. From Table 1 we see that I1–I2 is modulated by cos 2α and I5 –I6
by sin 2α. That means that any algorithm that uses only one of these differences, for
instance one based on the following equation:

(6)

would fail in the areas where the value of cos2α is small, since both numerator and
denominator would be very small, so there would appear large errors in the phase
computation. Obviously, the case will be the same with I5-I6, but then the low
modulation areas will be associated with low values of sin2α.
We see that the low modulation areas corresponding to the considered differences are in
quadrature. That means that if we use both differences, as in Eqn. (5), there will be no
regions where both terms in the numerator are small because of the isoclinic parameter.
In this way, the modulation of the isochromatic phase map calculated by (5) becomes
independent of the value of α, so that a complete separation of the information provided
by isochromatics and isoclinics is achieved.
Another advantage of Eqn. (5) is that we work directly with the eight intensity
distributions that are smooth functions, suitable to any filtering, since the phase jumps
are not affected by this filtering. This is not possible if we work with wrapped phases
that are discontinuous by definition.
No sign ambiguity appears in the computation of δ. The algorithm can deal with any
number of isochromatic fringes in the field of view, as long as the spatial frequency of
the fringes is below the Nyquist limit of the detector. The zero-order isochromatic fringe
can be determined by studying the modulation of the isoclinic and isochromatic phase
maps.
With this algorithm, both isoclinic and isochromatic wrapped phase maps are good
enough for the use of any standard unwrapping algorithm. Unwrapping is necessary if
we are going to perform a stress separation process.

3. Error analysis of phase-measuring algorithms applied to photoelasticity

There are many papers in the literature that deal with the problem of error estimation in
phase-measuring algorithms. These papers mainly study the effect in the phase
calculation of errors in the phase steps, nonlinearities in the detector, additive noise, etc.
When applied to photoelasticity, however, a new error source appears for this kind of
algorithm, namely the errors associated with the configurations of the polariscope used
to obtain the different intensity distributions upon which the phase-measuring
algorithms are based. The theoretical expressions for the intensity distributions (e.g.,
those in Table 1) are valid only for definite orientations of the elements of the
polariscope. That means that if we have errors in these orientations the real output
intensity of the polariscope does not coincide with the one that is required to obtain the
desired phase shifts between intensity distributions, which implies that the calculated
phase (e.g., by Eqn. 5) will be in error. The analytical expressions for these intensity
distributions cannot be used as a basis of the analysis of the phase error, since they are
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true only for the particular configurations of the polariscope for which they are
calculated. Therefore, the usual method of error propagation cannot be directly applied
to this case.
We have developed a different approach to the error analysis in phase-measuring
algorithms applied to photoelasticity based on Jones calculus. To be able to perform
simple qualitative and quantitative error analysis our method uses a linear
approximation. Instead of using the exact Jones matrices of the error-affected elements,
we associate with each element the Jones matrix of the error-free element plus a
perturbation Jones matrix that depends linearly on the error. In this way we can
calculate the Jones matrix of the whole polariscope, obtaining the Jones matrix of the
error-free polariscope and a series of contributions from the different error sources. This
“real” Jones matrix can then be used to obtain the output intensity of the error-affected
polariscope.
The Jones matrix will be of the form

(7)

where M is the “nominal” matrix of the polariscope (i.e., the matrix if all the elements
are free of errors) εj are the errors corresponding to each error source, and Ej are
matrices which can be obtained analytically, and that correspond to the “perturbations”
introduced by the errors in the orientation of the elements or the retardation of the
plates. Then we can use M to calculate the output intensity

I* = (Ma)+ Ma, (8)
where a is the Jones vector of the initial beam.
We can then use the value of the perturbed intensities I*  in Eqn. (5) to obtain the errors
in the isoclinics and the isochromatics. We have developed an error analysis based on
the study of the histograms of the distribution of errors for the different values of
isoclinics and isochromatics. We have checked the performance of the method by
comparing it with experimental results.

4. Stress separation

The determination of the values of the principal stresses at every point in a sample from
any kind of direct experimental measurements is called stress separation. I n
photoelastic experiments it is not possible to obtain the values of the principal stresses
in every point of the sample directly. What is obtained is the difference of the principal
stresses (associated with isochromatics) and their orientations (associated with
isoclinics). Therefore, some information must be added to photoelastic data to separate
stresses. The method selected by us is the solution of the equilibrium equations, which
are relationships between the spatial variations of the Cartesian components of the
stresses and the value of the shear stress at every point. The connecting point between
photoelastic data and the equilibrium equations is shear stress, because it can be directly
measured by photoelasticity.
In this way, if σx and σ y are the components of the stress at a given point in a fixed
Cartesian system of reference and σ xy is the shear stress, the equilibrium equations, in
the absence of body forces, are given by
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(9)

(10)

The components σx and σ y are related to the isoclinic and isochromatic parameters by
(11)

(12)

where

(13)

and λ is the wavelength of the light used, d is the thickness of the sample and C is its
photoelastic constant.
From these equations we can obtain a relationship between the sum of stresses σ=σx+σ y

and the isoclinic and isochromatic parameters:

(14)

where
(15)

and
(16)

We must then solve (14), a system of partial differential equations in which the right-
hand side is a set of experimental values, which are of course discrete. We see that the
problem of stress separation is reduced to a problem of integration of pairs of difference
equations, which correspond to the discrete version of equation (14). Many numerical
methods can be applied for this goal [12]. When dealing with stress separation, these
methods must be capable of working with arbitrarily shaped processing areas and of
overcoming the problems associated with noise in the data. Noise problems are
especially significant, since we measure Φ and Ψ, calculate their partial derivatives and
then mix them, so any noise in the experimental data is amplified.
We have adopted a multigrid method to perform stress separation. [11] We can see that
σ satisfies Laplace’s equation, which can be solved by the well-known Gauss-Seidel
relaxation technique. Gauss-Seidel relaxation provides the high-frequency details of the
function very quickly, but it propagates this information very slowly, so low-frequency
features of the function are difficult to obtain. For this reason, multigrid methods are
well suited to improving the efficiency of the Gauss-Seidel relaxation scheme. The key
idea of the multigrid approach is to transform the low-frequency components of the
solution obtained by a Gauss-Seidel relaxation into high-frequency components on a
coarser grid. In a coarser grid, Gauss-Seidel relaxation works very well and we only
need to translate the results obtained to the finer grids. A set of grids, each with a double
spacing between points can be used, and the information must be transferred first from
finer to coarser and then from coarser to finer grids. This is accomplished by the action
of two operators, prolongation and restriction. The algorithm performance is good
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5. Experimental results

To show the performance of our method we have chosen a realistic sample, consisting
of a plate with a hole and a cut joining the hole with the border (figure 1). A
compressive force is applied as indicated in Fig. 1. In Fig. 2 and 3 we show the
distribution of isoclinics and isochromatics respectively. Fig. 4 shows the sum of
principal stresses calculated by our method. For comparison Fig. 5 shows this sum
calculated by a finite element method. For of clarity, contour lines are included. Fig. 6
shows profiles of the σ1 stress along line AB of figure 1, as calculated by our method
(line) and the finite element method (circles).

Figure 1. Schematic representation of the sample

Figure 2. Isoclinics Figure 3. Isochromatics
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Figure 4. Sum of principal
stresses by our method

Figure 5. Sum of principal
stresses by finite elements
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Abstract

A generalized phase-shifting method was developed for reducing the influence of noise
caused by the variation in light intensity of a light source and so on, and for automatically
measuring photoelastic parameters, relative fringe orders and principal-stress directions,
in the whole field. The fringe orders obtained using the method were used to measure the
stress intensity factor, and the principal-stress directions to extract the zero points.
Furthermore the zero points were used to design structural members with holes. The stress
intensity factor in a beam with a crack on one side subjected to a three-point bending was
accurately obtained from fringe loops multiplied using a technique for drawing a contour
map of the fringe order values. The zero points in a T-shaped plate subjected to a
compressive load were accurately extracted using a technique for judging the zero points,
and were effective to design the plate with holes.

1. Introduction

The photoelastic method is one of the most effective methods for whole-field stress
analysis. Photoelastic fringe parameters, fringe orders and principal-stress directions, in
the whole field of a model are required in this analysis. There are many available methods
for obtaining the fringe parameters[1-10]. Using these methods, the determination of the
fringe parameters has been markedly improved. Among these methods, the phase-shifting
method, which can be used to obtain the fringe parameters from a combination of several
images taken by the rotation of optical components, is promising for the determination of
fringe parameters in the whole field. This method has assumed that the time-series light
intensity at any point obtained by the rotation of optical components lies exactly on a
sinusoidal curve. Actually the light intensity does not lie exactly on such a curve because
of noise caused by the variation in the intensity of a light source and by dust on optical
components. Such noise has an adverse effect on the results obtained by the phase-shifting
method[11]. A method based on Fourier transform[4] has been used to reduce the effect
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of such noise on the separation of isochromatics and isoclinics from images obtained by
rotating the crossed polaroids in a plane polariscope. However, fringe orders were not
obtained by the Fourier transform method.

In this study, a generalized phase-shifting method was developed for suppressing such
adverse effects and for automatically measuring photoelastic fringe parameters in the
whole field, and the parameters were used to measure the stress intensity factors and
extract the zero points in a structure member.

2. Generalized Phase-Shifting Method [6, 10]

When the polarizer and analyzer in the dark field and light field are simultaneously
rotated by θ from a selected reference, R, the light intensities, Id, Il, at any point emerging
from the dark-field and light-field plane polariscopes with the monochromatic light source
are

I d = I0 sin2 2( φ − θ ) + I B (1)
I l = –I 0 sin2 2( φ – θ ) + a 2 + IB (2)

where I 0=a2sin2 π N, a is the amplitude of polarized light transmitted through the
polarizer, N is the fringe order, φ is the direction of principal stress, σ1, to R, and I B is the
background light intensity.

By applying the Fourier-series expansion to the time-series intensity data, Idk

(k=0,1,2,… ,n) obtained according to the rotation of the Polaroids at every angle,
∆θ(=θ/n), from θ=0 to θ=π/2 in a dark-field plane polariscope at each point, I0, I and φB

in eqs(1) and (2) can be calculated as

(3)

(4)

(5)

where

(6)

In order to measure N, a2 must be separated from I0. By applying the Fourier-series
expansion to the time-series intensity data, Ilk (k =0,1,2,…, n), obtained according to the
rotation of polaroids at every angle, ∆θ(=θ/n), from θ=0 to θ=π/2 in a light-field plane
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polariscope at each point, a2 is obtained as

27

(7)

Hence the application of a half-angle relation to I0 =a2 sin2 πN gives the relative fringe
orders, N

(8)

where 0 N 0.5

3. Application

3.1 MEASUREMENT OF STRESS INTENSITY FACTOR

The fringe orders obtained using the proposed method were used to measure the stress
intensity factor in a rectangular plate with a crack at one side under 3-point bending as
shown in Fig.1. This specimen was an epoxy resin plate (Arardite-CY230:Hardener-
HY956=100:20 in weight ratio) 220 mm long, 50 mm width, 5.8 mm thick, and had a
photoelastic sensitivity of 0.076 nun/N. It was subjected to a load of 125.4 N, P. The
distance between supporting points was 200 mm. The crack length was 6.8 mm.

3.1.1 Measurement of Fringe Order
The fringe orders were obtained as follows. Figure 2 shows a polariscope system for
measuring the fringe orders. The polarizer and analyzer were simultaneously rotated using
the stepper motor driven by the number of pulses transmitted from a personal computer.

Figure 1. Specimen. Figure 2. Computerized polariscope.
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Images which included both isochromatics and isoclinics were captured using the CCD
camera, digitized into 8 bits (256 levels) using the image processor, and stored as a
256 × 256 pixel array in a hard disk for each step of the rotation. In this study, the
polarizer and analyzer were rotated with an interval about 0.7 deg, which was obtained
by dividing 90 deg into 128 equal angles. As a result, 129 images in the dark and light
fields were taken between 0 and 90 deg. A mercury lamp in a plane polariscope was used
for obtaining fringe orders.

After the 129 images have been taken in each field, the time-series intensity data were
made at each pixel using these images, and stored in a hard disk. The time-series intensity
data were used to obtain fringe order at each pixel using the Fourier-series expansion.

Figure 3 shows the isochromatic fringes obtained in a dark-field circular polariscope.
Figure 4 shows the relative fringe orders, N, obtained by the proposed method. In this
figure, the black regions were assigned the value of N=0, and the white ones N= 0 . 5 .
The regions changed from black to white as the value of N increased from 0 to 0.5.

3.1.2 Drawing of Fringe Loop
Fringe loops were drawn from an image with relative fringe orders as follows. First, an
image with fringe orders at all pixels in a model, which was obtained using the
generalized phase-shifting method, was partitioned into triangles with vertexes a, b, and
c, which were neighboring pixels. Second, the positions at which a fringe loop of a given
fringe-order value was passed through on edges ab, bc, and ca of each triangle were
calculated on the basis of linear interpolation of fringe-order values Na , Nb , and Nc at
vertexes a, b, and c. Third line segments, which were parts of the fringe loop, were drawn
between the positions. Finally, the fringe loops were drawn by connecting those line
segments.

Figure 5 shows the isochromatic fringes, which were extracted at an interval of fringe
order 0.05 between 0 and 0.5. In this figure, the absolute fringe orders were assigned to
the extracted fringes. The fringes with integer orders of N=0, 1, 2, … and half orders of
N=0.5, 1.5, 2.5, … were not extracted, because the values of N=0 and 0.5 were seldom
obtained at the points which were sampled as a 256 × 256 pixel array and digitized into
256 levels used in this study.

Figure 3. Isochromatics. Figure 4. Relative fringe orders obtained
using the proposed method.
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3.1.3 Calculation of Stress Intensity Factor
The fringes shown in Fig.5 were used to calculate the stress intensity factor, KI (exp) , by the
Irwin method[12]. The theoretical stress intensity factor, KI (thy) , in a rectangular plate with
a crack at one side under 3-point bending[13].

Fringes in the vicinity of the crack tip must be used to calculate KI (exp) accurately.
However, fringes which were located extremely close to the tip were able to be used
because they were not drawn accurately due to a large deformation near the tip. Hence,
twenty-four fringes with fringe orders 0.85 (L/R), 0.9 (L/R), 0.95 (L/R), 1.05 (L/R),…,
1.45 (L/R), where L/R indicated the fringes at the left and right of the crack shown in
Fig.5, were selected to calculate KI (exp). Table 1 lists examples of KI (exp) obtained by the
proposed method. The error in KI (exp) measurement decreased as the fringe order increased.
The mean errors for four fringes with fringe orders 0.95 (L/R) and 1.05 (L/R) nearest to
the 1st-order fringes, which were obtained by conventional techniques such as thinning,
and for the twenty-four fringes were 4.3 % and 2.6 %, respectively. The mean error for
eighteen fringes with fringe orders 1.05 (L/R), 1.1 (L/R),…, 1.45 (L/R) was 0.9 %. The
use of multiple fringes near the crack tip improved the accuracy of the measurement of the
stress intensity factor.

Figure 5. Cantour maps of fringe order values drawn at intervals of ∆N =0.05.

Table 1. Comparison between experimental and theoretical stress intensity factors, K and K thy.exp

Fringe used to
calculate Kexp

K exp K thy

(MPa · mm1/2 ) (MPa · mm 1/2 )
Error (%) ( = 100 ·
| K exp-Kthy | /Kthy)

0.9(L/R)* 12.7 8.5
1.1(L/R) 11.9 1.7
1.2 (L/R) 11.7 11.7 0
1.3 (L/R) 11.7 0
1.4 (L/R) 11.7 0

* L/R indicates the fringes at the left and right of the crack shown in Fig. 5.
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3.2 EXTRACTION OF ZERO POINT

The principal-stress directions obtained using the proposed method were used to extract
the zero points in a T-shaped plate subjected to a compressive load, P, of 941N, as shown
in Fig.7. Furthermore, the zero points were used to design structural members with holes.
This model was made of an epoxy resin plate of 6mm thickness, t, 3.6GPa Young’s
modulus, E, 0.36 Poisson’s ratio, v and 0.1mm/N photoelastic sensitivity, α.

3.2.1 Measurement of Principal-Stress Direction
The principal-stress directions were obtained using the same technique as that described
in Section 3.1.1 except for use of a white lamp instead of a mercury lamp.

Figure 8 is the image with the principal stress directions used for extracting zero points.
In this figure, the black regions were assigned the value of φ=0°, and the white ones
| φ|=90°. The regions changed from black to white as the value of | φ | increased from 0°
to 90°.

3.2.2 Judgement of Zero Point
The extraction of zero points utilized the distribution of principal-stress directions around
a zero point which differed from those around a regular point. To extract the positions of
zero points, a window was moved on an image with the principal-stress directions, and
the distribution around the center of the window was compared with a standard one at a
zero point. If the distribution was similar to one of the standard ones, then the center was
proposed to be a zero point[14].

Figure 9 shows the zero points superimposed on the isochromatics. The result shows that
the location of the zero point extracted by the present method approximately agreed with
that of the zero-order isochromatic. Table 2 lists the positions of the zero points extracted
using the 11 × 11 pixel window as well as that determined carefully by the naked eye with
the aid of a graphic cursor moved on the image. The maximum difference between these
coordinates was 1 pixel.

Figure 7. T-shaped plate subjected
to compression load.

Figure 8. Principal-stress directions. Figure 9. Zero points on
isochromatics.
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Table 2. CRT coordinates of zero points extracted using a window
size of 11x11 pixels and by the naked eye. (Unit:pixel)

Zero ponit no. Position

1 127,82 127,83*
2 127,111 127,111*

* By naked eye

3.2.3 Application of Zero Points to Design of Structural Members
Holes are frequently made in structural members to decrease the weight of and to pass
pipes and wires through these members with an external shape which cannot be changed.
The holes should be made at locations at which the stresses in these members are lower
than a required value. This is a kind of optimum design. In a plane stress problem, holes
at positions where the normal stresses are equal, and the shear stress is zero are desirable.
This point is just the zero point.

The stress distributions in structural members with different hole diameters at the zero
and other points were analyzed by the finite-element method. The finite-element models
had the same shape as that shown in Fig.7 without and with holes and the same material
properties, E and v, and thickness, t, as the photoelastic one.

Figure 10 shows the positions of holes in the T-shaped plate. The holes at the zero
points and the upper side were called Holes A, B and C, respectively. Hole diameters, D,
of 3,5,10 and 15mm were used for each hole. The fringe orders, N, of the simulated
isochromatics were obtained by multiplying (σ1 -σ2 ) obtained from the analysis and αt.

Figure 11 is the relationship between the hole positions and the fringe orders around the
holes. The fringe orders around the holes for Holes A and B were approximately constant.
The maximum fringe order around the hole was in the case of Hole C. The compressive
and tensile stresses alternated around the hole for Hole C, which were different from those
in the case of Holes A and B. This implied that the original circular hole became an

Figure 10. Positions of holes used in Figure 11. Comparison among fringe orders, N around
analytical models. Holes A, B and C with 3mm diameter.
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elliptic one. The T-shaped plate with a hole at the zero point subjected to a compressive
load was superior to those with holes at the other points.

The above results showed that the proposed method was effective in designing
structural members with holes.

4. Conclusions

A generalized phase-shifting method was developed for reducing the influence of noise
caused by the variation in light intensity of a light source and so on, and for automatically
measuring photoelastic parameters, relative fringe orders and principal-stress directions,
in the whole field. The fringe orders obtained using the method was used to measure the
stress intensity factor, and the principal-stress directions to extract the zero points.
Furthermore the zero points were used to design structural members with holes. The stress
intensity factor was accurately obtained from fringe loops multiplied using a technique
for drawing a contour map of the fringe order values. The zero points were accurately
extracted using a technique for judging the zero points, and were effective to design a
plate with holes.
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INTERFERENCE BLOTS IN INTEGRATED

FRINGE PATTERNS

H.ABEN AND L.AINOLA
Institute of Cybernetics,
Tallinn Technical University, 21 Akadeemia tee,
EE0026 Tallinn, Estonia

Abstract . By experiments in integrated photoelasticity it has been ob-
served that besides the usual interference fringes, interference blots may
appear. The latter are areas where interference fringes have low contrast
or even vanish totally. It has been shown that the cause of the interference
blots is rotation of the principal stress axes. Since an arbitrary inhomo-
geneous birefringent medium is optically equivalent to a system of two
birefringent plates, in this paper conditions of the appearance of the inter-
ference blots and of the dislocation of integrated fringes is studied using
this simple model. Computer generated fringe patterns are compared with
the experimentally recorded ones.

1. Introduction

In integrated photoelasticity, a 3-D transparent birefringent specimen is
placed in an immersion bath and investigated in a transmission polariscope.
Since in the general case both the values of the principal stresses and their
directions vary on the light rays, the principle of superposition of bire-
fringence is not valid. Actually, the specimen is an inhomogeneous twisted
birefringent medium [1]. Therefore, optical phenomena are much more com-
plicated than in 2-D photoelasticity and can be described by the theory of
characteristic directions [1-5].

In the case of strong birefringence, integrated fringe patterns can be
recorded. Sometimes these fringe patterns exhibit peculiar features. Figure
la shows the integrated fringe pattern of a diametrically loaded sphere in
a light-field circular polariscope. Near the points where the load is applied,
one can observe dark areas that are similar to fringes but somewhat wider
and that cross the basic system of fringes. These are the interference blots.

As another example, Fig. lb shows the integrated fringe pattern of the
wall-to-bottom region of a tempered drinking glass. One can observe inter-
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Figure 1. Integrated fringe patterns of a diametrically loaded sphere (a) and of the
wall-to-bottom region of a tempered drinking glass (b) in a light-field circular polariscope.

ference blots (shown by arrows) that cross the main fringe system, disloca-
tion of the fringes, etc.

Fringe patterns in Fig. 1 contradict to the conventional theory of fringes
in birefringent objects. According to the latter, fringes of different order can
never intersect one another, and between the adjacent dark fringes there is
always a bright fringe.

Preliminary analysis of the integrated fringe patterns is presented in
Refs. 6, 7 and 8. The aim of the present paper is to study in greater detail
the reasons of the peculiarities in integrated fringe patterns. This problem is
important not only in photoelasticity but also in interferometry and optical
tomography of inhomogeneous birefringent phase objects.

According to the Poincaré equivalence theorem [9], an arbitrary inhomo-
geneous birefringent medium is optically equivalent to a system containing
only two birefringent plates, the principal optical axes of which form an
angle. Therefore, in this paper the analysis of the interference blots and
of fringe dislocations in an inhomogeneous birefringent medium is mostly
based on this simple model.

2. Theory of the Fringe Pattern Formation

It is known that the main reason of the complicated optical phenomena in
integrated photoelasticity is rotation of the secondary principal stress di-
rections. If the secondary principal stress directions are constant on the ray,
integrated optical retardation ∆ is expressed through the integral Wertheim
law

(2.1)
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where C is photoelastic constant and σ1 , σ2 are secondary principal stresses.
Light intensity in a dark field circular polariscope is determined by

(2.2)

and in a light field circular polariscope by

(2.3)

If in the specimen distribution of stress is continuous, integrated fringe
patterns determined by Eqs. (2.2) or (2.3) are also continuous, light inten-
sity between fringes varies between 0 and I 0 , and no peculiarities in the
fringe pattern will occur.

In the case of rotation of the secondary principal directions, in formulas
(2.2) and (2.3) instead of ∆ appears the characteristic optical retardation
∆ * . The latter is not determined by Eq. (2.1) due to the effect of rotation
of the axes, and is related to the stress distribution on the ray in a com-
plicated manner [1,2]. That is the reason of the curious optical phenomena
we observe in integrated fringe patterns.

Considering a system of two birefringent plates with optical retardations
∆ 1 and ∆ 2 , and β the angle between the principal axes of the plates, the
characteristic retardation can be written as

(2.4)

In rectangular coordinates x and y w e  h a v e
and ∆ * = ∆ *( x, y ). Coordinates x and y are per-

pendicular to the direction of the wave normal.
If an inhomogeneous birefringent model is investigated in a dark-field

circular polariscope, then the light intensity is determined by

and in a light-field circular polariscope by

(2.5)

(2.6)

Consequently, formation of the fringe pattern is completely determined
through the function cos ∆ * . From Eq. (2.4) follows that the function cos ∆ *
is a complicated function of periodic trigonometric functions of in general
aperiodic functions ∆ 1 , ∆ 2 and β .

The distinct fringe structure occurs in regions where one or two of the
functions ∆ 1 , ∆ 2 and β change more rapidly than others. Figure 2 shows
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Figure 2. Computer-generated fringe patterns of an optical system containing
two birefringent plates: left: right:

computer-generated fringe patterns in a dark-field circular polariscope in
the cases of different change rates of the functions ∆1 , ∆ 2 and β. The  d i s -
tinct fringe patterns can be distorted by two types of irregularities: inter-
ference blots [6-8,10] and fringe dislocations [11-13].

3. Interference Blots

We define the interference blot as a region in the fringe pattern where the
contrast of fringes is diminished or vanishes completely. This is a region
where cos ∆ * changes slowly.

Consider the neighborhood of the line β (x, y ) = π / 2 :

(3.1)

where | η ( x, y )| « 1.
In this region we have

cos β = – sin η ≈ – η ,

(3.2)

Therefore, we can write Eq. (2.4) as

(3.3)

Let us write ∆ 2 – ∆ 1 in the form

(3.4)
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where |µ (x ,  y)| « 1.
Then Eq. (3.3) reveals

From Eqs. (2.5) and (3.5) we have

In the same way we obtain

(3.5)

(3.6)

(3.7)

Consequently, in the neighborhood of the points (x, y) determined by
equations

(3.8)

or
(3.9)

dark or bright areas must appear. The same holds for the neighborhood of
the points (x, y) determined by Eqs. (3.8) and (3.9) if β ( x, y) = π /2 + nπ .

Interference blots are seen in Fig. 2 on the left.

4. Fringe Dislocations

Fringe dislocation is an imperfection of the fringe pattern where the normal
pattern is distorted by the interposition of one or more extra fringes [11-
13]. Using the analogy with crystal structure we can describe the fringe
dislocation in terms of the Burgers circuit [11,14]. The Burgers circuit is
any fringe-to-fringe path in the fringe pattern cantaining fringe dislocation
which forms a closed loop (Fig. 3a). If the same fringe-to-fringe sequence
is made in a dislocation-free pattern, the circuit does not close (Fig. 3b).
The Burgers vector required to close the circuit describes the magnitude
and direction of the slip in the fringe pattern. Notice that to the distance
between fringes corresponds the phase shift 2π. Therefore, to the Burgers
vector corresponds the phase shift ±n2π.

Let us show that fringe dislocations are induced by beat of fringes.
The right side of Eq. (2.4) can be considered as a composite fringe

complex which is formed by two sets of fringes (waves) with different fre-
quencies. If we assume that ∆ 1  « ∆ 2 then the frequencies of the waves are
close to each other. In that case the beat phenomena of fringes occurs.
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Figure 3. Burgers circuit ABCDE around a fringe dislocation (a); Burgers circuit in a
perfect fringe pattern (b).

Equation (2.4) can be written as

cos ∆ * = A sin(∆ 2  + ϕ ). (4.1)

Here the amplitude and the phase of the composite wave are given by

(4.2)

and

(4.3)

The amplitude A describes an envelope as a curved surface enclosing
the surfaces of fringes (waves). The beat phenomena originate from the low
frequency of this envelope.

If in Eq. (4.3) cos 2  β = cos ∆ 1 = 0, we have

(4.4)

i.e. the phase ϕ is indeterminate and dislocation of fringes occurs (Fig. 2,
right).

5. Boussinesq Problem

Let us consider now optical phenomena in the case of a classical problem of
the elasticity theory, the Boussinesq problem, when a vertical concentrated
load acts on the surface of a half-space. Integrated fringe patterns in an
epoxy cube of 40 × 40 × 40 mm in a light-field circular polariscope for
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Figure 4. Experimental integrated fringe patterns in a light-field circular polariscope in
the case of the Boussinesq problem, P2  > P1 .

Figure 5. Computer-generated fringe patterns for the Boussinesq problem in a light-field
circular polariscope for various loads P (in relative units).

different loads are shown in Fig. 4. In the case of P1 , interference blots are
clearly visible. In the case of P2 , interference blots have vanished because
of high birefringence. Note that, owing to difficulties in effectuating experi-
mentally a point load, the stress distribution in Fig. 4 deviates to a certain
extent from the theoretical one.

To etablish the dependence of the interference blots on the load (or
value of the birefringence), integrated fringe patterns for the Boussinesq
problem were generated on the computer for different load values (Fig. 5).

In Fig. 5 we see both interference blots and fringe dislocations, similar
to those generated above for the optical system containing two birefringent
plates. In the fringe pattern for P = 1800, the Burgers vector is 4π .
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6. Conclusions

If has been shown both experimentally and numerically that in integrated
fringe patterns interference blots and dislocation of fringes may appear.
Due to that the fringe order may be ambiguous.
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Abstract

We show a non destructive method for obtaining the isochromatic and isoclinic fringes
in three dimensional photoelastic specimens. The basic idea is to delimit a slice between
two plane laser beams. The properties of polarization of the scattered light (Rayleigh
law) and the interference possibilities of the diffused beams are used. By introducing
speckle pattern properties we can analyse the correlation factor between two scattered
beams as we can for the illumination in a plane polariscope in the classical frozen-stress
investigation of a slice. We use a monochromatic laser beam, a CCD camera and a PC.
As we cannot directly obtain the correlation factor, we do a statistical analysis of the
speckle patterns. The variance (a function of the correlation factor) is computed from the
light intensities of three images corresponding to the speckle pattern for plane 1 alone,
plane 2 alone, and both planes together.

1. Introduction

The experimental study of stress in three-dimensional models remains a problem. The
method usually employed is the frozen stress technique coupled with a mechanical
slicing and a two dimensional analysis of each slice in a classical polariscope. However,
the mechanical slicing of models in different planes takes a lot of time and requires the
manufacture of several models for a general study.
To avoid these difficulties, we have developed a non-destructive method of optical
slicing using the properties of polarization of the light scattered by a photoelastic
material (Rayleigh’s law). This phenomenon was used by R. Weller [1] and by many
authors for punctual methods [2]-[6]. Our method is based on a whole field technique
developed in our laboratory several years ago [7]-[9]. However, this technique, which
uses holographic film, polychromatic laser beam, a spectroscope and optical filtering,
was very complex, which greatly limited its application. Therefore, we have developed a
simpler and faster method using numerical recording and analysis.

41

A. Lagarde (ed.),
IUTAM Symposium on Advanced Optical Methods and Applications in Solid Mechanics, 41–48.
© 2000 Kluwer Academic Publishers. Printed in the Netherlands.



42

2. Principle

N. PLOUZENNEC, J-C. DUPRE and A. LAGARDE

2.1. INTRODUCTION

The basic idea is to use the properties of polarisation of the scattered light (Rayleigh’s
law). If one observes along the vector, perpendicular to the direction of the
propagated light beam , the scattered light is polarised rectilinearly along (fig.
1).

Figure 1. Isolation of a slice with two plane laser beams

The principle of the method is to isolate a slice of the photoelastic model between two
parallel plane laser beams (fig. 1). The speckle field observed in the direction
perpendicular to the plane of the two illuminated sections is due to the interferences
between the light scattered by each section. Their possibilities of interferences depend
on the birefringence of the isolated slice. The direct experimental visualisation of the
photoelastic fringes is impossible. To obtain this information, we study the
characteristics of the scattered light.

2.2. EXPRESSION OF THE SCATTERED LIGHT

The photoelastic model is lit by only one beam (1 or 2), then by both. The scattered light
intensities are respectively I1 , I 2 and I. These images are recorded by a CCD camera.
The values in grey level of the intensities along one line of these images are plotted on
fig. 2.

Figure 2. Light intensities profile
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By studying one intensity profile (for example I1 ), we observe that the speckle field is
coupled with a background intensity due to the fluorescence of the specimen, and a part
of the scattered light not polarized [10].
The light intensity Ii (i=1 or 2) is expressed as:

I i = I i B + Ii S (1)
where IiB  is the background intensity, I iS is the speckle field intensity.

2.3. SUPERPOSITION OF THE TWO LIGHT FIELDS

The result of the superposition of the two light fields depends on their interference. If
they can interfere in a coherent way, they superpose in amplitude ; otherwise, they
superpose in intensity [11]. We studied the superposition of I1  and I 2 using their
interference and their statistical properties [12].
The light fields I1S  and I2S  are due to coherent light, so they superpose in amplitude. The

result is (2)

where γ is the correlation factor of the two speckle fields, ψ1 , ψ2  their random phases, η
is function of the optical characteristics of the slice.
As the slice is represented by a birefringent plate and a rotatory power, the expression of
the correlation factor γ is given by:

(3)

where R is the rotatory power of the slice, α the neutral lines, ϕ the angular
birefringence.
This expression is similar to that usually obtained when analysing a slice (for example
by frozen-stress technique and mechanical slicing) between two parallel polarisers. Thus
thanks to the correlation factor, the isochromatic and isoclinic fringes of the isolated
slice can be visualised.
For thick slices and for a small rotation of the principal secondary stresses (less than
30°), a low modulation of γ corresponds to an isoclinic line where a principal secondary
direction is parallel to the polarisation direction, and the isochromatic fringes appear
with integer order for maximal values and half order for minimal values [11].
If the rotatory power is negligible (thin slice), equation 3 becomes

(4)

The spatial average of IS is calculated by the speckle properties [12] of the random
variables I1S , I 2S , ψ1  and ψ2 (ergodicity, stationary, independence of variables...).

(5)

Using the same hypothesis, we calculate the variance of Is.

(6)

The light field I1B  and I2B  are due to incoherent light. So they superpose in intensity. The
result is: IB = I1B  + I2B (7)
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We calculate the spatial average and the variance, and obtain:

and (8)

Also, IB and IS  (or I1B and I1S ) (or I2B and I2S) cannot interfere, so we obtain:

and and (9)

2.4. PROPERTIES OF THE RESULTING FIELD

The results obtained above give the expression for the global light intensity:

(10)

Its spatial average is (11)

and its variance (12)

If we consider that the intensities of the two incident beams are equal and the averages
of scattered lights are equivalent, we have

(13)

Here k is a factor, function to the scattered properties of the material ; experimentally it
is approximately equal to 1/10.

Equation 12 becomes (14)

From this equation, we deduce

(15)

3. Experimental set-up

The experimental set-up (fig. 3) includes by an argon laser, a separator device and a
cylindrical lens in order to obtain two plane laser beams. A CCD camera (perpendicular
to the laser beams) and a PC are used for the data acquisition and processing. A Babinet
compensator is placed between the lens and the cylindrical lens to minimise the
intensities of the Weller fringes (the scattering phenomenon is used like an analyser).
These fringes have no influence on the results if their maximal intensities are less than
10 % of the global intensity (this phenomenon has been studied by numerical simulation
[13]).
Special care must be taken to choose the CCD captor. The speckle field intensity is very
low compared to the background intensity (Fig. 1), so a CCD camera with a low signal-
noise ratio is chosen. Some tests are made with a classical camera with 512×512 pixels
coded by 256 grey levels. When we took care to have low electronic amplification, with
a ratio of 40 dB, we obtained good results. However, the small sensitivity and resolution
could limit the tests for all specimens. The CCD camera has a high resolution
(1000×1000 pixels coded by 1024 grey levels) and a ratio of 50 dB.
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Figure 3. Experimental set-up

4. Obtaining of the photoelastic fringes

The model is placed on the way of the laser beams that are oriented to isolate the slice to
study. If the model is not in an optical index liquid tank, the beams have to be
perpendicular to the surface of the model to avoid refractions.
Three images, I1 , I2  and I, corresponding to the speckle patterns for plane 1 alone, plane
2 alone, and both planes together are recorded by the CCD camera and used to calculate
a fourth image of k2 γ2 using equation (15).
To diminish the calculation time, we first calculate

I'= I – I1  – I2

Then we calculate the variance of I’: σ' 2  ; the expression of k2 γ2  becomes
(16)

(17)

For each pixel (i,j), the different coefficients appearing in equation (17) are calculated
with a calculation area of (2N+1)×(2N+1) pixels centred on (i,j).
For i and j varying, the spatial average of I' is calculated by equation 18 :

(18)

When the spatial average is calculated, we can obtained the variance

(19)
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Equation (18) is also used to calculate <I1 > and <I2 >, by replacing I' by I1  and I 2. Then,
we use equation (17) to calculate k2γ 2  for each pixel (i,j). Thus, we obtain the image of
the isoclinic and isochromatic fringes. To eliminate a part of the speckle on the final
image, a low-pass filter can be used. The resolution of this image is function of the
speckle depth and the size of the calculation area for the spatial average. Using multiple
simulations [13], we showed that with a speckle size of 1 pixel and an area of 3 by 3
pixels, the minimal visible period is about 15 pixels. This limitation becomes 30 pixels
using a low pass filter (10x10 pixels).

5. Experimental results

The models used for the experimental tests are made in epoxy resin (photoelastic
constant: 30 10 -12 m

2
/N).

The first experimental test is for torsion on a bar of square section (34×34 mm2 ). The
images experimentally obtained correspond to slices inclined at an angle of π/4 with
respect to the axis of the model (fig. 4). Thus, the birefringence and the directions of the
principal stresses vary along the observation direction.

Figure 4.: Torsion strain on a bar of square section

Figure 5 shows the three recorded images I1 , I2 and I, for a thickness of the slice equal to
6 mm. In figure 5-c, we can faintly discern the Weller fringes ; their intensity is lower
than 10% of the global intensity.

Figure 5.: Experimental speckle patterns

Using these images, we calculate k2 γ 2 for an area of 3x3 without a low pass filter
(fig. 6-a), and with a low pass filter (fig 6-b). We observe two bright and large isoclinic
zones and the isochromatic fringes. The fractional fringe order could be found with a
manual procedure, but a full-field automatic calculation seems to be still hard to
develop.
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a) without low pass filter b) with low pass filter
Figure 6.: Fringe pattern

Our experimental set up allows recording the images for thicknesses varying from
0,5 mm to 10 mm. A small thickness is interesting for studying zones with high stress
concentration. For the same loading, the slice thickness varies from the smaller to the
higher value. Each time, the three images I1 , I2 and I are recorded and the correlation
factor calculated. These images are shown in figure 7. The number of isochromatic
fringes increases with the thickness of the slice, and the isoclinic fringe is constant
except when the slice is thick (fig. 7-d); in that case, the isoclinic fringe disappears in the
centre of the image where there is a large rotation of the stresses ; we do suppose that
the slice is thin. We see continuous isochromatic fringes in the centre.

a) 0,5 mm b) 2mm c) 4mm d) mm
Figure 7. Experimental isochromatic and isoclinic fringes for several thickness of slice

The second test is a concentrated loading on the top of a prismatic specimen
(section = 60×45 mm2  and length = 110 mm) (fig. 8). A quick scanning of the model has
been realised with 2 mm of translation between each slice. In order to see many fringes,
we have chosen a test with slice thickness equal to 6 mm. It is possible to find the stress
concentration area and to study a part of it, by zooming in and reducing the thickness of
the slice.

Figure 8. Scanning of a prismatic specimen submitted to a concentrated loading
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6. Conclusions

We present a new method using optical slicing coupled with a CCD camera and a PC for
rapid visualisation isochromatics and isoclinic fringes of a slice, within a photoelastic
material. The slice is delimited by two laser beams, and the scattered light is numerically
analysed to obtain the correlation factor. The experimental set up is easy to realise and,
once the images are recorded, the calculations are done in few seconds. Our slicing
method takes into account the parameters inside the isolated slice, but not the optical
path through the specimen. Our set-up allows the thickness slice to vary from 0.5 to 10
mm. In 3D photoelasticity, the rotation of the secondary principal stresses in the
thickness of the studied slice cannot be neglected, so the slice is represented by a
photoelastic plate and a rotatory power. If the thickness is sufficiently small, the rotatory
power has no effect on the isoclinic and isochromatic parameters. The largest studied
field is about 150×150mm2 (0.15 mm/pixel) and the smallest 5×5mm2  which permits the
study of loaded zone. A model immersed in optical index liquid tank can be examined in
different views. For a small size of image, a quasi-real time visualisation can be realised.
A rapid study of a specimen can be made in order to visualise the stress concentration
and the direction of the secondary principal stresses. On the first industrial applications
could be the optimization of the shape of models.
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Abstract

The aim of this study is to develop a procedure consisting in comparing real photoelastic
fringes with the fringe pattern calculated with a theoretical or numerical stress field. This
process can be used to validate for example the boundary conditions or mesh of a three-
dimensional mechanical problem. We show three optical approaches of a three-
dimensional specimen giving the classical photoelastic fringes (isochromatic and
isoclinic patterns) from a theoretical stress distribution. So we used a new experimental
technique for the study of stress fields in a three-dimensional medium. We show a
comparison between these three formulations and experimental results obtained by our
non-destructive method of optical slicing.

1 Introduction

The study of the stress state of a three-dimensional specimen may be effected by
numerical means (like a finite element method). But for industrial problems, an
experimental study is necessary to validate the theoretical and numerical approach as a
boundary conditions, shape and mesh. Usually this is done by photoelasticimetry.
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We recall that for a plane polariscope and a two-dimensional analysis of a beam,
which can be mechanically sliced after stress freezing, allows us to visualize two fringe
patterns. The directions of principal stresses are obtained from isoclinic fringes, their
difference is given by isochromatic fringes. In this paper, we used an another
experimental solution, developed in our laboratory. This technique is a non-destructive
method of optical slicing giving the classical photoelastic fringes [Plouzennec, N., et al.
1998] [Dupré, J.C., et al. 1997] [Dupré, J.C., et al. 1996].

Many studies have been undertaken to separate the stresses, their orientations and to
integrate the equilibrium equations [Dally, J.W., et al. 1991] in order to compare them
with the simulated results. However these methods demand a high precision of
measurement, a separation and an unwrapping of the isoclinic and isochromatic
parameters. We present another solution avoiding most of these inconvenient. It consists
in calculating the isoclinic and isochromatic fringes from a three-dimensional stress field
obtained theoretically, for example by finite elements, and in comparing them with
experimental results. Nevertheless we have to correctly determine the optical parameters
due to the stress fields. The aim of this work is to study three approaches to a thick
medium and to compare them with experimental results.

2 Optical approaches of a three dimensional medium

We calculate the photoelastic fringes arising from a plane polariscope in three ways.

2.1 TWO-DIMENSIONAL APPROACH

In this case, the difference between, and directions of, the stresses are constant along the
thickness of the specimen.

The light intensity obtained in a plane polariscope is expressed by

(1)

Here I0 is the light intensity when the model is unloaded, α is the direction of one of the
principal stresses. The birefringence ϕ is given by

(2)

Here e represents the slice thickness shown in figure 1, (σ1 – σ 2) is the difference
between the principal stresses, C is the photoelastic constant and λ is the wavelength of
the used light.

2.2 ABEN SCHEMATISATION

Aben’s research (1966) allow us to obtain the mechanical parameters ϕ, α from a
knowledge of the three physical parameters R, α*, ϕ* , provided that (dα/dz = α0), and
(σ ' – σ"), the secondary principal stress difference, constant along the thickness of the
specimen. The beam is schematized by a birefringent plate (α* and ϕ *) followed or
preceded by a rotator power R (figure 2). The values of R, α*, ϕ* and α, α0, ϕ are
linked by the following relations [Brillaud, J., et al. 1983] [Desailly, R., et al. 1984] :
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(3)

Figure 1 : The first approach Figure 2 : Aben schematization

Figure 2, shows the optical parameters : (∆' e , ∆ 's ), the characteristic directions of
entrance and exit, and the mechanical parameters (σ'e , σ's ) in the principal secondary
directions. The light intensity coming from the plane polariscope [Desailly, R., et al.
1984] is then

(4)

2.3 DISCRETE ANALYSIS INTO THIN SLICES

This technique consists in taking a thick beam and dividing it into n thin slices shown in
figure 3. Every thin slice is characterized by αi and ϕi constant along the thickness (as in
the first approach) [Zenina, A., et al.19971 [Aben, H., et al. 1997].

An iterative process has been developed for the numerical calculation of the light
components after crossing the first slice from a direction of given polarization (x0, y0).
We use these new components (x i , y i ) and repeat the calculation for the following
beams, and soon until the last slice.
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(5)

with :

The components of the light after the last slice are (xn , yn). After crossing the
analyzer (angle β figure 3), the light intensity is

(6)

Re and Im denote real and imaginary part.
In order to obtain the same fringes using the formulations (4) or (6), numerical

simulations have shown that the ratio between α0  and the number of slice is 1/3.

Figure 3 : Series of thin slices

2.4 COMPARISONS

We have numerically simulated the three approaches by varying ϕ from 0 to 10π
horizontally and a from –π/4 to π /4 vertically and by applying different values of α0.
Figure 4 shows the series of images obtained.

The first image (figure 4A) corresponds to the first approach, the second one (figure
4B) to Aben’s formulation, and the last (figure 4C) to the discrete calculation of a series
of thin slices.

We note that the image obtained by the first approach, which cannot allow a
variation of the stresses along the thickness, is different from the others. The second and
the third images are obtained for a variation of the stress direction α0 of 30 degree.
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Furthermore Aben’s formulation cannot be used for a variation of the stress difference
along the thickness.

We note that numerical problems appear in Aben’s scheme (paragraph 2.2); they are
due to trigonometric calculation (equation 3), which is why this procedure is relatively
complex.

Approach 2.1 Approach 2.2 Approach 2.3

Figure 4 : Simulations for α0  = 30°

If we consider a variation of the stresses difference along the thickness of the
specimen, we can apply only the third schematization (approach 2.3), We obtained the
images shown in figure 5.

Approach 2.3

Figure 5 : Simulations for α0 = 30° with a variation of the stress difference along the thickness

3 Application

3.1 EXAMPLE OF A TWO-DIMENSIONAL STUDY

The discrete calculation of a series of thin slices can be used from results obtained by
the finite elements method. Figure 6 shows a plate of 10 mm of thickness submitted to
combined torsion – bending; we have calculated the stress field with a corresponding
mesh formed by 90x20x5 cells. The third approach gives more realistic images, and
agrees with experimental images obtained by a plane polariscope.
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Three-dimensional scheme (Approach 2.3)

Figure 6 : Comparison for a combined torsion-bending test

3.2 EXAMPLE OF A THREE-DIMENSIONAL STUDY

If we study more complex problems, we must slice the specimens in several parts. The
calculation of the fringes can be easily made by our approach (2-3) but for the
experimental study we used a method developed in our laboratory. The photoelastic
model is optically sliced by two plane laser beams. The analysis of the scattered light
gives fringes equivalent to those obtained in a plane polariscope [Plouzennec, N., et al.
1998] [Dupré, J.C., et al. 1997] [Dupré, J.C., et al. 1996).

As we can modify the thickness of the slice from 0.5 mm to 10 mm, we used this
technique in order to validate the various approaches.

Figure 7 shows simulated and experimental results for a torsion strain in a bar of
square section. Using a theoretical expression of the stress field [Caignaert, G., et al.
1988] [Timoshenko, S., et al. 1961], we have simulated the different fringe patterns for
the three schemes (formulas 1, 4 and 6).

The obtained images correspond to slices inclined at an angle of π/4 with respect to
the axis of the model (figure 7). The experimental results show that the 2.3 and 2.2
designs are more faithful to reality than the first (2.1), especially for the disappearance
of the isoclinic fringes. A difference appears between the two three-dimensional
approaches because in this case we have an evolution of the stresses difference along the
thickness; this condition is not included in Aben’s theory.

In order to validate the boundary conditions, a difference of 10% of the rotation can
be detected by comparing the figure 7 (approach (2.3)) and the figure 8.
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Figure 7 : Experimental and simulated fringes (imposed rotation 4°).

Figure 8 : Simulated fringes for a rotation of 3.6°.
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4 Conclusion

A. ZENINA, J. C. DUPRE and A. LAGARDE

Our purpose is to compare real photoelastic fringes with the fringe pattern calculated
from a theoretical or numerical stress field. This process allows us to validate boundary
conditions and the mesh of a three-dimensional mechanical problem. We present three
approaches to a photoelastic medium. The results obtained by the discrete approach to
the three-dimensional medium by a series of thin slices gives the best agreement with the
experimental results.

The advantage of this method is its numerical simplicity, and that no hypothesis on α
or ϕ is made at the level for a thick beam.We will use our process to compare simulated
and experimental fringes. A difference between then can be due only to a bad
mechanical design. This technique associated with the optical slicing method can be
used for fast industrial investigation and validation for specimens realized by molding or
stereolithography. The separation of the isoclinic and isochromatic parameters [Zénina,
A., et al. 1998] and the calculation of the stress tensor is the next step of our work.
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Abstract

Scattered light photoelasticity provides a nondestructive analysis of stress
components on a plane layer in the incident light path. For general three
dimensional stress fields, however, the effect of birefringent axis rotation has to be
taken into account, and hence the technique has been limited only in application to
plane stress or symmetrical stress distributions.

In this study, the authors propose a method for determining not only the secondary
principal stress difference, but also its direction, using multiple image data obtained
by combination of the angles of incident polarization light and observation. As an
example, a sphere under a pair of diametrical compressive forces is analysed to
determine both the principal stress difference, and their directions in layers, with or
without the rotation of the principal birefringent axis. The results show good
agreement with theoretical analysis.

1. Introduction

Precise and accurate distribution of stress is necessary for optimum design of 3-D
systems. There is still no reliable method for analysis of stress components inside a
3-D body under load.

Scattered light photoelasticity provide a nondestructive analysis of stress
components for a plane layer in the incident light path. In general three dimensional
stress fields, however, scattered photoelastic intensity superposes effects of
birefringent axis rotation due to change in the direction of secondary principal stress
along the light path. In addition, the intensity arises from the integration of optical
effects along the light path. There is no convenient way to separate these effects ;
the technique is limited to the analysis of stress models with some symmetry.

In this study, the authors propose a method for determining not only the secondary
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principal stress difference, but also its direction, using multiple image data
obtained by combining various angles of incident polarization light and observation.
As an example, a sphere under a pair of diametrical compressive forces is analysed
to determine the principal stress difference, and their directions in symmetrical and
unsymmetrical layers ; the results are compared with theoretical results.

2. Intensity of Light Through a 3-D Model

Matrix calculation based on Stokes vector gives the relation between optical devices
and intensity of scattered light. Fig.1 shows the arrangement of optical elements.
The final Stokes vector S [1][2] observed by a camera in this optical setup is
obtained as follows ;

(1)

with

where, S 0  is the Stokes vectors of polarized incident light, Mϕ(δ) the retarder of

the specimen, M(θ) the rotator of the specimen, and the Stokes vector which

shows the observational direction. Thus, the intensity of scattered light is expressed
as

(2)

here, I : Intensity of observed scattered light from the specimen,
k : Light scattering coefficient,
A2  : Amplitude of monochromatic incident light,
α : Azimuth of the axis of incident light,
ϕ : Azimuth of the fast axis of the equivalent retarder,
ψ : Observational direction,
θ : Characteristic angle of the equivalent rotator,
δ : Retardation of the equivalent retarder

In this equation, θ + ϕ gives the secondary principal stress direction, and δ the

secondary principal stress difference. In order to eliminate the other parameters, we
choose various combinations of α and ψ. We denote the intensity for α = α1 and

ψ = ψ 1 by I 1 , that for α = α 2 = α1 + 45° and ψ = ψ 2  = ψ 1 – 45° by I 2 .Subtracting

I1
from
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Fig. 1 Experimental set up

I2 and denoting it by I3  , we have

(3)

We repeat Eq.(3) for another combination of α and ψ : I4  for of α1  – ψ1  = 0°, and

I5 for α1  – ψ 1 = 45°. Then, θ and δ are obtained as follows :

(4)

(5)

Now return to Eq.(2). Let I 6  be the intensity for α = α6 and ψ = ψ 6 , and I 7  for

α7 = α 6 + 45° and ψ 7 = ψ 6  + 45° . Their difference is I8  :

(6)

We use Eq.(6) for another set of combinations as follows. Let I9  be the intensity for

α6  + ψ 6 = 90° , and I10  be that for α6  + ψ 6  = 180° . We have,

(7)

Then,

(8)

We note that these calculations require several image data sets for various
combinations of α and ψ .
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We note that these calculations require several image data sets for various
combinations of α and ψ .

Using six image data (two image data a overlaped.), the secondary principal stress
direction is obtained as,

(9)

3. Experimental Procedures
3.1 Experimental Setup

Fig. 1 shows the experimental setup. A laser beam with small radius is polarized by
a Glan-Thompson polarizer and then the angle of polarization is adjusted with a half
wave plate. The light is polarized by a second Glan-Thompson polarizer (angle α)
to confirm the angle of polarization, then expanded to a thin layer of light by a
cylindrical lens. The beam is inserted into the specimen placed in an immersion
bath filled with liquid of the same refraction index as the specimen. A scattered
light photoelastic image is taken by a digital camera.

3.2 3-D Photoelastic Model

The 3-D photoelastic sphere model used in this study is made of Araldite B-CT200
epoxy-resin cured with a hardener HT903. After residual stresses were removed at
high temperature, followed by a slow cooling process, the stress was frozen in the
specimen under diametrical loads of 60N as shown in Fig.2.

3.3 Experimental and Analysis Procedures

To investigate symmetrical and more general stress distributions, a layer of incident
light is inserted both on the meridian plane of the sphere and on a plane parallel to it
as shown Fig.3(a). On the equatorial plane of the model and a plane parallel to it as
shown Fig.3(b), the distribution of principal stress difference and directions are also
investigated. Fringe patterns on these plane are taken we calculated by digital
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Fig2 Geometry of specimen and loading condition

(a) the meridian plane and one parallel to it

(b) the equator plane and one parallel to it

Fig.3 Analyzed region
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4. Results and Discussion

Examples of scattered light image data are shown in Fig.4. Fig.5(a)~(d) show a
comparison of experimental and theoretical results [3] ~ [6] for the secondary
principal stress difference. The secondary principal stress directions are compared
in Fig.6(a) ~(d). Let us discuss on the results of the secondary principal stress
difference and direction separately.

1] On the secondary principal stress difference.
a) Experimental results show fairly good agreement with theoretical ones. However,

some severe difficulties still remain, particularly around the portion of high stress
concentration.

Section A Section B
(symmetrical plane) (unsymmetrical plane)

Section C
(symmetrical plane)

Section D
(unsymmetrical plane)

(a) α = 22.5°,ψ = 22.5°

α = 22.5°,ψ = 157.5° α = –22.5°,ψ = –67.5°

(b) Section B

α = –22.5°, ψ = –112.5°

Fig.4 Examples of Image data
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(a) Line a (symmetrical plane) (b) Line b (unsymmetrical plane)

(c) Line a (symmetrical plane) (d) Line b (unsymmetrical plane)
Fig.5 Secondary principal stress differnece

(a) Line a (symmetrical plane) (b) Line b (unsymmetrical plane)

(d) Line b (unsymmetrical plane)(c) Line a (symmetrical plane)
Fig.6 Secondary principal stress differnece
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b) Around regions where the difference of secondary principal stress becomes
large, considerable errors between theoretical and experimental data are observed.
This comes from the fact that the density of fringe varies rapidly, the resolution of
the camera is insufficient in this region ; a better camera is needed for such density
of fringe order.

2]On the secondary principal stress direction.

c) The error between experimental and theoretical value of the secondary principal
stress direction is larger than that for the secondary principal stress difference,
because the influence of retardation by the equivalent retarder δ on the intensity of
scattered light is larger than that expected by the theory.

d) Experimental values show some degree of agreement with the theoretical results
on the symmetrical layer. On the other hand, the experimental results on the
unsymmetrical layer show poor agreement with theoretical results and the errors are
much larger than those on the symmetrical layer. We note that both the azimuth of
the fast axis of the equivalent reterder and the characteristic angle of the equivalent
rotator on symmetrical planes are obtained more easily and accurately than on
unsymmetrical planes.

e) Since two solutions of the secondary principal stress direction obtained
simultaneously in the calculation proposed, choice of proper solution from two is
another problem in this method.

Similar levels of accuracy on the meridian and the equator plane of sphere model
are obtained, thus it can be expected that we will be able to improve the technique
to get accurate secondary principal stress distribution on every plane.

5. Concluding Remarks
The authors discussed a method for 3-D analysis of the direction and the difference
of secondary principal stresses with a method based on the scattered light
photoelastic technique. As an example, a sphere under a pair of diametrical
compression is analysed. Good agreement was obtained with theory provided that
the secondary principal stress difference and direction do not vary so much. The
method shows promise for the development of general 3-D scattered light
photoelastic stress technique.
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Abstract

We present a non destructive experimental method which gives the isochromatics and
isostatics patterns of slice optically isolated in a three dimensional photoelastic model.
We used a non destructive method of optical slicing developed in our laboratory. In this
method, the photoelastic model is optically sliced by two plane laser beams. The
analysis of the scattered light gives fringes equivalent to those obtained in a plane
polariscope (isochromatic and isoclinic fringes). In order to separate the isochromatic
and the isoclinic fringes, we recorded several images for different polarization
orientations, separated the isoclinic and isochromatic fringes using the Fourier
transform, and plotted the isostatics pattern.

We show a test of a point loading on the top of a prismatic specimen and the
possibilities of our method in an industrial case of a model realized by a
stereolithography technique.

1. Introduction

Photoelasticity coupled with the stress frozen technique is still used by industrialists.
Usually the three dimensional specimens are sliced by a mechanical process to obtain
two dimensional models. The slices can be analyzed in a plane or a circular polariscope.

A. Lagarde (ed.),
IUTAM Symposium on Advanced Optical Methods and Applications in Solid Mechanics, 65–72.
© 2000 Kluwer Academic Publishers. Printed in the Netherlands.
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We recall that for a plane polariscope, a two dimensional analysis of a beam allows us
to visualize two fringe patterns. The direction of principal stresses is obtained from
isoclinic fringes, their difference is given by isochromatic fringes.

Different two dimensional automated photoelastic fringe analysis has been recently
investigated, there are techniques based on the use of a circular polariscope (Voloshin,
A., et al. 1983) (Patterson, E.A., et al. 1991) or a plane polariscope (Dupré, J.C., et al.
1993) (Mueller, S.A., et al. 1993) (Morimoto, Y., et al. 1994). Other methods use two
(Umezaki, E., et al. 1989) or three (Kihara, T., 1994) wavelengths. The mechanical
slicing is a destructive procedure, can disturb the measurement and for different planes
takes a lot of time. Furthermore it requires the molding of several models for a general
study. Three dimensional methods have been developed (Srinath, L.S., et al. 1988)
(Ezaki, K., et al. 1996) (Zénina, A., et al. 1997) (Zénina, A., et al. 1998).

In this paper an another experimental solution is proposed, we used a non-destructive
method of optical slicing of three dimensional photoelastic model developed in our
laboratory (Dupré, J.C., et al. 1997) (Plouzennec, N., et al. 1998). In this method we
obtained a fringe pattern as in a light plane polariscope. We could not obtain a fringe
pattern directly, corresponding to a circular polariscope, so we chose a procedure based
on a Fourier transform (Morimoto, Y., et al. 1994) witch only used a plane polariscope
configuration without modification of the angle between polarizer and analyzer.

To show the possibilities of this method, we present a test of a point loading on the
top of a prismatic specimen, and an industrial model realized by stereolithography
technique.

2. Principle of the optical slicing experimental method

The basic idea is to use the properties of polarization of the scattered light (Rayleigh’s
law). If one observes along the vector, perpendicular to the direction of the
propagated light beam the scattered light is polarized rectilinearly along . The
principle of the method is to isolate a slice of the photoelastic model between two
parallel plane laser beams (figure 1) (Plouzennec, N., et al. 1998) (Dupré, J.C., et al.
1997) (Dupré, J.C., et al. 1996). In the direction perpendicular to the plane of the two
illuminated sections, we observe a speckle pattern due to the interference of the light
beams of each section. Their possibilities of interference depend on the birefringence of
the isolated slice.

The correlation factor γ of the two speckle fields is given by

(1)

Here, α is the angle of one of the principal stresses; the isochromatic parameter ϕ is
expressed by

(2)

Here e is the thickness of the specimen, C presents the photoelastic constant, λ is the
wavelength of the light used and (σ ' - σ") is the secondary principal stress difference of
the specimen.
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Expression (1) is similar to the relationship for the light intensity obtained in a plane
polariscope. Thus, the analysis of the scattered light gives fringes equivalent to those
obtained in a plane polariscope (isochromatic and isoclinic fringes).

Figure 1 : Experimental set-up

3. Separation of isochromatic and isoclinic using Fourier transform

As we obtained fringes pattern from a plane polariscope, we chose a procedure based on
the Fourier transform (Morimoto, Y., et al. 1994) which used only a plane polariscope
configuration without variation of the angle between analyzer and polarizer.

3.1. PRINCIPLE

If we turn the polarizer and the analyzer direction through an angle θ, we find that
expression (1) becomes

(3)

(4)

In each point of the image A, is constant

The signal (4) is a periodic function with a period thus it is expressed

in the Fourier series with respect to θ :

(5)
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with

The Fourier transform of equation (5) is :

Using the flowing formulations (Brigham, O.E., 1974) :

(6)

We obtain

(7)

Here δ is the Dirac delta function, ω is the frequency and j is the imaginary unit.
The signal (7) indicates the discrete frequency spectrum only for ω = nω 0 (n = ±0,

n = ±1, n = ±2, …).

n = 0 :

From equation (6), we obtain
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(8)

Equation (8) indicates that the isoclinics are eliminated. The image of 2πC0  shows

the isochromatic fringes in the whole field of the specimen.

n = +1 :
From equation (6), we obtain

By using : , we obtain

(9)

Finally , we obtain the isoclinic parameter α by calculating the arctangent of the
ratio of the imaginary and real parts of 2πC+1  :

(10)

The method consist in recording several images for different orientations and in
calculating the Fourier transform of the correlation factor of each pixel. The isoclinics
and isochromatic fringes can be separated and the isostatics pattern can be plotted.

3.2. EXPERIMENTAL PROCEDURE

Experimentally we have to analyze images corresponding to different plane polariscope
orientations. To circumvent refraction and reflection phenomena, the models are
immersed in a tank of index liquid. The first solution is to turn the two laser beams, but
this requires having a special tank shape, because the edge of the tank must be
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perpendicular to the incident beams. The second solution is to turn the specimen through
an angle between -π /4 to π/4. Then we record several images for different orientations of
the model. Numerical rotation is applied for each image in order to obtain the correct
position of the model, as we have turned the laser beams. This procedure is simpler but
the area to all the images is a circle so we loose a part of the image.

By calculating the Fourier transform at each point of these images, we obtain the
isochromatic pattern is obtained from the correlation factor data for the frequency
ω = 0. The Isoclinic image is obtained for ω = ± ω0  (figure.2).

Figure 2 : Recorded images obtained by changing the angle of polarizer and analyzer
and a part of the Fourier spectrum giving the isoclinic and the isochromatic parameters

4. Experimental results

Tje three dimensional photoelastic block model is made of an Araldite epoxy-resin. The
model is loaded by a concentrated force (figure 1).

The model is placed in a tank of index liquid and illuminated perpendicularly to the
observation direction. Several images are recorded for different polarization orientations
i.e. for different rotations of the specimen in the interval [-π /4 , π /4] by a CCD camera
with 1024 grey levels of brightness. The minimal number of images recorded is eight
(figure 2), but for the best contrast it is necessary to record sixteen images.

When the isoclinic α is determined for the whole field, the isostatics can be plotted
to obtain a better visualization of the principal stress direction (figure 3).

Figure 4 shows an application in an industrial case of a model realized by
stereolithography technique. We show a zoom in the particular zone for more details in
the specimen.
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Figure 3 : Isostatics and isachromatics patterns for two thicknesses of slice

Figure 4 : Isostatics and isochromatic patterns for a model, provided by PSA, realized
by stereolithography technique (slice : 2.5 mm).

5. Conclusion

We have developed a non destructive experimental technique for the study of the stress
field in a three dimensional photoelastic specimen. This method allows us to separate
the isochromatic and the isoclinic fringes and to plot the isostatics pattern.

This method is based on a simple experimental set up with few manipulations and
requires only a short time.

The numerical procedure associated with the optical slicing method can be used, for
fast industrial investigation of three dimensional specimens realized by molding or
stereolithography.
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1. Introduction

The stress freezing (SF) method has been widely known as a simple and useful photoelas-
tic technique applicable to various kinds of experimental stress analysis problem, par-
ticularly for three-dimensional problems.

To achieve a reliable SF method, more careful attention should be paid to the tempera-
ture conditions of SF cycle, because thermoviscoelastic effects during heating and
cooling process leading to non-uniformity of the temperature distribution in the whole
model are very serious, since the model made from polymeric materials has generally
significant time and temperature dependent characteristic properties. Additionally, the
strain sensitivity of the optical property of thermosetting resin used for SF model is
considerably smaller in the rubbery state than in the glassy state. Therefore, SF model
should be much more distorted compared to a general photoelastic model. Thus, SF
method involves an experimental analysis error.

The thermosetting resin used in SF method is very soft but has high stress sensitivity at
temperatures higher than the glass transition temperature. Below the glassy transition
temperature, the polymeric resin is very hard and has low stress sensitivity. Not only
the mechanical but also optical properties of resin near the glass transition temperature
show a significant time and temperature dependence, this is the so-called photoviscoelastic
behavior.

This paper intends to propose a new technique for finding the most suitable holding SF
temperature and optimizing the freezing cycle based on the quantitative character of
the linear-photoviscoelastic behavior 1-3 of the model material. Various functions, in-
cluding the strain sensitivity mentioned above, will be redefined from the view point of
the photoviscoelastic behavior of the material. Their availability will be verified theoreti-
cally, together with experimental results obtained from a 4-point bending test of an epoxy
resin beam.
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2. Estimate Functions for the Stress
Freezing Method

Figure 1(a) shows two kinds of or-
dinary temperature cycles appearing
in the SF cycle, when both maximum
temperatures T
glassy transition temperature T

h
are higher than the

g, and
T c  is the room temperature. Figure
1(b) shows the principal stress differ-
ence σ 1-σ2 produced in a model due
to application of a constant load. Fig.
1(c) and (d) show changes in the prin-
cipal strain difference ε
birefringence n. The principal stress

1
-ε

2
 and the

difference at any point in the model,
which was caused by applied loading,
disappears on removal of this applied
load. However, both principal strain
difference ε1-ε

2
 and fringe order n per

unit path of light still show time de-
pendent variations during loading as
seen in Fig. 1(c) and (d). Therefore,
even after finishing one cycle of SF
procedure and removing a constant
applied loading, not only the frozen
birefringence nf but also the frozen
principal strain difference are left in the
model. This is the basic concept of the
Stress Freezing method, in which the
values nf of frozen fringes are used to
analyze stress or strain, as with fringe
order in ordinary photoelasticity.

We consider the effect of SF tempera-
ture in two cases. The first case is
shown by the thick lines in Fig. 1(a)-
(d), in which the model used is loaded
at a temperature T

h
 higher than the

glass transition temperature T
g
 of the

material, and then is cooled down
very slowly to room temperature T c

lower than Tg . In this case, stress and
strain fields at all points in the model
respond to a given loading without
any time lapse, so that magnitudes
of both principal stress difference σ1-
σ2 and strain difference ε1-ε

2
 are time

independent. A similar situation oc-

Fig. 1 Stress freezing procedure
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curs for birefringence n produced in the model. Since the external loading for SF is
removed from the model when SF procedure is complete, both the principal strain and
birefringence may drop slightly after the load is removed as shown by the heavy lines in
the Fig. 1(c) and (d). In the ordinary SF method, the principal stress difference σ1-σ2 by
loading is experimentally analyzed by using the nf.

In the second case shown as the thin lines in Fig. 1, the holding temperature Th is in
the so-called time and temperature dependent viscoelastic region. Both the principal
strain difference ε1-ε2 and the birefringence n increase due to creep with time even
during the constant loading interval. It is found that the εmax as well as the frozen bire-
fringence nf drop slightly as the load is removed.

To improve the accuracy in the SF method, the model material used must have linear
relations between stress, strain and birefringence throughout the loading and unloading.
Also, the model must have a large ultimate strain in the viscoelastic region. Further-
more, the following three items are needed for improving the accuracy of SF method:

(1) The frozen birefringence produced should be as large as possible, within the limits
of allowable distortion of model.

(2) The constant applied load σ0  leading to the principal stress difference σ1
-σ

 2
produced needs to be as large as possible under the condition (1).

(3) The frozen birefringence should be as large as possible to make the analysis easy
and accurate.

These requisites cannot always be satisfied simultaneously. We must make a careful
choice depending an experimental circumstance. To do this, we introduce three estima-
tion functions:

(1)

(2)

(3)

The first function k
1

 is called as Figure of Merit, and has been widely used for three-
dimensional stress analysis by SF method; k

2
 and k3 are new.
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3. Theoretical Consideration of New Functions Based on Photoviscoelasticity

Assume that the model material exhibits a linear-photoviscoelatic behavior, is thermo-
rheologically simple, and obeys the time-temperature superposition principle for both
the optical and mechanical characteristics.

A three-dimensional model body made from linear- photoviscoelastic material is
held for sufficiently long time without any constraint at a high holding temperature Th at
which the material shows viscoelastic behavior. At this period no stress, no strain and
no birefringence exists. A load is applied to the body at time t=0, it is cooled down very
slowly to the cooling temperature Tc, at which the material is in glassy state. Therefore,
there is a uniform temperature distribution in the model during cooling process. The
initial loading is kept constant throughout this cooling. The stress distribution due to a
constant load will not change with time and also the directions of principal stress,
principal strain and polarization of light coincide completely with each other at any point
in the model, and do not change with time.

In this case, the fundamental equations between stress-strain-birefringence of the two-
dimensional photoviscoelastic body, in which the temperature changes uniformly with
time, can be expressed by the following hereditary integral equation by using the linear
photoviscoelastic theory and the time-temperature superposition principle:

(4)

and

(5)

Here t' is reduced time calculated by the following relation

(6)

in which T0 is the reference temperature, a
T0 is the time-temperature shift factor with

respect to T
0

 and J
stress coefficients, respectively. A transient uniform temperature T(t) and load W(x,t) are

c(t') and Cc(t') are creep shear compliance and creep birefringence-

loaded in photoviscoelastic model used. The pulse shaped uniaxial stress σ0 is applied
to some point of the model as shown in Fig. 1(b). The axial strain ε and birefringence n
are produced at this point. From equations (4), (5) and (6), the maximum strain εmax and
the frozen birefringence nf in Fig. 1(c) and (d) are given by the equations.

(7)

0 (8)

where D
determined by mechanical and optical characterrzations.

c
(t') is the creep compliance. Both Dc(t') and Cc(t') should be experimentally

The estimate functions k
1
, k

2
 and k3 can be expressed from equations (1), (2) and (3)

as follows,
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(9)

(11)

(10)

If two photoviscoelastic coefficients D
c
 and C

then theoretically we may find the most suitable temperature and loading conditions for
c

are obtained before SF procedure,

SF method, by using three the estimate functions.

4. Theoretical and Experimental Verification

We used an epoxy resin beam with known photoviscoelastic coefficients. We applied a
four-point bending test to the beam and optimized the SF method.

4.1. THEORETICAL VERIFICATION OF OPTIMIZING METHOD

The mechanical and optical properties of epoxy resin are tabulated in Table 1 and
shown in Fig. 2 and 3. Figure 2 shows the master curves of creep compliance Dc (t',T0 )
and creep birefringence-strain coefficient Cc(t'T0 ) of the resin used. Figure 3 shows the
time-temperature shift factor with respect to T0  of these master curves.

This resin shows a glassy behavior in the region of short reduced time where both
coefficients Dc and Cc  keep low constant values, and is rubbery in the region of long
reduced time, where these two coefficients keep high constant values. In the region of
the intermediate reduced time, the epoxy shows viscoelastic behavior where both coeffi-
cients D

c
 and Cc increase significantly.

The three estimate functions k
1
, k

theoretically calculated by using the photoviscoelastic coefficients of this resin and
2

and k
3

 with respect to the reduced time t' can be

equations (9), (10) and (11). The theoretical values shown in Fig. 4, 5 and 6 were
obtained from the master curves shown in Fig. 2.

First, k 1 has a peak value near t'=10
4 min, and remains constant value in long

reduced time regions, as shown in Fig. 4. This means that the frozen birefringence nf  by
the stress freezing from viscoelastic region is rather larger than that from rubbery

Table 1 Mechanical and optical properties

Item

Young’s modulus
Poisson’s ratio
Strain sensitivity
Coefficient of

thermal expansion
Glass transition

temperature

Glassy Rubbery

1.31GPa 0.0124GPa
0.35 0.5
116×l0 3fr / m 40.6×10 3 fr / m

61 × 10 –6 °C–1 166 × 10 –6 °C –1

132°C
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Fig.2 Master curves of photoviscoelastic coefficients

region, provided that the maximum frozen
strain ε

max
 is fixed.

Secondly, k
2, the ratio of σρ  to εmax , de-

creases as the reduced time t increases, as
shown in Fig. 5. This means that the large
stress can be loaded, when the stress freez-
ing is done during the short reduced time.

Finally, k3, the ratio of nf to σ0 , increases
monotonically as t' increases, as shown in
Fig. 6. This means that the large frozen bire-
fringence can be obtained in the vicinity of
rubbery state, provided that the stress σ0 is
fixed.

4.2. EXPERIMENTAL VERIFICATION OF
OPTIMIZING METHOD

We applied the 4-point bending test to this
epoxy resin. Gauge marks for measuring the
deformation and strain were drawn on the
surfaces of the specimen. As the glass tran-
sition temperature is 132 °C, five tempera-
tures, 100 °C, 120 °C, 135 °C, 150 °C and
180 °C, were used as the holding tempera-

Fig.3 Time-temperature shift factor aT0  (T)
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Fig.4 Estimate function k1

Fig.5 Estimate function k2

Fig.6 Estimate function k3
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ture T
h
. The loads W at each T

compliance.
h
 were determined using the master curve of creep

The specimen was held in the heating chamber for a sufficiently long time at each
constant temperature T

h
 without loading, W was loaded on the specimen at time t=0 and

was kept for 30 min, then the specimen was gradually cooled to room temperature T
c
(=20

°C) at a cooling speed of approximately 0.5 °C/min. After cooling, the maximum strain
εmax was obtained by measuring gauge marks on the loaded specimen. The load was
removed and the maximum frozen birefringence n

f
 at the edge of the specimen was

obtained from the frozen fringe pattern recorded. Finally, experimental values of k
1

,
k2

Figs. 4, 5 and 6 compare experimental and theoretical results; the agreement is good.
and k3  were obtained by substituting these values into the equations (1) (2) and (3).

In an ordinary SF method, the SF procedure is arranged to keep k
3
, the ratio of nf and

σ0, as large as possible. But, in some cases, we need to hold k1  or k 2 as large as possible.
For example, during stress freezing from a high temperature at which the material is in a
rubbery state, large frozen birefringence can be obtained, but e
ably large. On the other hand, we have established that, if the strain limit is small, the SF

max
becomes consider-

from the temperature range at which the material is in a viscoelastic state leads to rather
large frozen birefringence and larger frozen stress than the ordinary SF.

5. Conclusion

A new procedure for finding the most suitable holding SF temperature and optimizing
the freezing cycle is proposed, based on the quantitative character of the linear-
photoviscoelastic behavior of the model material. Three estimation functions are de-
fined for practical SF method. Their availability was proved theoretically and experimen-
tally.
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THE ASSESSMENT OF THE T* FRACTURE PARAMETER

DURING CREEP RELAXATION

C. WALKER, P. Mc KENZIE
Department of Mechanical Engineering
University of Strathclyde, Glasgow, Scotland

Abstract

While most fracture mechanics investigations are concerned with crack growth, there is
a class of behaviour that occurs during creep relaxation where the plastic zone develops
in a regime of reducing stress and near-zero crack growth. This behaviour has been
measured in the aluminium alloy 7075 T6, using moiré interferometry at 190°C, and the
experimental data have been used to investigate the T* integral fracture parameter as a
function of time and creep deformation.

It was found that under time-dependant deformation conditions T* could be measured
successfully. For a fuller investigation of T* as a function of the deformation a finite
element model of the specimen was calibrated using experimental data.

Introduction

While the use of the J-integral has become widespread in fracture mechanics, progress
has been slow towards a new parameter that will be valid for conditions where J is by
definition outside its area of relevance. New fracture parameters such as the T* integral
have been enunciated (1), and investigated by means of computational models, but the
difficulties in carrying out valid experiments have meant that few studies have
attempted to correlate theory, computation and experimental measurements (2, 3). It is
only by such means that confidence may be established, and the new formalisms pass
into routine use.

In a previous study the authors have shown how strain field data from a crack growth
experiment may be analysed, to show that in reality J and T* are indeed equal in
situations of modest crack growth as would be expected (3). The main conclusion from
this work was a validated routine for assessing T* from the strain field components
around the crack tip as visualised by moiré interferometry. The next phase in the
investigation of T* is to evaluate it in a situation where either extensive plasticity or
crack growth occur or where time dependent deformation takes place. This study is
concerned with time-dependent deformation.

The particular situation it is one of stress relaxation where the specimen is held on a
fixed grip configuration at a load sufficient to cause creep at the test temperature
(190°C for the aluminium 7075 T6). In this experiment, the load steadily reduced as the
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specimen deformed. The crack in essence did not extend which meant that the data
analysis was a simple matter compared to that for an extending crack.

T* Integral Fracture Parameter

The T* integral may be defined following the notation in Figure 1 as

T* may also be defined as a summation along the loading history of the incremental
form ∆T * viz.

The path Γ should be taken as small as possible but still contain (and avoid) the process
zone, where intense microcracking will take place, and the strain field parameters will
not be well defined

By suitable manipulation, one may derive

Where T* may now be calculated from the strain field parameters alone, with a
knowledge of the constitutive relations for the material.
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Figure 1. Integration contours for calculation of a path

integral in a cracked body

n = outward normal

Γ = outer integration contour

Γε = inner integration contour

Vε = volume defined by Γ

V – V ε = volume defined by Γε

x2  , x 2 = coordinate system

Integration Path

In the summation of ∆T * along the loading history, the path Γ stays stationery in
relation to the cracked tip i.e. the Γ moves with the crack tip.
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This implies that data needs to be recorded ahead of the crack tip for use eventually as
the crack propagates. This is the one feature of the grating method that is highly
attractive, as the whole crack-tip field is recorded as a unity. Given that no crack
growth was intended in this study, a fixed contour could be used. (Dimensions are
given in Figure 2).

Figure 2. Path of integration (distances in mm)

Experimental Procedure

The specimen material was a high strength aluminium alloy (7075 T6), in the shape of a
compact tension fracture specimen (Figure 3). The starter crack was fatigue precracked
from a machined notch, although, in fact, due to the degree of creep deformation
envisaged, this precaution was probably unnecessary. After precracking a 500line/mm
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cross grating was cast on to the area around the crack tip. An epoxy resin was used
although at 190°C, this was close to the upper operational limit for epoxy gratings.
Perceptible degradation took place in the gratings over the period of the test (24 hours).

Specimen thickness = B

a = 15.6mm

W = 25.5mm

B = 12.7mm

C = 31.8mm

E = 30.5mm

Material - Al - alloy
7075 ~ T6

Figure 3. Specimen details

A servo hydraulic test frame applied the initial load of 12.5 kN and thereafter the
displacement was held constant. An oven with a low-expansion glass window of
optical quality maintained the temperature of the test. A shroud to minimise convection
currents surrounded the windows. With this system, it was found that high quality
interferograms could be recorded using a moire interferometer that has been previously
described (4). This system is largely immune to ambient vibration; interferograms were
recorded in three directions (0, 90, 45) so that a complete record of deformation was
available for any point in the field for the times recorded ( t= 0, 3, 8, 15, 23, 79, 283,
1318 minutes). (Sample interferograms are shown in Figure 3). Over the period of the
tests, the load relaxed to 5.3kN – i.e. to less than 50 per cent of its original level.

Fringe Analysis

Each interferogram was overlain by the outline of the contour of integration. It will be
seen that there is a region around the crack tip when no fringes are visible (Figure 4).
While the basic cause of this is the intense deformation that causes the surface to
dimple, fringes are actually formed in this region, but the surface rotation directs the
diffracted light out of the system. For convenience, then, the inner contour was defined
outside of this zone (Figure 2). Fringe analysis was then carried out using a graphics-
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digitising tablet as input to an analysis programme (5). The volume integration was
accomplished by decomposing the area between the contours into horizontal and
vertical stripes (6). Only the bottom half of the area was digitised, in view of the
symmetry about the crack. As a check to insure that the near-field path remained within
the elastic regime, a test of the principal stresses was included in the T* evaluation
using the von Mises criterion. No evidence of yielding was found for times up to 23
minutes.

Results

The calculated values for t=0 to t=23 minutes are shown in Table 2. Up to this point,
the creep zone evolved close to the track tip. Beyond this time, the creep zone spread
beyond the integration contour. It is possible to calculate T* in this regime, if the creep
rates are known as a function of time at each position, and one is able to presume that
the deformation is primarily creep. An interpolation of the creep rates from 79 to 1318
minutes showed unstable results. The fact remains that there are two simple situations –
one where the creep zone is limited, and the other where creep is dominant throughout
the specimen; in the transition between these two neither elastic not creep deformations
are dominant, and the strain field cannot be easily measured experimentally. In order to
decouple plasticity and creep, one could unload the specimen periodically, removing the
elastic component (which is time-dependant due to the reducing load and the spreading
creep field). Alternatively, the moire data could be used to validate an elastic – plastic
finite-element model of the specimen. This option was adopted (7), and with the model,
the spread of the creep zone (defined as a 0.1 per cent creep strain) from a small area
around the crack at 15 minutes to a zone extending to the uncracked border by 203
minutes was analysed and predicted (Figure 5).

Conclusion

In a creep-relaxation experiment, it has been shown that T* may be measured solely
from the strain field parameter so long as the creep strains are limited to a zone close to
the crack tip. When the creep zone grows beyond the inner integration contour, and
establishes dominance across a specimen, the elastic and plastics strains need to be
decoupled. This may conveniently be accomplished with an elastic – plastic finite-
element model of the specimen.

It should be noted that the results achievable with a combined approach are greater than
with either of the techniques on its own, since the FE model gained its credibility from
the comparison with the experimental data.
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TABLE 1

Time 0 3 8 15 23
Y1b 5.90 1.90 -2.51 1.68 0.87
X1 17.26 0.81 -0.10 0.14 -0.42

Y2’
9.53
3.74 1.03 -0.41 0.64 0.05

Y2b -0.18 -0.83 1.48 3.30

∆T1 69.14 6.11 -7.39 7.40 7.52

∆T2 -28.31 1.77 -9.12 -19.87 -18.76

∆T* 97.45 4.34 1.73 27.28 26.29

T* 97.45 101.79 103.52 130.80 157.09
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Figure 4a
Deformation Contours around the crack tip after 3minutes

(deformation contour interval – 1.05 micron, linear magnification 8.5x)
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Figure 4b
Deformation Contours around the crack tip after 24 hours

(deformation contour interval – 1.05 micron, linear magnification 8.5x)
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A = 0% creep strain

B = 0.005% creep strain

C = 0.01% creep strain

D = 0.05% creep strain

E = 0.1% creep strain

F = 0.5% creep strain

Fig.5

Predicted creep contours after 25h



TEMPERATURE INSENSITIVE MOIRÉ INTERFEROMETRY :

A QUANTITATIVE INVESTIGATION

J. Mc KELVIE, G. COLLIN
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ABSTRACT: Fringe patterns produced in an allegedly thermally-immune moire
interferometry arrangement, through severely thermally disturbed air, have been analysed
quantitatively. It is found that the spurious strains are generally less than 30 microstrain.

1. INTRODUCTION

Coherent-optical interferometric methods of strain measurement (holography, speckle and
moire) have been usefully employed for almost thirty years now, but one of their limitations
in common has been the effect of thermal non-uniformity in the medium through which the
beams pass. The resulting disturbance of the phase of the light, and concomitantly of the
pattern of the interference fringes, has generally meant that the methods have been employed
only for investigations at ambient temperature; (but including, importantly, cases where the
object has been heated and then cooled again, - a circumstance in which there is no thermal
disturbance of the beams). An example of a moire interferogram is shown in Fig Ia, and the
effect of disturbing one of the beams using the turbulent air ahead of a small blowtorch
flame is shown in Fig I b.
A notable exception to this general avoidance of nonambient work has been the work of
Kang et al. ([1] & [21). In that work, moiré interferometry was used for live investigations
of specimens under load in ovens at temperatures up to 1100°C, with the light passing into
and out of the oven through quartz windows, with no particular precautions being taken to
obviate or quantify any thermal disturbance. The resulting interferograms published in that
work are quite astonishingly good, considering the conditions, but in any such environment
there must always be a measure of doubt as to the value of the information extracted. Even
the absence of fringe movement is not a sufficient condition for confidence, since the
existence of steady-state disturbance due to, for example, thermal gradients, cannot be
discounted.
A more considered approach to the problem is that of Hyer et al. [3], in which the two
illuminating beams of a moire interferometer are created very near to the specimen by using
a suitable prism beam splitter in very close proximity, with single-beam illumination. Any
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phase disturbance of the single beam up to tile prism creates compensating disturbances in
both incident beams. However, any thermal gradient that exists within the prism will cause
phase disturbances that are not mutually compensating, although it is conceivable to monitor
the extent of such gradients.
In McKelvie, [4], there was presented an optical arrangement for moire interferometry that is
of its nature immune to thermal disturbance for the purpose of strain measurement (but,
importantly not for more general displacement measurement). The efficacy was
demonstrated purely qualitatively in that work by illustrating an interferogram undisturbed
and then disturbed, where it could be seen that although there was major change of the fringe
spacing in the direction parallel to the grating lines, the spacing perpendicular to them
(which is the quantity of major interest) appeared to be hardly affected.

There was, however, no quantification of the disturbance, which is what this current
work addresses.

2. THE EXTENT OF THE PROBLEM

A simple experiment was carried out to determine how serious the general problem might
be. A raw He-Ne laser beam was set to pass through a small tube furnace held at
1100°C. The position of the spot at a distance of 1 metre was monitored on a screen. In
steady conditions the spot moved approximately Imm, with a little obvious perturbance.
In a typical moire interferometer (1200 lines/mm) such an angle of deflection of 0.06
degrees would correspond to a spurious strain of 900 microstrain,, or 2500 microstrain
for the 600 lines/mm grating used by Kang. However, when a fan was used to blow air
past the exit of the furnace tube, the deflection changed rapidly and erratically, and more
severely, up to 4mm, corresponding to spurious strains of some 3,600 microstrain and
10,000 microstrain- respectively for the two grating frequencies.

By comparison, using a grazing incidence angle of 88.5°(and the appropriate grating
frequency of 1580 1/mm), the corresponding spurious strains are 28microstrain and 112
microstrain for the 0.06° and 0.24° deviations, respectively.

In the context of typical engineering strains encountered at these temperatures, such
error, as an outside limit, is very acceptable.

3 THE OPTICAL ARRANGEMENT

For the sake of completeness, the generic optical arrangement for moire interferometry is
shown in Fig2.

There is some degree of immunity to thermal disturbance, imparted by virtue of the fact
that two emerging diffracted rays that are brought together in the plane of the image pass
through essentially the same intervening space, (because their angle of divergence is very
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small). Their phases will be altered to the same degree therefore, so that there results a
very substantial immunity to thermal disturbance in that space between specimen and
camera, as is easily demonstrated. The difficulty arises in the two illuminating beams,
whose phases will be altered the one quite independently from the other. These effects
are indicated schematically by the actions of the prisms in Fig 2.

The essence of the solution is in arranging that the angles of incidence of the illuminating
beams be close to 90' (i.e. grazing incidence). An analysis explaining the immunity is
presented in McKelvie, 1997.
Fig.3 shows the particular layout for the experimental work. Because no grating was to
hand that corresponded to grazing incidence together with normal emergence for the He-
Ne laser wavelength, the emergent beams actually diverged, as indicated, but were brought
to interference using a beam recombiner. The thermal disturbance was introduced in one
of the input beams by means of the blow-torch as used in generating Fig lb. A video
recording was taken, and three frames are illustrated as Figs 4a, 4b, 4c. What appears to
be the worst case, Fig 4c, was chosen for detailed comparison with the undisturbed original
“zero” condition, shown in Fig 1a.

19

4. THE FRINGE ANALYSIS

The fringes were manually digitised by estimating the y positions of their centres along
vertical lines spaced at 20mm intervals (the prints being 240mm long) in the x direction.
The fringe values, N, at these positions were entered into a Stanford Graphics package,
and 6th order polynomials N=f ( y ) were fitted to the data. Values of fringe order N on a
matrix

x = 0 to 240 (20mm intervals)
y=0 to 180 (10mm intervals)

were calculated. Contours of the constant N are shown as Fig5, corresponding to Fig I a.
The agreement is seen to be generally good, but for the purpose of determining strains,
fitting with a two-dimensional polynomial was found to be not sufficiently accurate.
Instead, the values on individual columns (y=constant) were fitted with 4th order
polynomials, N=f(x), from which the derivative was calculated. For the “deformed” case,
(Fig 4c), it was not possible to fit N--f(x) for the whole y- range from 0 to 180 due to a
particularly powerful disturbance that can be seen running across the field, approximately
half way up. Instead, the curve-fitting was done up to y=100mm, and then separately from
y=100mm upwards (with a small overlap region). The fringe contour interval was
1/3OOOmm, (grating frequency 1500 lines/mm). Knowing that, and the magnification
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(from frames in which the blow-torch appeared), the connection between the derivative - in
the space of the print and in the space of the grating is known.

Since strain is the derivative of the fringe spacing, it was straightforward to generate
estimates of the x-strains for each interferogram, and thus their differences, by differentiation
of the fitted polynomials.

The resulting “errors” - that is the apparent strain field introduced by the very violent
thermal disturbance - are plotted as Fig 6. It can be seen that generally the error rarely
exceeds 30microstrain except near edges, where the value may rise to over 60microstrain-.
(‘The highest error recorded was 137 microstrain -, occurring in the extreme left-hand
bottom corner, where, in fact, there is no information at all in the undisturbed field).
At edges of course,- and especially at corners - the curve-fitting algorithms would be rather
more prone to error than elsewhere.

5.POSSIBLE APPLICATION IN OTHER COHERENT SYSTEMS
There are systems, in holographic and speckle interferometry that are sensitive essentially
to in-plane displacements, using two conjugate collimated illuminating beams - as in moire
interferometry. Grazing incidence will endow the same degree of immunity on the incident
beams in these systems as for the moire system, but the emergent beams present a different
problem. That is because the interference that produces the displacement fringes arises not
only between two beams, but, in effect, four, - the two in the first exposure and the two in
the second - so that any change in the relative phases across the space in the interval
between the exposures will cause distortion of the fringes. Any application must therefore
employ rapid double-exposure, so that the thermal distribution has no time to alter, - but
such circumstances would also obviate the need for grazing incidence anyway.

6. CONCLUSION

It has been demonstrated quantitatively that the use of grazing incidence in the illuminating
beams renders moire interferometry immune within typical engineering acceptability, to
the effects of even quite violent thermal disturbance of the surrounding space. The
stratagem would not be of benefit in the analogous systems using holographic or speckle
interferometry.
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Fig.2

Fig.3

Fig. 1
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THEORY OF MOIRÉ FRINGE FORMATION WITH AN ELECTRON BEAM
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Abstract

When a specimen surface carrying a high-frequency line grating is examined under a
scanning electron microscope (SEM), moire fringes are observed at several different
magnifications. The fringes are characterized by their spatial frequency, orientation, and
contrast. These features depend on the spatial frequency mismatch between the specimen
grating and the raster scan lines, the diameter of the electron beam, and the detailed
topography of the lines on the specimen.

A mathematical model of e-beam moire is developed that depicts the spatial
dependence of the SEM image brightness as a product of the local intensity of the
scanning beam and the local scattering function from the specimen grating. Equations are
derived that show the spatial frequency of the moire fringes as functions of the
microscope settings and the spatial frequency of the specimen grating. The model also
describes the contrast of several different types of moire fringes observed at different
magnifications. The different types of fringe patterns are divided into categories
including: natural fringes, fringes of multiplication, and fringes of division.

1. Introduction

When a specimen surface that carries a regular array of lines is examined under a
scanning electron microscope (SEM), moire fringes can be observed at several different
magnifications. Some confusion can arise in the interpretation of the different fringe
patterns, because the spatial frequency of the moire fringes changes with mismatch,
rotation, a multiplication phenomena, and a division phenomena. In this paper, we first
demonstrate these different fringe patterns and then explain their formation based on a
Fourier series representation.

1
Contribution of the U. S. National Institute of Standards; not subject to copyright in the U. S.
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Optical moire fringes, either geometric or interferometric, are widely employed in
experimental mechanics. The classical treatments of geometric moire by Parks[1],
Durelli and Parks[2], and Theocaris[3], and the descriptions of interferometric moire by
Post [4], Graham [5], and McKelvie [6] are most helpful in interpreting fringe pattern
formation in e-beam moire. However, certain features of the phenomenon of electron
beam moire were not anticipated in these classic treatments of optical moire. These
features occur because no actual reference grating exists in electron beam moire. Instead,
the electron beam raster scan replaces the reference grating.

The e-beam raster scan is similar in may respects to the video raster scan employed
by Morimoto [7] in forming moire fringes using low frequency specimen gratings.
Kishimoto [8] recognized the similarity between the video and SEM raster scans and was
the first to report the use of e-beam moire fringes for experimental mechanics. However,
neither Morimoto nor Kishimoto discussed the many fringe patterns that may be observed
when scanning lines are employed as the reference grating. With the controls available on
a typical SEM, it is possible to vary the e-beam diameter, the pitch of the raster scan, and
the angle between the scan lines and the grating lines. All affect the fringe pattern.

We develop a mathematical model of e-beam moire fringe formation that allows us to
reproduce and extend certain results previously derived for optical moire. The model is
based on two postulates used in treatments of optical moiré [5]:

1. The spatial dependence of both the pattern of the scan lines and the specimen
grating can be described using Fourier series.

2. The SEM image can be represented numerically as a set of intensity values given
by the product of the scattering power of the specimen grating and the intensity of
the scanning lines. The spatially extended interaction of the e-beam with the near-
surface region of the specimen, due to back-scattered and secondary electrons, is
incorporated as a contribution to the width of the scanning lines.

Based on these postulates, a model is derived that concisely describes natural moire
fringes, fringes of multiplication and fringes of division. Experimental examples are
demonstrated. The model is well-suited to determine the fringe contrast and the fringe
shape as functions of the raster scan pitch, the scan line width and specimen grating
parameters.

2. Observation of Specimen Gratings and e-Beam Moiré Fringes

Several high-frequency gratings (2.5 to 10 line/µm) were written on a brass specimen
using the methods described in [9]. A macroscopic view of the small areas written with
different frequencies and different e-beam exposures is presented in Figure 1. A line
grating with a frequency fg = 5 line/µ m at 55,000X is presented in Figure 2. Depending
on the effectiveness of the process used to fabricate such lines, they may appear in the
SEM display as high-contrast stripes of black and white, as shown in Figure 2, or as low
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contrast stripes represented by intensity modulations in a gray field. Local imperfections
in the specimen surface and in the grating produce irregularities in the brightness of the
image. Additional imperfections are generated by the imaging process even though the
SEM image is recorded at a slow scan rate.

Figure 1 Several line gratings written with different frequencies and exposures on a brass specimen,

Figure 2 SEM image of a line grating with pg = 220 nm at a magnification of 55,000X

When a grating with fg = 5 line/µm is observed, moire fringes appear at several
different magnifications from 300 to 3000 X. Typical moire patterns are illustrated in
Figs. 3 to 5. We have divided these fringe patterns into three categories based on the
relative sizes of the spatial frequency of the specimen grating and the raster scan. Moire
fringes of division, where fg  > f b, are presented in Figure 3. Natural moire fringes, where
f g ≅ fb , are shown in Figure 4. Moiré fringes of multiplication, first observed optically by
Post [8], are also generated with e-beam moire when fb > fg. Multiplication by a factor of
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three is depicted in Figure 5.

Figure 3 Moiré fringes of division on with pg = 2000 nm at a magnification o f 500.

Figure 4 Natural moiré fringes with pg = 200 nm at magnifications of 950 and 1000

Figure 5 Moiré fringes of multiplication with pg  = 200 nm at a magnification of 3000.

3. Theory of e-Beam Moiré Fringe Formation

We introduce a theory to describe the formation of the several different types of moiré
fringes observed in a SEM. The theory is similar to that used to describe the formation of
fringes in optical geometric moiré. Fourier series representations describe the SEM raster
scan, the specimen line grating, and the moiré fringes. The results are interpreted to
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explain the occurrence of fringes classified as natural, multiplied, and divided.

3.1 THE SEM RASTER SCAN SYSTEM

The image observed in a SEM is produced by scanning the specimen grating with an e-
beam raster scan. We locate a point in this image by its coordinates (x, y). The e-beam is
scanned continuously across the imaged field in the x direction. The e-beam scan lines
are equally spaced, with pitch pb  in the y direction. The magnified image, viewed on the
CRT display, has a nominal size of 90 mm in the y direction which is related to the size of
a common photomicrograph. In a SEM the raster pattern is always aligned with the
viewing screen and the camera frame, so the x-axis is horizontal and the y-axis is vertical
in all SEM images.

The specimen carries an array of lines extending in the ± x direction, spaced equally
with pitch pg  in the y-direction. The reciprocal of pg  is f g, the spatial frequency. The e-
beam and specimen coordinates may be rotated with respect to one another by a control
on the SEM

The number of scan lines used to form the image can be set at various values.
Typical nominal settings are 500, 1000, or 2000 scans to produce an image. The images
in Figs. 3 to 5 were made with 500 lines. Possible magnification values range from 10 to
300,000. Because of the design of most SEMs, only discrete values of the magnification
are available. As a consequence, it is usually not possible to achieve a null-field moire
fringe pattern.

The pitch of the electron beam raster scan lines, pb , depends on the magnification, M,
the nominal image size, S, and the number of raster scans R forming the image:

pb  = S / M R (1)

For example, with 500 lines per image, a nominal image height of 90 mm, and a
magnification of 1900, the scan pitch pb  is 95 nm.

The effective width of the electron beam scan lines depends on the actual e-beam
diameter and the interaction of the beam with the specimen surface. Beam diameters of 5
to 20 nm are reported in the literature and in the specifications for a typical SEM.
Attainment of very small beam diameters (10 nm) requires very low beam currents, a
well-aligned microscope, a small aperture and extremely sharp focussing. The interaction
zone diameter depends on the specimen material and the electron beam energy
(accelerating voltage). We believe a value of 15 to 30 nm is typical for the effective
width of the raster scan lines used in this study.

The specimen gratings are formed by etching thin slits in a polymeric film about 100
nm thick. The frequencies obtained vary from 2.5 to 10 line/µm. The lines (slits) appear
as dark stripes in the image and the flats between the slits appear as light stripes. In our
densest gratings, the width of the slits and the flats is approximately equal. A y-direction
trace of the image intensity shows a profile with gradual, rather than abrupt, changes in
the image intensity. It appears that our gratings are between “phase grating” and an
“amplitude grating” according to the usage of these terms in optical moire.
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3.2 FOURIER REPRESENTATIONS OF THE GRATING AND SCANNING LINES

We follow the approach introduced by Sciamarella [8] for optical moire, and assume the
local intensity of the image proportional to the product of the local scattering power of the
specimen grating and the local intensity of the e-beam scan line. The scattering function
G(y) for the specimen grating is represented by a Fourier series:

(2)

where the g n  are Fourier coefficients and fg  is the spatial frequency of the grating lines.
After deformation, the specimen grating frequency fg  can vary with position over the
specimen. However, in this treatment we simplify the analysis by considering only
deformation fields that produce constant strain over the local region of interest. The
frequency fg  represents the current value at the time of image formation, which is usually
different from the original value.

The intensity of the e-beam scan lines B(y) is also represented by a Fourier series:

(3)

where the b m are Fourier coefficients and fb  is the spatial frequency of the raster lines.
The moire pattern M(y) is represented as the product of the raster function and

the grating function:

M(y) = B(y) G(y) (4)

Substituting Eqs. (2) and (3) into Eq. (4) and arranging the products of the cosine terms
into sum and difference cosine functions gives a relation of the form:

M  (y ) = C + F (y) + S (y ) + D (y ) (5)

where C = g0 b0 /4 is a constant. The functions:

exhibit a frequency that is too high to be observed. The difference function:
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is the term in the double series expansion that produces the image observed and identified
as the moire fringe pattern. We simplify Eq. (5) to give:

(6)

where C1 = C + F(y) + S(y) is the intensity of the background.
The result is similar to that obtained in optical moiré. When the magnification yields

moiré fringes, the grating lines cannot be clearly imaged. The coefficients gn  in the
specimen grating function G(y) decrease rapidly with n because of the topography of the
grating. The coefficients bm  of the scanning beam raster function B(y) do not decay as
rapidly with increasing order m of the expansion.

3.3 NATURAL MOIRÉ FRINGES

The simplest condition for fringe formation in optical moire is the near-match condition
when fg ≅ f b . In e-beam moiré, we refer to fringes formed under this near-match condition
as natural fringes. Because only discrete values of magnification are available on our
SEM, it was not possible to achieve a perfect null field, where fg  = f b  and the pitch of the
moiré fringes pm  becomes infinite.

The frequency ƒm  of the moire fringe function M(y) is determined by considering the
first term in Eq. (6) (n = m = 1) for the near match condition.

ƒ m = ƒ g - ƒ b
(7)

In Eq. (7), negative values of the moiré fringe frequency are allowed, because moiré
fringes are formed both for ƒg  > ƒb  and for ƒg  < ƒb .

Consider small uniform longitudinal strains along the y direction, relative to the ideal
initial condition where ƒg  = ƒb  and θ = 0. Equation 7 implies that the tensile strain ε is
given by

(8)

The periodic form of Eqs. (2) to (6) permits us to adopt a vast body of previous
developments to interpret e-beam moiré fringes. Some familiar wave phenomena have
analogs in SEM images of line gratings. For example, it is clear from Eq. (7) that the
moire fringes are analogous to the beat frequency due to two pure sound tones of slightly
different frequencies.

The contrast of the natural moiré fringes is determined primarily by the amplitude
term g1 b1 /2 although higher order terms also affect the contrast. Higher order harmonics
of the fringe frequency occur for m = n = 2, 3, …etc. These harmonics distort the pure
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sinusoid of the fundamental and degrade the contrast of the image. Other higher order
terms occur when n ≠ m and produce signals with a very high frequency which can be
disregarded except for their detrimental effect on contrast.

3.4 FRINGES OF MULTIPLICATION

Post [11] showed that fringe multiplication occurred in optical moire when, the spatial
frequency of the reference grating was a near multiple of the spatial frequency of the
specimen grating. The same fringe multiplication occurs in e-beam moire. We express
the spatial frequency of the scan lines, following the notation introduced by Post [11] as:

(9)

where β is a positive integer and λ is a small fraction. Substituting Eq. (9) into Eq. (7)
shows that the spatial frequency of the moire fringes is:

(10)

Moire fringes may be observed when n = β m; then ƒm  becomes:

(11)

The amplitude of the moire fringe terms in Eq. (6) is given by gnbm/2. Since β is typically
an integer from 2 to 5, n = βm is always greater than one. Maximum contrast requires m
= 1; hence, fringes of multiplication occur when we match the fundamental frequency of
e-beam raster scan with the second, third, etc. harmonics of the grating function.
Difficulties in obtaining high contrast in attempts to employ fringe multiplication are due
to the use of decreasing Fourier amplitudes of higher harmonics of the grating function.
To illustrate this important result, let β = 2 and consider a specimen grating that is
represented by a symmetric square wave (a grating with bar width equal to space width).
Since g2  = 0, the coefficient of the second harmonic for a square wave, contrast vanishes
and these fringes of multiplication cannot be observed.

These results show the importance of the grating scattering function for the contrast
of fringes of multiplication. A grating with narrow lines and wide spaces exhibits
stronger even harmonics than a balanced grating with equally wide lines and spaces.
However, for all shapes, except the periodic delta function, the general rule is that the
coefficients gn  decrease rapidly with increasing order of the harmonic.

3.5 FRINGES OF DIVISION

Moire fringes of division also occur when the specimen grating frequency is a multiple of
the scan line frequency. Fringes of division are commonly observed at low magnification
settings on the SEM, when pb is larger than pg. The formation of the fringes of division
and their contrast is evident from Eq. (6). Consider an observation in the SEM with a
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frequency relation given by

The frequency of the resulting moiré fringe pattern is obtained from Eq. (6) as:

The moire pattern can be observed when n = m/β and Eq. (13) reduces to:

(12)

(13)

(14)

Since β is an integer typically from 2 to 5, m = β n is always greater than one. This fact
shows that moire fringes of division are formed by combining the fundamental frequency
component of the specimen grating with higher harmonics of the e-beam raster pattern.
The e-beam scan lines that are produced at low magnification have relatively high
coefficients b n for n as large as 10.

4. Conclusions

The formation of e-beam moire fringes in a SEM can be described with a model based
on a Fourier series representation of the specimen grating line function G(y) and the raster
scan line function B(y). The moire function M(y) is the product of these two functions.
The model describes the variation in the spatial frequency fm of the moire fringes with the
magnification used in producing the image. It also provides a means for estimating the
contrast of different moiré fringe patterns that are observed in the SEM. The spatial
frequency fm can be used to measure the spatial frequency fg of the specimen grating to
determine displacements.

The sensitivity and resolution of measurements made with e-beam moire are limited by
the frequency of the specimen grating. Fringes of multiplication offer enhanced
displacement sensitivity per fringe, but require that the specimen grating be fabricated
with a slit-ridge ratio that produces substantial higher order Fourier components. Fringes
of division are observed as easily as natural moire fringes because the raster scan lines at
low magnifications exhibit significant Fourier coefficients for the higher order terms in
the expansion. Fringes of division are useful because they permit a larger field of
observation.
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A GEOMETRICAL INTERPRETATION OF THE TENSORIAL
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Abstract. In classical Lagrangian approaches, e.g. in order to state the constitutive laws, a strain
measure (or a metric tensor) is used in an attempt to model, whether intrinsically or relative to a reference
state, the current state of stretching at the considered point (the local “metric state”). We will show that,
in this manner, a kind of partial linearisation is being performed, thereby leading to an approximate
theory: the curved space of all possible local metric states is approximated by one of its linear (or flat)
charts. The quality of the approximation is then a function of this chart’s reliability. Some particular
charts, associated with more or less classical strain parameters, are studied herein. The chart associated
with the logarithmic strain measure would appear as the most satisfactory.

Notations and terminology. Let A and B be two linear spaces.
- Lin(A;B): the linear space of linear maps of A into B, Lin (A): = Lin (A;A)
- A*: = Lin(A;R), the dual space of A, with duality denoted <,>A , or <,>, A** = A
- f*ε Lin(B*;A*): transpose of fε Lin(A;B) : < f*v,u > A = <v,fu >B

- Lin(A;A*) is canonicaly isomorphic to A*⊗A *, the space of covariant tensors of rank 2 on A (we

write: Lin(A;A*) A*⊗ A*).
- Γ (A): = LinS(A;A*), the space of symmetrical elements of Lin(A;A*) (f* = f)

- Γ+
(A) = Lin

+
S (A;A*) : the space of elements of Γ(A) defined positive

If A and B are Euclidean spaces (scalar products denoted A. and B. ):
- f

T ε Lin(B;A): the adjunct of fε Lin(A;B): F T v A. u = v B. F u

1. Introduction

The kinematic analysis of continuous media in generale supposes small or finite
strains in finite displacement theory (F.D.) (and no small strains in small displacement
theory (S.D.)). This analysis presents specific geometrical non-linearities. The scalars,
vectors and tensors used classically are themselves of a linear nature : they vary in open
subsets of different linear spaces, thus in flat spaces. The non-linearities are then
introduced by means of non-linear relations connecting these linear variables. Such
relations are the manifestation of underlying geometrical facts which once known, or
recognized, help the overall understanding. Our objective herein is to explain this
geometry and, in order to accomplish this, to reevaluate some practices and concepts.

1.1 AN ILLUSTRATION

Let us consider the set of non-linear (and dependent) relations:

x 2 + y + z2 2 = R2 x = Rcos θ cos ψ, y = R cos θsin ψ , z = Rsinθ,
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connecting five scalar (linear) variables, x, y, z, θ and ψ. These relations are high lighted by
taking into account the sphere S of radius R centred at the origin, as described by the point
M with coordinates (x, y, z) in the flat space R3 . Note that M going over S is a non-linear
variable. For example, S is the Earth’s surface and M is an intercontinental jet whose
latitude and longitude are θ and ψ. In this case, we initially have the sphere in mind, and
the equations are simply the analytical translation of this initial geometrical understanding.
What we are proposing for F.D. is the inverse approach, which consists of discovering the
geometrical meaning of a known non-linear formalism, and from this improving its
understanding.

Some straightforward remarks concerning this example will help specify our termino-
logy and approach. First of all, any point of the Earth’s surface may be characterised by its
latitude and longitude. The variable (θ,ψ) over a domain of the flat space R2 is a flat re-
presentation of M over S. Such a representation is obviously misleading: a point on the
Earth’s surface may be characterised by its latitude and longitude, however an appropriate
model is obtained by a point on a sphere. In the characterisation, by means of the linear
variable ( θ,ψ )∈ R2 , the flat geometry of R2 does not convey a physical meaning (all of the
physical meaning is provided in the relations). In the model, by means of the non-linear
variable M∈S, all of the physical meaning is provided in the sphere. In the following
discussion, it will be important to carefully distinguish between characterisation and
modelling.

Such a flat representation of the Earth’s surface is the precise purpose of the carto-
graphy. It is well-known that the main drawback of charts pertains to their being non-
isometric representations. The projections used in their production display various quali-
ties and have been chosen in recognition of the problem to be treated. For example, the
map underlying the use of (θ,ψ ) is that obtained by developing the meridians on the gene-
rating straight lines of the cylinder circumscribed by the Earth along the equator. This map
is isometric for the meridians and thus perfect for exclusively North-South world tours.

A flat approximation of the Earth’s surface proves to be perfectly reasonable when
restricted to the vicinity of a point. The sphere may then be approximated by its tangent
plane at this point, and the notion of a (free) vector allows composing, or indeed compa-
ring, certain displacements not starting from the same point. Thus, two sprinters may
compete in two parallel lanes, which is not possible for two jets taking off one from Paris
and the other from New York; there is generally no parallelogram on a curved surface.

1.2 MATERIAL MODEL AND PLACEMENT

The medium is studied in a space frame E (possibly identified to R3 after the choice of a
coordinate frame) with an associated linear space E. In S.D., the small displacement of the
medium is neglected: it is used solely to define the small strain tensor εL, the symmetrical
part of its gradient. This is not true in L.D. In this case, two different positions are
introduced: the current one, Ω, which varies, and another Ω0 used as the reference, which
does not vary and is presumed to be known. The motion is then described by the map
which, at each time t and for any X∈Ω 0, provides the current position x = p(t,X)∈Ω of the
point of the medium lying at X in the reference position. Let u be the vector displacement
from X to x (u = x-X). For local considerations, the transformation p from the reference
position to the current position appears only by its gradient at time t:
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(1)

This gradient F is a linear map of E0 = E (denoted E0 because it is considered as tan-
gent to Ω0 at the point X), into E, the tangent to Ω at the point x. It yields the position dx =
FdX at the point x of the small material segment which has the position dX at point X in
the reference position. This is the local transformation of the (small) material segments.
The transformation of the other (small) material local elements, associated with other kinds
of tensors, is performed by other operators which, being defined on the basis of F, we
denote F. As an example, the covectors (elements of E*, modeling slices - between two
parallel planes - as vectors model segments) are transformed by F- * = (F*) - 1 .

The points x∈Ω and X∈Ω0 and the local elements dx∈ E and dX∈E 0 , are strictly
spatial elements. However, both reasoning and calculus always concern the material
elements for which they are either the current or the reference position. The Eulerian
approach consists of working with the medium by considering it in its current position,
thus with x and dx (or their components xα and dxα which are the Eulerian variables) .
The Lagrangian approach consists of working with the medium by considering it in its
reference position, thus with X and dX (or with Lagrangian variables Xi and dXi ).

The reference position may be seen as a time-independent representation of the
medium. Beyond being a simple particular position, Ω 0 , E 0 ,…, X, dX, .., become then the
first elements of a time-independent model of the medium itself : the material model.
From this new point of view, the maps p(t,.) and F (F, F-*,…) appear as being the
placements in space of both the medium and its local elements, and they serve to perform
the change from a material or Lagrangian approach thought as being performed on the
material model itself and not on the reference position, to a spatial or Eulerian one, in the
spatial model. For this, these maps (and the inverse maps) are no more named
transformations in this paper, but transfers.

Nonetheless, in order to obtain the real material model, it is necessary to overlook
what in Ω 0 and E 0 depends on the reference position being used. Thus, E0 , which models
(small) material segments emanating from a point, is a Euclidian linear space, i.e. a linear
space T 0 , the underlying linear space, provided with a scalar product If
three material segments dX, dX', dX", satisfy the equation dX = dX'+dX" in the reference
position used, they also satisfy it in all other positions (both continuity and differentiability
hypotheses). Yet dX' depends on the reference position (stretching hypothesis). Thus,
in only  T 0 is relevant to the constant material model, and is simply one
particular value of the variable metric state of the medium.

A final remark: from an experimental point of view, in two dimensions, the small
elements of a grid engraved on the medium serve to define at each point a time-
independent basis in T0, which is convected by the medium.

1.3 STRAIN: AN INITIAL APPROACH

We can now consider the main objective of the kinematic analysis of a continuous
medium: the description and evolution of its local state of strain. The stretching (or strain
rate) tensor D, the symmetrical part of the gradient of the velocity field V,

(2)

*
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models the speed of evolution of this local state of strain. Its quality in this respect is un-
disputed. A considerable use is make of this model in Fluid Mechanics. The associated
stress variable is also undisputed; it is the Cauchy stress tensor σ∈LinS (E) or even the
Kirchhoff stress tensor σ/ρ (where ρ is the mass density), which leads to the following
expression for the specific internal power P:

(3)

The only disadvantage of these tools is that they are Eulerian tools: as such, they do
not relate to the medium in a direct manner (e.g., the eigen axes of D indicate a set of three
material axes which, as a first order relative to dt, are orthogonal at both times t and t+dt;
however, these material axes do not get indicated directly by their dX in the material model
T0, but rather by their current position dx = FdX in the spatial frame E). The transferred
into T0  of these tools, by the inverse placement F-1 , the tensors

(4)

such that

are better adjusted Lagrangian, or material, tools. Indeed, both D and D0, as well as σ/ρ
and σ0 /ρ0 display the same eigen values, and eigen vectors which are homologous by F,
and those of D0  and σ0 /ρ 0 are defined in the material model.

In the field of Solid Mechanics, the strain rate alone does not suffice: it is necessary to
know the state of the strain itself. The scalar product dx.dx', with dx = FdX and dx' =
FdX', of any two (small) material fibres dX and dX', is used to characterise this state lo-
cally. It is classically introduced by the Cauchy-Green tensor C∈LinS(E0 ) (we prefer C/2),
or by the Green-Lagrange strain tensor ε∈ LinS (E0), by setting:

(5)

Indeed, by acting in the material model, both C/2 and ε express the current scalar
product of any two material fibres, and thus describe the current state of the length and
angle of these fibres, i.e. the local metric state of the medium. Nevertheless, this is carried
out by means of relation (5) which makes use of the scalar product in the reference
position. Moreover, both C and ε themselves depend on this position. In fact, they
characterise the current metric state not directly, but rather by means of the current state of
strain relative to the chosen reference position. Their eigen vectors are the material
principal axes of this strain (the set of three material axes which are orthogonal in the two
positions). The eigen values of C are the squares Ci = λ i

2  of the relative extensions λ =
1/10 of the material segments in these directions. In addition, ε vanishes when F is an
isometry (FT  = F- 1) and in S.D., the last term in (5-2) may be neglected and ε then
becomes equivalent to εL .

1.4 THE PROBLEMS

The Green-Lagrange strain tensor ε (or C, or even C/2), a linear variable spanning the
flat space LinS (T 0 ) of dimension 6, characterises (more or less directly) the current metric
state of the medium, while not actually modelling it. It is through considering the strain
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rate that we can prove this important remark. In physics, the variable which serves to model
the velocity of a evolution of a phenomenon is necessarily the time derivative of the
variable which models this phenomenon. The tensors ε and C/2 have the same time deri-
vative. In order for them to model the state of strain, this derivative must not exactly be D,
but rather its transferred D0 in the material model (the material strain rate) or, at least, a
tensor displaying the same characteristics.

In S.D., this condition is indeed satisfied. To the first order F is equal to 1E and as a
result we have

(as well as ρ ≅ ρ0  and σ ≅ σ0 )

We are within a linearised context. This state-oriented approach by means of the diffe-
rence with respect to a reference state does not cause any particular problem. This situation
corresponds exactly to when, in the (flat) spatial frame E, we substitute the vector r = (x -
O)∈E for a point x, O being an arbitrary origin. In particular, the velocity, the time de-
rivative of x, is then also equal to the time derivative of r.

In L.D., and with ε or C/2, this condition is not satisfied. Indeed, their common time
derivative is not equal to the material strain rate :

(6)

Moreover, this derivative does not exhibit the qualities of the undisputed Eulerian strain
rate D: its eigen elements do not provide information about the strain rate. For example,
when D is spherical, the principal axes of are the principal axes of strain. Lastly, the
associated stress variable, which is the Piola-Kirchhoff stress tensor K defined by

(such that: (7)

presents the same drawbacks. For example, when the stress is a hydrostatic pressure, the
principal axes of K are indeed the principal axes of the strain!

In Sections 2 and 3, some documented attempts to model the current metric state, or
the strain from the reference state, using other linear variables, are described. These at-
tempts implicitly suppose that the space of all potential a priori local metric states is a flat
space. They all fail, and this finding strongly suggests that this space is in fact not flat.
The situation corresponds exactly to the fact that the velocity of a point on the Earth’s
surface is not equal to the velocity of its representation in a flat chart, even after taking into
account the scale effect. In Section 4, we propose a model using a non-linear variable, thus
spanning a curved space, which appears to be entirely satisfactory. The previous linear
characterisations then appear as being flat charts of this curved space, whose level of
reliability will be studied in Section 6.

2. The strain measures

It is well-known that the polar decomposition F = RU, with U = C1/2 ∈LinS (E 0 ) and R
being a rotation of E0 = E into E, decomposes the local placement F in an initial
transformation U in E0 , which produces all of the strain in the material model and which is
followed by the isometric map R into the spatial frame E. The tensor U, and also ε1 = (U -
1E ) which vanishes in the case of no strain, which are functions of C, are new linear
variables characterising the current metric state.
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The eigen vectors of U and ε1  are the same as those of C and ε. They define the ma-
terial principal axes of strain. Let (b0 1 , b0 2, b 0 3) be an orthogonal basis of E0 built with
such common eigen vectors (the material segments b0 i  are orthogonal both in the reference
position and in the current position). Let b0-1 denote the linear map which, for any element
of E 0 , associates its matrix-column of components in this basis, and let [[ai ]] be the
diagonal matrix whose coefficients are the ai  (i = 1, 2, 3). We then have:

and (8)

Many other linear variables have been proposed in order to characterise the current
metric state via the strain from the reference position to the current one. They may be
written:

(denoted f(U)) (9)

where f is an increasing map of R into R that satisfies the following conditions:

f(1) = 0 and f'(1) = 1 (10)

which make ε f equivalent to εL in S.D. The ε n defined in Seth (1964) and Hill (1968,
1978) for any relative integer n by:

for n ≠ 0

(11)

are a subfamily of εf, with for f the following fn :

(12)

Let us highlight within this subfamily, for n = 1 and n = 2, the preceding ε1 a n d
Green-Lagrange tensor ε, for n = -2 the following Almansi-Lagrange tensor

(13)

and for n = 0, at the centre of the subfamily, Hencky’s logarithmic strain measure ε0 .
Since the strains are not small, these variables are not equivalent. For example, in a

homogeneous expansion around a point O, we have:

(x - O) = λ (X - O), F = λ 1 E and ε n =  k n  1 E  with k n =  (λn - 1)/n,

and the following table provides the values of kn  for some values of n and λ.

λ 0 1/2 1 2 ∞

k4 -1/4 -0,23 0 3,75 ∞

k2 -1/2 -0,37 0 1,5 ∞

k0 −∞ -1,43 0 1,43 ∞

k- 2 −∞ -1,5 0 0,37 1/2

k −∞-4 -3,75 0 0,23 1,4
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With respect to the Green-Lagrange tensor in (6) and (7), for each εf, there is a spe-
cific transfer Φ of D onto its time derivative, along with a conjugate stress tensor Kf /ρ 0 ob-
tained from σ/ρ by means of another transfer, transposed in some way from the previous
one:

(14)

where Φ and Φ T  are linear maps that depend on both F and f. For example, for ε-2 :

(such that (15)

and we can remark that relative to (6) and (7), there is an exchange of the transfers Φ and
Φ T. In the general case, the calculus of these transfers is more difficult. For ε0, which
appears as being a very interesting case, see Hoger (1986) for example.

Each linear variable ε f characterises the current local metric state (via the strain from
the reference state). But any of them may be retained to model this state, because any of
the transfers Φ is in order to generate the required consistency between f and D. In fact,
ε f and K f/ρ 0 present exactly the same drawbacks as do ε and K/ρ0 . This is an implicitly
well-known fact, and the linear variables εf are simply called strain measures and not
strain tensors. If the Green-Lagrange tensor ε is currently used in practice, this is probably
due to the fact that both its expression as a function of the displacement (5) and the
associated transfers (6) and (7) are quite easy to obtain. However, the logarithmic strain
measure, whose qualities will appear in the following has become more widely used (Peric,
1992).

3. The metric tensors

3.1. THE COVARIANT METRIC TENSOR

In a Euclidean space E = (T,.), the scalar product may be written

(16)

where g, a covariant positive symmetrical tensor of rank 2 on the subjacent linear space T,
is the metric tensor associated with the scalar product. In a basis b = (bi ), its components
gi j are the scalar products bi.bj. Their matrix is the Gram matrix of b. We can write E =
(T,g), as well as E = (T,.) but E and T are often designated by the same symbol.

By setting E = (T,g) and E0 = (T0,g 0) (with g0 équal to g but not acting at the same
point), (5) can then be developed in the following relations:

(17)

The initial result of this is that the current scalar product of any two material fibres dX
and dX' can be characterised in the material model by the following metric tensor:

(18)

In the same manner as g0 , γ is defined on T0 , yet remains different from g0 . We thus dis-
tinguish two Euclidean spaces having T0  as underlying linear space: E0 , which models the
material fibres at the considered point in their metric state of reference, and (T0, γ ), which
models these fibres in their current metric state. It should be noted that γ is transfered from
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g in the material model (γ = F*  g). As a result, F is an isometry of (T0 ,γ) on E. Obviously,
when the medium is in the reference position (F = 1E ), γ is then equal to g0  (= g).
Furthermore, in two dimensions, γ is experimentally available by the grid method; its
components in the basis of T0 built with the grid elements b0 i at the considered point, are
the scalar products γi j = bi.bj of the current positions bi = Fb0 i of these b0 i.

Secondly, equation (17) results in the following relations which show that C is a kind
of quotient of the metric tensors for the metric states in both the current and reference
positions, as well as that, with a factor 1/2, the Green and Almansi tensors are their relative
differences with repect to the state of reference and the current state respectively:

(19)

Note that if the basis b0 i used in T0  is orthonormal in the reference position, then the
matrix of g0  is the unity matrix, and C and γ have the same matrix of components.

The variable γ∈Γ +(T0 ), or rather γ/2, does not depend on the reference position. It
characterises the current metric state itself, and not this state’s “difference” with respect to
the reference state. This constitutes an improvement relative to the strain measures.
However, due to linearly dependence on C, the intended purpose is no longer to model this
state. In particular, the time derivative

(20)
does not exhibit the required properties. Belonging to Γ(T0 ), this derivative does not pos-
sess eigen elements. As opposed to D or D0 , it is unable to yield the principal elements of
the strain rate.

3.2 THE CONTRAVARIANT METRIC TENSOR

If γ∈ Lin+
S (T0;T0 *)  characterises the current metric state, then its inverse

obviously a function of γ, also characterises this state. This tensor γ- 1 is a contravariant
tensor of rank 2. The matrix of its components γi j is the inverse of the matrix of the γi j. Its
meaning is clear: when T0  is rendered Euclidian by the metric tensor γ, its dual spaceT0 *
is also rendered Euclidian, by means of a metric tensor which is γ- 1.

The space T0 models the material segments generated from the considered point X.
More precisely, the segment that u∈ T0  models is the set of points Y defined by:

(21)

and the scalar product in T0 , defined by γ, provides information on both the current length
1 and the current relative angles θ of these segments, or material fibres :

(22)

The dual space T0 * also has a geometrical meaning, which is as strong as the one for
T0 , but generally goes unrecognized. An element v∈T 0 * can be considered as modelling
the slice (between two parallel planes) constituted by the set of points Y satisfying:

(23)
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and the scalar product in T0 *, defined by γ - 1, provides informtion on the current thinness
m (the inverse m = e- 1 of the thickness e) and the current relative angles φ (of the dihe-
drons) of these slices:

(24)

These two dual aspects are complementary and equally justified. A material paralle-
lepipedic elementary volume element may be considered not only as being built up on
three material segments, thereby constituting a basis of T0, but also as being the
intersection of the three material slices defined by its faces, thereby constituting the dual
basis in T0*. Also, (18) may be written:

(25)

which shows that the Green and Almansi tensors are also the two relative variations of the
variable -γ - 1/2 between the reference state and the current state.

The linear variable -γ - 1/2 thus appears as being the rival of γ /2 in the characterisa-
tion of the current metric state. However, it is as incapable of modelling this state as was
γ /2. Indeed, the relation between its time derivative and D is as poor as was (20) for γ/ 2 :

(26)

3.3 THE ASSOCIATED STRESS TENSORS

The spaces Γ(T0) and Γ (T0 *), in which the linear variables γ /2 and -γ - 1/2 are defined,
are not Euclidian. The specific internal power therefore cannot be expressed as an internal
scalar product in these spaces. The associated stress tensors will thus not belong to the
same space as was those for the strain measures. They are defined by a duality scalar pro-
duct and hence belong to the dual spaces, i.e. to Γ(T 0 *) and Γ(T 0) respectively:

(27)

4. The manifold of the metrics

This very symmetrical rivalry between γ/2 and -γ - 1/2 is resolved by the synthesis expres-
sed in the following statement. The results combined into this statement have been very
succinctly justified herein. For more details, see Rougée (1991, 1992, 1997).
Theorem:

1 - The couple m = (γ/2, -γ - 1/2) ∈ Γ(T0 )xΓ(T0 *) of the two rival linear variables γ /2
and -γ- 1 /2 may be used to characterise the current local metric state. This m is a non-
linear variable. Its definition set

(28)
is a sub-manifold of dimension 6 of the 12-dimensioned linear space Γ(T0 )xΓ (T 0 *).

This is obvious: m is a reversible function of γ. Note that the “coordinates”



118 P. ROUGÉE

and

of m in the Cartesian product Γ (T0 ) xΓ(T0*) satisfy
the following equation which shows that M may be
seen as a kind of hyperbolic branch (see Figure 1)

(29)

2 - During a strain process, the time derivative of
m is the symmetric second-order Euclidian tensor
on (T0 ,γ ) defined by D 0, written D 0 , which is
transfered by F on the symmetric second-order Figure 1
Euclidian tensor D defined by D .

(30)
It is well known that, in a Euclidian linear space, E = (T,g), g is an isometry of E on

the Euclidian dual linear space E* = (T*,g- 1) and that this isometry allows identifying E*
with E (in Euclidian geometry, vectors are used but not covectors). A second order
Euclidian tensor such as D is then totally identified with the D∈ Lin(E) which serves to
define it, and the notion of a Euclidian tensor does not have to be made clear (only its va-
rious components, exhibiting different kinds of variance, sometimes get mentioned). In
mathematics, such identifications between isomorphic spaces are commonplace and abso-
lutely necessary. Nonetheless, the isomorphism used has to be intrinsic, or at least
constant! Such however is not true for the Euclidian space (T0 ,γ ) and its dual space: γ is a
variable. It is thus necessary to forego the identification, both for (T0 ,γ ) and for E, and a
precise definition of Euclidian tensors then becomes necessary.

This was carried out in Rougée (1997). According to this definition, a first order
Euclidian tensor on E = (T,g) is an element of T*xT, which is composed of a covector and
a vector homologous by g. The space E of the first order Euclidian tensors is thus the
graph of the isometries g and g- 1 between the two Euclidian spaces E and E* (see Figure
2). It is a new Euclidian linear space, which is isometric to the previous E and E* by the
canonical projections of T*xT on T and T*. The three spaces E, E* and E are identified
when T and T* are identified by g. In extending this definition to higher orders, the
Euclidian tensor A of rank 2 defined by A∈Lin(E) = E⊗E* is the couple of the covariant
and contravariant tensors of rank 2 associated with A (components A αβ  and Aαβ ) :

Ordre 1 Ordre 2

Figure 2 : Euclidian tensors

With this definition, (30-2) appears as being exactly the couple of equations (20) and
(26), and thus (30) is satisfied. Equations (20) and (26) are not independent: one is the
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result of the other. To take them both as the outcome in (30-2) is the equivalent of taking
into account both T and T*.

3 - The variable m ∈ M models (and not simply characterises) the local metric state.
Its definition set M is the manifold of all the potential a priori local metric states (when
there is no internal liaison).

The reason herein is that with F being an isometry of (T0, γ ) on E, the relation (30-2)
between D and presents (at long last!) all of the required qualities. In fact, D and
have the same eigen values and have eigen elements homologous by F.

4 - The linear space Tm, tangent in m to M , is the space of symmetrical second-order
Euclidian tensors (s. 2-o. E. t.) on the Euclidian space (T0 , γ ).

This is a result of point 2. The underlying linear space T0 , the space of material fibres,
is constant. Yet, the Euclidian space (T0 ,γ ) varies with γ. The space Tm thus varies with m,
as it does for the “plane” tangent to a curved “surface”.

Such a space of second order Euclidian tensor on a Eucidian space constitutes a
Euclidian space. The scalar product of two second order Euclidian tensors A and B,
defined by two linear maps A and B, is:

The tangent spaces Tm are thus Euclidian, and the manifold M is Riemannian. The length
of a curve written on M may thus be defined. Measured in this fashion, the length of a
strain path is equal to the classical cumulative strain

Moreover, the specific internal power may be written with a scalar product in T m:

(31)
The material stress tensor θ thereby introduced is the symmetric second order Euclidian
tensor transferred by F- 1 of the symmetric second order Euclidian tensor defined by σ/ρ .
It is exactly the couple of the covariant tensor and the contravariant tensor of (27):

(32)

5. Cartography of M

The various characterisations of the local metric state by means of the linear variables x∈ X
indexed in Sections 2 and 3 are flat representations of M. They are global charts obtained
through various projections Πx : m→x. We have deliberately mentioned that these linear
variables are only various characterisations of the metric state. However, in practice, when
one of these variables is used, it is commonly considered as being, i.e. as modelling, this
metric state, or rather its variation from the reference state. In particular, in the Lagrangian
statement of non-linear constitutive laws, the time derivative and associated stress variable
are considered as being the strain rate and the stress, respectively. These Lagrangian x-
theories thus appear as being approximate theories founded on the approximation of the
manifold M by its charts X . We are thus herein confronted with the issue of the reliability
of these charts.
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The two characterisations presented in Section 3 (using = γ/2 and = -γ- 1 /2) are
obtained by straightforward mappings: they are the two projections of the “hyperbolic
branch” M on its two “asymptotes” which are the spaces Γ(T0 ) and Γ(T0 *) of the symme-
trical covariant and contravariant second order tensors on T0 . Let us reiterate at this
juncture that these spaces are not Euclidian and that this implies that the stress variables
have to be sought in dual spaces. Furthermore, let us add that this also implies that, in
these approximations, it is impossible to define a scalar strain rate or the length of a strain
path.

Let us now consider the characterisations using the
strain measures εf  ∈LinS (E 0 ) of Section 2. Let m0 =
(g0/2, -g0

- 1/2) be the metric state in the reference position.
Each εf defines an s. 2-o. E. t. on E0 =  (T0 ,g0

-1), denoted
by εf, which is an element of the linear space Tm0  tangent
to M at point m0 . Let us now intoduce, within the space
Tm 0 tangent to M in m 0 (flat sub manifold of
Γ (T0)xΓ(T0 *) whose Tm0 is only the asociated linear
space) the point mf defined by:

Figure 3

The chart used when characterising the metric state by a strain measure ε f may then
be seen as being the chart obtained by the projection Πf of M on the tangent space Tm0,
which projects m on m f (see Figure 3). The following results provide information on
some of these projections Πf ( n  is the projection associated with εn ).

Theorem:
1- The projections Π2  and Π- 2, relative to ε = ε2  and
ε -2  (Green and Almansi tensors, respectively) are
parallel to the “asymptotes” of the “hyperbola” M (see
Figure 4)

It is easy to see that these charts are unreliable.
2- The projection Π ⊥  associated with the average ε⊥  =
1/2(ε2 + ε - 2)of both the Green and Almansi tensors, is
the orthogonal projection on Tm0 . Figure 4

The space Γ (T0 )xΓ(T0 *) is not Euclidian. This or-
thogonality is a local orthogonality in m0 . This ε⊥  is not used in practice; however, it
would be tempting in the case of a relatively limited strain.

3- For a small strain from the reference state (but possibly large displacements), the
segment (m - m f ) is infinitely small of a first order relative to ( m - m0 ), and (Π ⊥ m -
m f) is infinitely small of a third order when f"(1) = - 1.

The first property is an outcome of conditions (10) assigned to f in order to make εf
equivalent to εL  in the case of S.D. Among, the measures εn , only Hencky’s logarithmic
measure ε0  = LogU satisfies the condition f"(1) = - 1. This ε0 may thus also be used for
relatively limited strain. This is especially true, in as much as the following points will
show that ε0 is still satisfactory for large strains.

4- The projection Π 0 , associated with the logarithmic measure ε0 , is obtained by
M containing m0 on its tangent at m0 .

Π

developing each geodesic curve of 
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In m0 , we can thus point out m by ε0 in exactly the same manner as, by being in
Poitiers, we can explain that Peking is at a distance of six thousand kilometres in a hori-
zontal direction which we can indicate.

The geodesic curves of M containing m0 are generated by starting from the reference
position whose metric state is m0, and holding the material principal axes of strain
constant and the relative lengthening λ i in these directions proportional.

The projection Π0 is quite satisfactory. In particular, if the manifold M were flat, it
would be an isometry, i.e. a perfectly reliable chart (such is not the case for Π⊥ : imagine
that M is a cylinder in three dimensions). The manifold M is obviously not flat, yet it does
display many flat sub-manifolds containing m0 , for which the chart is thus perfect:

5 - For any basis B of T0 , let us denote by MB  the set of metric states  m ∈ M for which
B is orthogonal. These MB are flat, three-dimensional submanifolds of M. The MB
associated with a basis B orthogonal in the reference position contains m 0 , and Π 0 is
an isometry, thus a perfect chart, for any of them.

This serves to reinforce the favorable opinion provided for Π0 and therefore for the
choice of the logarithmic strain measure as an approximated linear model of the local
metric state.

6. Conclusion

The approach stated in the abstract has been carried out; however the subject has not ne-
cessarily been thoroughly covered. Variables other than strain measures have been intro-
duced in order to describe the metric (or strain) state. Nonetheless these have always pro-
ved to be ineffective linear variables.

The drawbacks of the strain measures are the result of the poor transfer between their
derivative and D; hence, an effort has been undertaken to start from D and to provide a
better transfer, thereby taking as a (linear) strain variable

where r is a rotation that models the mean rotation of the medium, for example the rotation
R of F = RU or the rotation Q obtained by integrating the spin, i.e. the skew symmetrical
part of the gradient of the velocity field (Ladeveze, 1980) (Dogui, 1987) (Boucard et al,
1997). In (Xiao et al, 1997), after expressing the results in their Lagrangian form, a
rotation r was identified such that x accepts the integrated form: x = QR- 1 ε0RQ- 1

depend on the path followed between the starting state and the final state: they are
cumulative strain tensors (Gilormini et al, 1993). This therefore differs from the approxi-

dimensioned flat space. The geometrical interpretation of the projection of the first path on
the second one can be found in Rougée (1997).

In conclusion, the issue in question is thus still strongly open to dispute. Please, refer
for example to Lehmann (1991), Reinhardt (1996), etc., as well as to Haupt et al. (1989) in
which the transfer has been taken as an almost autonomous parameter. Our opinion is that
its understanding is not possible if, as is the case in the literature, only linear variables and

Unfortunately, the variables obtained in this manner are not state variables. They

mation of the curved space M by a six-dimentionned flat space It is simply an
approximation of the considered strain path on M by means of an anlogous path in a six
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Euclidian geometry are being considered. To reach such an understanding, it is necessary
to confront in a resolute manner, as we have herein, the non-linearity with non-linear
variables and the loss of constant metric (thereby Euclidian) properties for a continuous
medium by appropriate non-Euclidian tools, with the first of these being the dual space of
a linear space.
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SHAPE, SURFACE AND DEFORMATION MEASUREMENT:
SCOPE AND TRENDS
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Germany

1. Introduction

Different techniques can be used for optical three-dimensional measurements. Time-of-
flight and phase measurement techniques are well known and developed, up to the point
of distance measurements with resolutions in the order of 1 mm respectively 0,1 mm.
For close-range measurements the principle of triangulation and related techniques like
light sectioning and projected fringe methods can be used. They are applied rather fre-
quently in industry together with the automated fringe analysis. Moir  techniques and
projected fringe methods lead to surface shape , deformation-, or vibration-measure-
ments.

Image plane locating systems such as the confocal principle and white-light inter-
ferometry have now reached a very high technical standard. They can be used to study
biological objects as well as to measure the topography of engineering surfaces.

Laser interferometry is one of the most commonly used techniques for high-resolution
measurements in metrology. A stabilized HeNe laser offers a light source with an abso-

lute wavelength stability of better than 10- 7. However, the accuracy for length measure-
ment is mainly limited by atmospheric conditions or vibrations. Diode lasers are increas-
ingly used in metrology, even though frequency stability can still be a problem espe-
cially for high precision interferometry applications. Two and multiple wavelengths
interferometry leads to an extension of the unambiguity range as well as to the applica-
tion of interferometry to optically rougher surfaces. However, interferometry is frequent-
ly too sensitive to be applied on technical surfaces.

Holograpic and speckle techniques are used for deformation and shape analysis. More
recently, digital holography becomes interesting with the development of high resolution
detector arrays.
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The basic idea for wavelength varying interferometry is to record a sequence of phase
maps in time, forming a three-dimensional phase distribution. The phase at each pixel is
then unwrapped along the time axis. Because the unwrapping path does not cross object
discontinuities, 2π phase errors do not propagate across the image as with conventional
spatial unwrapping approaches. The method leads to a simple and robust technique for
deformation analysis.

2. Fringe projection for 3D-shape measurement of technical objects

A number of techniques have been developed for micro- and macrotopography meas-
urements. The choice of an appropriate technique depends on the application, required
sensitivity and resolution. Moir  and projected fringe techniques are not as sensitive as
interferometric and holographic techniques but are less susceptible to environmental
disturbances [1,2].

Projected fringe techniques as an extension of triangulation for out-of-plane topography
measurements are well established. Projected fringe patterns can be formed by different
methods such as projecting either a grating-like structure or an interference pattern onto
the object. Height variations or object deformations lead to a modification of the pro-
jected fringes, which in turn are compared with the original or synthetically generated
patterns. The image processing for the fringe analysis is well known. Phase shifting
techniques are frequently used. Typical contour-line separations can vary between mi-
crometers and millimeters.

For fringe projection, grating like structures can be generated by means of electrically
adressed liquid crystal cells or digital micro mirrors. The fringe spacing can be adjusted
in a wide range. In an interferometric setup, the fringe spacing is adjusted by varying the
angle of the interfering waves. This is important for extending the unambiguity range as
well as for absolute measurements of optically rough surfaces. Gratings with different
periods are needed to extend the unambiguity range. A fine grating structure is required
for high resolution and a coarse for extending the unambiguity range. Speckles can limit
the resolution of the technique. Coded grating like structures can be used.

The methods are established for different technical and biological applications [1,2]. A
new approach for exact object positioning of non-cooperative objects is based on corre-
lation analysis of fringe patterns projected onto 3D objects [2].

A very promising approach for fast examination of shape and shape deviation is the use
of object-adapted fringes together with Moir  techniques.

é
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2.1 FRINGE PROJECTION FOR MEASURING SHAPE AND
MICROSTRUCTURE OF CYLINDRICAL OBJECTS

chip is analysed using phase-shifting by a motor-driven grating.

The measurement of the structure of a cylinder is an important task in industry. Fringe
projection is used in a special set-up for measuring A1-Si surfaces of a motor liner for
instance. The basic principle is shown in Fig. 1 where a grating like structure is illumi-
nated via an optical fiber by a light-source. A microscopic system is projecting the grat-
ing onto the cylinder surface. For convenience, two illumination directions are used. The
grating-structure is deformed by the object. The detector signal from the CCD camera

Figure 1: Optical layout of a cylinder-topograph

Fig. 1 shows the topography of a honed surface of a motor-liner. The mean roughness is
0.7 µm.

Figure 2: 3D-detail of a honed surface.
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2.2. SHAPE ADAPTED FRINGE PATTERN

For fast shape analysis, shape-compensating fringes can be projected (Fig. 3). From the
shape data of a master object, given by CAD data or from the measurement of a refer-
ence object, a distorted fringe pattern ist computed and transferred to a two-dimensional
spatial light modulator (SLM) or micromirror system. After the projection of the shape
adapted fringes onto the test-object, straight equidistant fringes are obtained on the de-
tector, a CCD chip [2].

Figure 3 : Shape-adapted fringes for
3D measurements.

In our experiments we used an electrically addressed liquid crystal display (LCD) as
well as a digital micromirror device (DMD). The setup includes object illumination,
object positioning, object detection, and process control (Fig. 3 and Fig. 4).

For a perfect object shape, straight and equidistant fringes should be observed and can
be compared with a reference grating or the CCD camera chip array in the detector
plane. Shape deviations, defects, or a wrong object position result in distorted fringes.
The shape deviation can be seen as a Moire fringe pattern leading to a fast shape or
defect analysis. The Moire pattern obtained is a direct measure of the shape deviation.
No further digital image processing is required. With this scheme, real time shape con-
trol is possible.

Furthermore, with a grey scale SLM the local object brightness can be compensated,
which is important for shape and position detection.

For shape measurements and comparison used for defect analysis the well-known phase
shifting methods can be applied. In our setup, instead of shifting a grating-like mask, the
actual sinusoidal pattern is written into the matrix SLM. No moving parts are required.
For absolute shape deviation measurements referring to a synthetic master object the
quality of calibration is essential. There are different methods for calibration of imaging
systems (calibration marks, a sequence of vertical and horizontal lines or edges).
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a)

b)

Figure 4: Setup for shape-adapted fringe pattern evaluation (a) and position
detection (b).

In addition to the visual interpretation of the Moire fringes, quantitative fringe analysis
can be performed. Fourier analysis of the shifted fringe pattern can be used to calculate
the shape deviation.

Fig. 5 shows an object adapted fringe mask (left) and an image of the mask when pro-
jected onto a convex shaped turbine wing. Straight lines are observed.

Figure 5: An object adapted fringe mask (left) results in straight lines when projected onto a convex
shaped turbine blade (right).
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3 Object positioning by optical correlation

For automated two-dimensional object positioning, nonlinear joint transform correlators
are good candidates. They are rather immune against noise and localized errors and
offer sub-pixel accuracy. Fast implementation is possible by digital electronics or by
optical means. Therefore we combine correlation with fringe projection in order to
achieve improvement in positioning of noncooperative objects. The joint Fourier trans-
form principle is used (Fig. 4b): The expected fringe pattern is recorded together with
the actual test pattern on an electrically addressed liquid crystal. Their joint Fourier
transformation is stored in an optically addressed liquid crystal from where the cross-
correlation peaks are obtained by a further Fourier-transform and hence the information
on the object position, which in turn will be corrected.

Simple local and easy implementable nonlinearities were used. For our optical correla-
tions is was sufficient to use an appropriate camera shutter speed in combination with
the nonlinear responses of the LCDs and the CCDs.

For fringe projection in combination with correlation, it turned out to be advantageous
to use two images with fringes shifted by half of a period in the second image. The re-
sulting images are subtracted from each other and histogram equalized (simple normali-
sation works nearly equally well) [2].

4. Shape measurement by interferometry and speckle techniques using
wavelength scanning

Interferometric techniques have a high resolution, but have only a small range of unam-
biguity, and are usually limited to polished surfaces. To measure on rough surfaces, it is
possible to increase the range of unambiguity by oblique incidence interferometry which
uses a longer effective wavelength or by multiple wavelength interferometry [3-6].

Wavelength-shift interferometry for absolute profilometry [4-6] is an interferometric
technique that works on rough as well as on smooth surfaces. It can lead both to high
resolution measurements and to a large absolute measuring range.

In an unequal two beam interference arrangement the phase ϕ of the interference signal
at a point is proportional to the optical path difference between the corresponding points
on the object and on the reference plane.

The phase change as a function of the wavelength change, ∆λ is

(1)
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A set-up for the wavelength-shift interferometry for absolute profilometry can be based
on a standard Michelson interferometer (Fig. 6). The reference mirror is placed in one
arm, the specimen in the other. The object is imaged on a CCD (charge-coupled device)
camera chip through a telecentric system whose aperture is used to control the speckle
size for optically rough surfaces. We used a high-speed digital-camera with a resolution
of 128 x 128 pixels, at frame rates of up to 830 frames per second. During measurement,
the image data are transferred to the PC that at the same time controls the wavelength
tuning of the light source. As conventional laser diode wavelength tuning without mode
hops, by current or temperature modulation, is limited to small ranges (0.1nm), we built
a diode laser with external cavity. This laser achieved a mode hop free wavelength tun-
ing range of over 25 nm in one second.

Figure 6 : Setup for wavelength-shift interferometry for absolute profilometry

The total phase change of the interference signal for a given wavelength tuning range is
proportional to the absolute optical path difference at that point between the object and
reference path. To get the path difference of this point, we have to somehow count the
periods of the signal (fringe counting) or measure its frequency. The latter requires a
constant dv/dt (or a constant dλ/dt with ∆λ << λ), i.e. a linear variation of the laser fre-
quency. To get the frequency of the pixel signal it is convenient to compute the fast
Fourier transform of the signal and look for the largest peak in the frequency.

Takeda and Yamamoto [6] have discussed and used a technique called 'Fourier-trans-
form speckle profilometry' (FTSP) for wavelength-shift speckle interferometry. This
technique is based on the Fourier transform method Takeda et al. introduced earlier for
spatial-carrier fringe-pattern analysis. It works by pixel-wise Fourier transforming the
data, zeroing everything but a band around the peak frequence, and transforming back
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into the time domain, thereby effectively performing as a band-pass filter. The phase of
the complex result of the reverse Fourier transform is the phase of the filtered fringe
signal, which is unwrapped. The total phase difference between start and end of the
measurement is proportional to the optical path difference and therefore also to the
physical height of the object at that pixel, provided the exact wavelength tuning range is
known. Otherwise, it is possible to use a reference point of known height.

The method works equally well for mirror like structures where higher resolution is
obtained as by optically rough surface where the depth resolution is limited by the opti-
cal roughness of the surface under test.

Fig. 7 shows the results of a measurement of an aluminium cube with a milled surface
with steps of 0.4 mm and 0.8 mm. The bias on the top is 10°. The cube itself was tilted
by 5°. It should be remembered that for optically rough surfaces, the phase variation of
speckles is considered.

Figure 7: Milled steps of 0.4 mm and 0.8 mm.

5. Temporal shape evaluation for measuring large object deformation

In temporal speckle pattern interferometry (TSPI) whole field object deformation can be
extracted. Speckle pattern variation is recorded in a sequence as the object is being de-
formed. Observing a point in the object over time provides the temporal evolution re-
lated to its movement. By analysing the signals, large object deformations ranging from
a few micrometers to a few hundreds of micrometers can be measured. The range of
deformation measurement depends on the instrumentation and the correlation between
the speckle patterns. Various methods such as fringe counting and Fourier transforma-
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tion techniques can be used to determine the number of cycles of modulation through
which the object deformation can be extracted. For the Fourier transformation method
that is used mainly, as in the previous section the signal is first transformed, and after-
wards one side of the spectrum is filtered with a bandpass filter. The filtered spectrum is
then inverse transformed to obtain the phase fluctuation that is then unwrapped to obtain
the total phase at a given point. Furthermore the Fouriertransform technique can be
combined with a wavelength shift for measuring absolute step height and object shapes.

The schematics of the temporal Fourier-transform speckle interferometric method
(TSPI) is shown in Fig. 8.

Figure 8: Schematic of the experimental arrangement of the temporal Fourier-transform speckle
interferometric method.

The configuration is similar to that of a Michelson interferometer, except that one of the
mirrors is replaced by the diffuse test-object. The reference arm and the object arm are
set to have an arbitrary unequal path length from the beam splitter. A telecentric system
is used to focus the object onto the sensor, a high-speed CCD camera. In addition, the
telecentric system ensures that the propagation axis of the beam from the mirror and the
object is colinear. It is very well known that the angle between the object and the refe-
rence beam should be such that the fringes modulating the individual speckles are re-
solved by the CCD camera [8]. At the plane of the sensor, the object and the reference
beam interfere, forming a complex interference pattern. The intensity at an image point
of the object at the sensor plane can be expressed as
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(2)

where IO(x,y) is the bias intensity of the speckle pattern, V is the visibility of the speckle

modulation, Φ (x,y) is the initial phase that can be random, and Z(x,y,t) is the objectO

deformation. The sensitivity of the speckle interferometric system in our arrangement
lies along the Z direction. For the object deformation ∆Z(x,y,t) at (x,y), the median tem-
poral frequency of the signal observed at a given point of the object is

(3)

This shows that the median temporal frequency of the signal observed at different points
depends on the local deformation. A series of frames of the speckle pattern is recorded,
where each frame records the speckles and their intensity at a certain instant of time. For
each pixel its variation over time is observed providing the pixel history. Determining
the difference in the temporal frequency at various points on the object leads to the ob-
ject deformation. Alternatively, the Fourier transform of each pixel history can be taken.
The accuracy of the Fourier-transform analysis increases with increasing temporal fre-
quency. The upper limit of the modulation frequency is set by the Nyquist criterion and
is given by half the total number of frames.

Eventually, the phase is unwrapped and thereby a threedimensional (3-D) map of the
time-dependent phase of the object deformation is generated. From the 3-D data, the
beginning and the end phase of the object deformation can be obtained. The final phase
can be expressed as

(4)

where Φ0(x,y) is the initial phase, that is usually a constant and can be disregarded.
Essentially the instantaneous angular frequency or the linear velocity generated during
deformation of the object point is determined. From these extrapolations the 3-D plot of
the object deformation is extracted.

Fig. 9 shows as an example a result of a deformation measurement of a 1,5-mm-thick
rubber from a tube pressure loaded at the center. The air pressure was uniformly in-
creased by a piston arrangement where the compression was controlled by a linear
translation stage. The rubber diaphragm was deformed about 70 µm at the center. A
ridge, being harder than the other regions, has deformed less than its surrounding. A
contour plot of the deformation in Fig. 9 shows the deviations of the lines around the
region of the defect. The smallest object deformation that can be measured is limited by
the signal analysis method which in our case is a few cycles of modulation. Using fringe
counting, deformations leading to half a cycle of modulation in the total number of
frames can be measured.
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Temporal modulation of speckles can also be used for shape analysis. The temporal
modulation of one speckle caused by in-plane or out-of-plane motion is observed over

a) b)

Figure 9: a). The results with a rubber diaphragm uniformly pressure loaded upto 70 µm at the center.
b) Contour plot of the slices showing the deviation of the lines around the defect.

an extended period of time. Thus observation of all the speckles provides the temporal
variation over the whole object during the time of movement. These temporal speckle
patterns are then analysed by the Fourier-transform method to extract the absolute height
of the object or its shape. Unlike the dual-beam illumination ESPI system for shape
measurement, this technique can be used on objects whose shapes change slowly or
sharply. Height variations ranging from few hundreds micrometers to few tens of milli-
meters can be determined [9].

6. Digital holography for shape measurement

Holographic interferometry, speckle techniques, or digital holography can be applied for
3D-topometry by using double exposure technique, where after the first exposure the
direction of the incident illumination onto the object or the refractive index of the me-
dium surrounding the object or the wavelength are changed. In digital holography the
holograms are recorded on a CCD chip. The reconstruction is virtual i.e. by means of
computer techniques. No physical reconstruction occurs.
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6.1 TWO-WAVELENGTH CONTOURING

The two wavelengths can be introduced by changing the wavelength of a diode laser by
changing the temperature or injection current [11]. For contour measurement of moving
objects, the double pulse technique is appropriate. The same technique can be used for
contouring and deformation measurements.

For the wavelength change between the two exposures, the two holograms are recorded
at different wavelengths λ1 and λ2. The interference of the two reconstructed wave-

fronts leads to an effective wavelength [10,11]

(5)

Figure 10: Set-up for object contouring
with two wavelengths.
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The fringes obtained with a normal incidence and a normal view represent an object
contour with contour intervals of

(6)

The spectral output of a ruby laser for holographic use is determined by a combination
of the fluorescence emission of the ruby rod, the resonance of the optical cavity
(resonator), and the mode selection of the output and the intra cavity etalon. By chang-
ing the temperature of the etalons it is possible to change the emission wavelength of the
laser [10]. Changing the cavity length by a piezo leads again to a wavelength change.
Object and reference waves are superimposed on a CCD chip. After the double pulse, by
changing the wavelength between the two pulses, the analysis takes place on the com-
puter only. Fig. 10 shows the experimental set-up and Fig. 11 shows the contour meas-
urement of a cognac glass, where the wavelength of the ruby laser was changed by
∆λ

Figure 11. Contour measurement of a Cognac glass phase map using a ruby laser. The wavelength
change was ∆λ=0.338A, corresponding to a contour interval of 7.1 mm.

I acknowledge the financial support by the DFG (German Research Foundation) and
BMBF (German Ministry for Education and Research) as well as the contributions of P.
Haible, C. Joenathan, M. Schönleber, T. Haist, S. Franz, G. Pedrini and M. Totzeck.

=0.338A between the two exposures, the contour interval was thus 7.1 mm.
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OPTICAL MEASUREMENT OF STRAIN ON THIN-FILM
POLYSILICON TENSILE SPECIMENS

WILLIAM N. SHARPE, JR.
Department of Mechanical Engineering
Johns Hopkins University
Baltimore, Maryland 21218-2686

Abstract

Techniques and procedures are described for measuring strain on thin polysilicon films
by laser interferometry. Tiny gold lines serve as the gage markers, and strains have been
measured on films as thin as 1.5 micron. Biaxial strains can also be measured to
determine Poisson’s ratio along with Young’s modulus.

1. Introduction

Polysilicon is the most widely used material in microelectromechanical systems (MEMS)
where it makes up the structural element of microdevices such as accelerometers and
pressure transducers. It is by nature thin because it is simply polycrystalline silicon that is
vapor-deposited. Structural polysilicon is nominally 2 microns thick, although it is
possible to make films 10 microns thick.

The forces and displacements necessary to test a thin tensile specimen are small;
however, this is actually not a serious problem. Preparation and handling of a specimen is
challenging, but procedures have been developed for releasing cantilever beams, resonant
structures, membranes, and tensile specimens by etching away underlying supporting
layers. Many of the common polysilicon test structures are configured in such a manner
that friction is not a problem. One issue that is not so easily addressed is direct and
accurate strain measurement on a specimen — as opposed to inferring the strain from
displacements. This paper presents an interferometric method for measuring axial and
lateral strain directly on polysilicon tensile specimens.

The Interferometric Strain/Displacement Gage (ISDG) is a short gage length strain
measurement technique developed by the author, students, and colleagues over the years.
The concept originated in 1966 and the first published research [1] used a laser impinging
on two closely spaced grooves ruled on polished aluminum specimens. The resulting
interference fringe patterns were monitored by cameras and the films were read manually
to translate the fringe movement into strain. As the technique developed, Vickers
microhardness indentations replaced the grooves, and linear diode arrays and
microcomputers enabled real-time strain measurement. Various applications of the ISDG
are described in [2,3], and a NASA report [4] is a detailed ‘handbook’.
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2. ISDG Principles

The principle of the ISDG is illustrated in Figure 1.

Figure 1. Schematic of the ISDG. The gold lines, which run perpendicular
to the paper, are 1/2 micron thick and 20 microns wide.

The incident laser beam is reflected from the edges of the gold lines; more accurately, it
is diffracted because of the small size of the lines. The reflected light rays travel different
path lengths and therefore generate interference fringe patterns. As the gold lines (which
are gage markers) move relative to each other, the fringes move and their motion can be
translated into strain.

The governing equation relating strain, ε, to fringe motions ∆m1 and ∆m2 is:

(1)

where λ is the wavelength of the laser, d0 is the gage length between the two gold lines,
and α1 and α2 are the angles between the incident laser beams and the central portions of
the fringe patterns. Ideally, α1 and α2 would be equal, but there is always some difference
in the placement of the diode arrays. The fringe motions ∆m1 and ∆m2 are not equal
because of rigid body motion as the specimen is strained. Averaging the two fringe
motions as done in Equation (1) eliminates the effect of rigid-body motion in the
direction of strain. More details on both the optical principles and the experimental setup
are available in [4].

This noncontacting optical method can measure strains on thin films provided suitable
reflective gage markers can be applied. Thin and narrow metal reflective strips can be
easily deposited in suitable patterns on polysilicon as part of the manufacturing process.
The next section discusses the principles of the ISDG and its application to polysilicon.
Two shapes of tensile specimens have been tested — 3.5 µm thick by 600 µm wide and
1.5 µm thick by 20 µm wide — and those test procedures are described. Typical results
from both kinds of specimens are presented in the next two sections, and the paper closes
with some remarks.
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Figure 2 is a SEM photograph of two sets of gold lines deposited on a 3.5 µm thick by
600 µm wide polysilicon tensile specimen to enable biaxial strain measurement, Figure 3
is a SEM photograph of the edge of a gold line and shows the rounded edge from which
the light rays are diffracted.

Figure 2. Four gold lines deposited on a polysilicon
tensile specimen. The line spacing is 250 µm.

Figure 3. SEM photograph of the
edge of a gold line.

The ISDG is based on the
movement of interference
fringes, not the diffraction
pattern. Figure 4 is a plot of
the fringe intensity for a
typical interference pattern.
The diffraction envelope is
drawn in as a dashed line.
The fringes move within this
diffraction envelope as the
specimen is strained. Figure 4. Fringe pattern intensity recorded

by a linear diode array.

3. ISDG Measurement System

A tensile test setup consists of grips for the specimen, a method for pulling it, a load cell,
and a means of measuring strain. The emphasis in this paper is on the latter. Figure 5 is a
schematic of the system for testing the larger specimens, which are 3.5 µm thick, 600 µm
wide, and 4 mm long in the test section [5].

The polysilicon specimen is mounted across an opening in a one-centimeter die which is
glued into the grips. The side support strips of the die are then cut with a diamond saw to
free the specimen. The linear air bearing effectively eliminates friction in the load train,
and the piezoelectric translator pulls the specimen under computer control.
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Figure 5. Schematic of the test system for biaxial tests. Two additional
fringe detectors (not shown) are included for lateral strain [5].

The fringe detectors of Figure 5 are linear diode arrays with 512 diodes - each with an
aperture of 13 µm by 2.5 mm - packaged in a 16-pin chip; the total size of the array is 2.5
mm by 12.6 mm. The arrays are inserted in circuit boards containing amplifying circuitry
and mounted in plastic mini-boxes attached to translation stages which are mounted on
adjustable rods. This provides the two degrees-of-freedom necessary to position the diode
array in the center of the fringe pattern. Each diode array is accessed by a motherboard
which samples each diode in turn and provides an output signal from 0 to 5 volts. Figure
4 is a plot of the output of one diode array (only 500 of the 512 outputs are plotted). The
diode arrays are connected to a microcomputer that tracks the motions of the fringes and
computes the strain. A test is thus run in real time — taking data points at approximately
10 per second.

In a typical setup, the spacing between minimum (or maximum) intensity is
approximately 80 diodes on the array. If one identifies a local minimum by simply taking
the lowest value, then the smallest resolvable fringe movement is 1/80. Since the two
fringe patterns are averaged in Equation (1), the minimum strain resolution occurs when
one minimum moves one diode position. The geometry of the setup is such that the
relative displacement for both fringes moving from one peak to the next is approximately
one µm. The strain resolution is therefore approximately 1/2 x 1/80 x 1/200 = 31
microstrain if a 200 µm gage length is used. This resolution can be increased by a factor
of 100 by fitting a curve to data points surrounding a minimum and interpolating between
the diode locations. A resolution of 0.3 microstrain is not really meaningful; it is
estimated that the resolution is approximately 5 microstrain. The relative uncertainty is
estimated as ± 3% with most of that coming from uncertainty in measurement of the
angles α and α .

Figure 6 is a schematic of the specimen and the test setup for smaller polysilicon
specimens [6]. Eighteen of these specimens are deposited on a one-centimeter square die;
each is fixed at one end and has a large free end that is gripped by electrostatic forces.
This arrangement allows one to test smaller specimens; the smallest one on the die is 1.5
µm thick, 2 µm wide, and 20 µm long. Gold lines, if they were deposited on the smallest
specimens, would not reflect enough to generate usable fringe patterns. The smallest
specimen on which strain can be measured directly with gold lines is 20 µm wide.

1 2
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Figure 6. Schematic of the test setup for small tensile specimens [6].

The small tensile specimens remain mounted on the die. The 3-axis micrometer is used to
move the probe into position over the large free end of a single specimen. The probe,

above the specimen’s free end and a potential on the order of 100 volts is applied. this
grips the free end electrostatically with enough force to pull the specimen to failure. The
pulling action occurs through a piezoelectric stage (different than the one in Figure 5)
under computer control. The capacitance probe in Figure 6 monitors the displacement of
the specimen’s fixed end and enables the computation of Young’s modulus from the
force-displacement record and the stiffness of the load cell.

4. Biaxial Strain Test Results

Figure 7 is a plot of stress versus axial and lateral strains for a polysilicon specimen such
as the one shown in Figure 2 and tested in the system of Figure 5. All 353 data points are
plotted there without any smoothing or other post-processing. Note that the initial strain
of Figure 7 is not actually zero because a small tension must be applied initially to
straighten the specimen.

The material is very linear and brittle, but of high strength. The Young’s modulus, E, of
169 GPa agrees almost exactly with the 168 GPa predicted from randomly oriented
silicon grains. This is probably fortuitous because the thin-film silicon has a columnar,
not random, grain structure. The Poisson’s ratio of 0.22 is the first measured for this
material and agrees in general with values for silicate glasses.

Figure 8 is a plot of the fringe motions of channels 1 and 2, which measure the axial
strain recorded in Figure 7. Again, the actual data points are plotted and the very linear
response indicates that there was no unusual rigid-body motion.

which is insulated with a 600 nm layer of silicon nitride, is placed approximately 10 µm
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Figure 7. Typical axial and lateral strains Figure 8. Fringe motions due to axial strain
for a wide polysilicon specimen. for the test of Figure 7.

The initial minimum position is subtracted from the minimum position at a particular
strain, which is why the plot in Figure 8 starts at zero. The minimum positions are not
integers corresponding to the 512 diodes in the array, but are determined by fitting a
parabola to values from neighboring diode locations and using the minimum of this fitted
curve. This calculation is performed for each data point. The fringe monitoring program
tracks a single fringe along with one neighbor on each side. The relative fringe motion,
∆ m is computed by dividing the movement of the central minimum by the average
spacing between it and the two adjacent minimums. When the minimums being tracked
approach the edge of the diode array, the program switches to an adjacent minimum
further from the edge. This explains the jumps at A, B, and C in Figure 8.

Table 1 presents a summary of the results of biaxial tests of specimens from five different
production runs at MCNC under their MUMPs program [5]. The mean ± one standard
deviation are listed.

Table 1. Mechanical property data for polysilicon [5].

MUMPs Young’s Poisson’s Tensile
Modulus Ratio Strength
(GPa) (GPa)

6 163 ± 4.78 - 1.23 ± .200
8 173 ± 6.94 - 1.27 ± .107
10 173 ± 2.00 - 1.14 ± .155
11 168 ± 7.15 0.22 ± .015 1.19 ± .155
12 168 ± 1.59 0.22 ± .003 1.17 ± .100
All Data

169 ± 6.15 0.22 ± .011 1.20 ± .150

One sees that there is little variation in the mechanical properties among the specimens
fabricated at different times. Further, the relatively low coefficient of variations (standard
deviation / mean) of 3.6%, 5%, and 12.5% indicate that both the manufacturing process
and the test method are quite consistent.
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5. Electrostatic Results
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Figure 9 is a stress-strain plot for a polysilicon specimen gripped electrostatically in the
system of Figure 6; the test section is 1.5 µm thick, 20 µm wide, and 500 µm long. Axial
strain is measured with the ISDG.

Figure 9. Stress-strain curve for a
specimen 1.5 µm thick and 20 µm wide.

Figure 10. Fringe motions for the
axial strain of Figure 9.

The Young’s modulus for this specimen was measured to be 126 GPa, but the value
extracted from the force-displacement record (taken simultaneously) was 153 GPa for the
very same specimen. There is considerably more scatter in the results for these smaller
specimens. The lower measured modulus for these smaller specimens is a matter of
continuing investigation.

Figure 10 is a plot of the fringe motions associated with the strain data of Figure 9. These
fringe movements are not so smooth and linear as in Figure 8 for the larger specimen.
There is more rigid-body and perhaps twisting motion as the specimen is strained; this
contributes to the nonlinear movement of both fringe patterns. Again, there is a shift of
one fringe spacing on Channel 1 as the tracked fringe moves too near the edge of the
diode array. The fact that both fringes move in a negative direction has little meaning; the
sign of motion depends on the arrangement of the diode arrays. The proper sign for strain
computation is included in the ISDG program. It is perhaps remarkable that the strain
record of Figure 9 looks almost as good as the one of Figure 7 even though the specimen
is much smaller and the fringe motion is much rougher.

A series of load-unload tests were conducted on a slightly larger tensile specimen than
the one whose results are shown in Figure 9. The specimen was 3.5 µm thick, 50 µm
wide, and 500 µm long in the test section. Stress-strain curves from those 16 tests are
shown in Figure 11.
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Figure 11. Stress-strain records of 10
loading tests and 6 unloading tests
on the same polysilicon specimen.

6. Concluding Remarks

Most of the tests were conducted at low
stresses, and all were shifted along the strain
axis after a straight line was fitted to the data.
The scatter appearing in Figure 11 is large, but
this is a very small specimen. The average
Young’s modulus is 151 GPa and the standard
deviation is 16.3 GPa. The coefficient of
variation is 11% which is quite a bit higher than
the less than one would expect from similar
measurements on large metal specimens. There
was no significant difference between the
average loading value (150 GPa) and the
unloading value (151 GPa).

It is important to measure strain directly on specimens, rather than inferring it from
overall displacements or deflections. The techniques and procedures presented here have
proved very effective in the study of the thin-film polysilicon that is widely used in
MEMS. Such methods are clearly applicable to the mechanical property measurements of
other thin, small, or fragile materials.
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1. Abstract

Optical strain gages were developed in 1960s and have many advantages over resistance
strain gages. For instance, they are noncontacting, have extremely short gage lengths, and
can be used to measure large strains. The interferometric strain rosettes are extended from
the interferometric strain gages and have recently been developed to measure residual
stresses. The technique is quantitative and is expected to be an accurate method of
residual stress measurement. The method can potentially resolve many challenging
problems which may not be tackled by any other means.

2. Introduction

Residual stresses exist in a solid body free from external forces and constraints. They are
frequently induced during fabrication operations, such as casting, rolling, welding,
stamping and forging. Traditional methods employed for determining residual stresses
include hole-drilling, in which the strains relieved by the hole are measured with a
resistance strain rosette (Kobayashi, 1993). However, the method has several drawbacks
such as being destructive to test objects, attachment requirement to a surface area, and
high costs incurred for mounting a rosette, installing a milling guide and gathering data.
Nondestructive methods such as X-ray diffraction, ultrasonic and magnetic methods are
all highly sensitive to microstructure properties such as texture, working hardening and
grain size (Lu et al, 1995). The methods remain semi-quantitative and are only useful for
comparative measurements. Recently there has been considerable interest in using optical
methods such as moiré, holographic and speckle interferometric methods in
measurements of residual stresses (McDonach et al, 1983, Nicoletto, 1991, Dai et al,
1996, Wang and Chiang, 1997, Perry et al, 1997, Nelson et al, 1994, Hung et al, 1996,
Antonov, 1983, Goncalves et al, 1996). Some of the limitations of conventional methods
can be overcome by using optical methods which are noncontacting and don’t require
center-hole drilling. However, application of the moiré method can be time consuming
and is limited to flat objects (Post et al, 1994). The holographic interferometry method
requires strict vibration isolation (Vest, 1976) and thus is not well suited for industrial
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settings. Most full-field optical methods require either flat surfaces or rather strict
vibration isolation.

In contrast to the full-field optical methods, optical strain gages were developed to
measure strain components on one location of a material surface. Grating diffraction
strain gage was developed to measure dynamic strains (Bell, 1956; Valle, Cottron and
Largarde, 1996), and the diffiactographic strain gage was based on laser diffraction from
the gap between two blades attached to a specimen surface (Pryor and North, 1971). The
interferometric strain/displacement gage technique (ISDG) was based on interference of
laser reflected from two grooves (Sharpe, 1968). The interferometric strain rosette
technique (ISR) (Li, 1995) was recently extended from the ISDG. Compared with
resistance strain rosettes (Dally and Riley, 1991), the ISR is quantitative in nature and has
high accuracy for measurements of three strain components. In addition, the ISR
possesses a few advantages over resistance strain rosettes. For instance, the ISR has been
developed to measure out-of-plane displacement derivatives (Li, 1996) and has a high
frequency response to measure vibrations (Li, 1997a). Both the ISDG and ISR have
extremely short gage lengths on the order of 100 micrometers so that localized strains can
be measured. In fact, the ISDG has been used to measure displacements and strains in
miniature specimens (LaVan and Sharpe, 1997).

3. Principle of Residual Stress Measurement by ISR

An ISR consists of three micro-indentations and may have the configurations of delta and
rectangular rosettes. Fig. 1 shows a typical 60° ISR which has a delta configuration. Fig. 2
shows a typical 45° ISR which has a rectangular configuration. Three in-plane strains in
the separating directions of the indentations can be measured. For instance, a 60° ISR can
measure normal strains in the directions of 0, 60 and 120 degrees. A 45° rosette can
measure normal strains in the directions correlation with 0, 90, and 135 degrees.

Fig. 1 The schematic diagram of a 60° ISR Fig. 2 The schematic diagram of a 45° ISR

The ISR may be used in conjunction with the hole-drilling method or ring-core method to
measure residual stresses. Three micro indentations of an ISR are depressed on the
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surface of an evaluated object. When a micro-hole or a ring core is drilled near an ISR,
the residual stresses at the location of an ISR are released. The released stresses cause
strains between the three indentations. The relieved strains are measured by the ISR and
are used to calculate residual stresses.

3.1 RING-CORE METHOD

The basis for ring-core method is to completely remove a ring of the material around an
ISR. When a ring-core is cut around a 60° ISR, the measured strains are in the directions
of 0, 60 and 120 degrees, namely, ε0 ε60 and ε120 . Then the three strain components εx ε y
and γ xy  are calculated by using strain transformation equations as follows:

(1)

Similarly, the strain components can be calculated from the measurements of a 45° ISR
by using strain transformation equations. The relieved residual stresses can be calculated
by using Hooke’s law.

(2)

where E is Young’s modulus, ν is Poisson’s ratio, σy and σx are normal stresses, and τxy
is shear stress.

It is assumed that the residual stresses at the location of the ISR are completed
relieved. The amount of relieved stresses approximately equals to the amount of real
residual stresses. Since the size of the ISR is tiny, the inner diameter of the ring-core can
be made very small that the measurement is highly localized. The cutting process should
be more convenient than that used with a resistance strain rosette.

3.2 HOLE-DRILLING METHOD

A hole can be drilled to relieve residual stresses. In a thin-thickness specimen, a through
hole is drilled. The residual stresses are determined by employing Kirsh’s equations for
an infinite plate subjected to a biaxial stress state (Li, 1997b). In a thick component, a
blind hole is drilled (Li et al, 1997). When the residual stress distribution versus depth is
of concern, an incremental hole drilling process is employed (Tjhung et al, 1998). For
incremental hole-drilling, residual stresses are calculated from the measured strains by
employing either calibrated coefficients or finite element methods.

The method of material removal may also be done using other techniques. For
example, chemical etching technique may be used to remove layers of materials to study
the distribution of the residual stresses with depth. The chemical environment should not
interfere with the ISR in contrast to the case of a resistance strain rosette.
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4. Two-step Measurement Program and Evaluation Tests

A movable ISR system was constructed. It contains an 8-mw He-Ne laser and six
photodiode sensors. The direction and distance between sensors are adjustable. The
system is vertical and may be set up in front of any machine for testing purposes.
Traditionally, the ISR system is was used for real-time measurements. When the
specimen is loaded, the ISR records the strain increment for each step of loading. The
total strain value is an accumulation of the increments in real time.

When the ISR is used to measure residual stress, a two-step measurement
procedure must be developed for taking two sets of data separately. An IBM computer is
programmed to record the two measurements and calculate the strain incurred between
the two steps of measurements.

To evaluate the measurement procedure and the computer program, various
tensile/compressive tests are conducted on a bar specimen. The dimensions of the
specimen are: thickness =3.175mm, width=51.2 mm, Length =300mm. The material
properties of the specimen are recorded in TABLE 1.

E
70 GPa

TABLE 1: Material properties of aluminum 6061
G v σy

26 GPa 0.33 270MPa
σu
310MPa

The ISR movable system is set up at a distance of 44 cm from the specimen. The gage
length of the ISR is 250 micrometers. The first group of tests are the so called “zero-shift”
tests. When the applied load is zero, two-step measurements are taken within a few
minutes. Theoretically, there is zero strain in the specimen and the program should output
zero readings. But in real experiments, nonzero strains were recorded. The strain
components in x-y coordinates along the transverse and axial directions of the bar are
calculated by using equation (1) and shown in TABLE 2. The maximum shift of strain
readings between the two steps of measurements is about 7 microstrains. The maximum
difference for the stresses calculated from the strains is 0.7 MPa. These nonzero results
may be due to the sensitivity of the electrical-optical system to its environment.

Test #

Test 1
Test 2
Test 3
Test 4
Test 5
Test 6
Test 7
Test 8
max value

TABLE 2: Two step measurements of strain and stress by the ISR at zero load

Axial  strain, Transverse Shear strain, Axial stress, Transverse Shear
εy(µε) strain, γ (µε) σy (MPa) stress, stress,

εx(µε) σ x(MPa)
–1.66 –0.31 3.56

τ (MPa)
–0.14 –0.68 0.09

4.08 1.47 –5.38 0.28 0.097 –0.15
4.28 –0.1 –0.52 0.33 0.10 –0.013
–0.33 –1.34 1.56 –0.11 –0.06 0.04
4.28 –0.10 –0.52 0.33 0.10 –0.013
1.2 0.34 1.17 0.10 0.057 –0.03
2.42 1.51 1.61 0.23 0.18 0.04
–0.66 –2.76 –6.25 –0.23 –0.12 –0.16
5 3 7 0.4 0.7 0.2
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Theory

TABLE 3: The comparison of the results of the ISR measurements with that of the calculation and the
resistance strain gage measurements.

The second group of tests apply loads to the bar. Two-step measurements are conducted
before and after a load is applied. The stress and strain between zero and the applied load
can be calculated from the theory of uniaxial loading. The measured strains by the ISR
agree well with the results of the calculation and resistance strain gages in TABLE 3 and
Figure 3. The maximum relative difference of the axial strain is 6% between the ISR data
and the calculated strains.

Axial strains , εy  (µε ) Transverse strains, εx  (µε )

Test σ y  (MPa) Theory ISR Strain Gage Difference Theory ISR Difference

#
between between
ISR & Theory ISR & Theory

1
2
3
4
5
6
7
8
9

27.64
27.37
–13.96
–16.42
–24.90
–27.37
–35.30
–41.05
–42.69

394.85
390.94
–199.43
–234.57
–355.76
–390.94
–504.32
–586.41
–609.87

385.00
383.11
–201.93
–250.52
–358.09
–381.83
–524.00
–566.77
–583.35

394
409
–213
–249
–376
–408
–529
–592
–611

–9.85
–7.83
–2.50
–15.95
–2.33
9.11
–19.68
19.64
26.52

–130.30
–129.01
65.81
77.41
117.40
129.01
166.42
193.52
201.26

–133.93
–143.53
81.88
100.20
126.07
137.31
208.04
200.49
219.15

–3.63
–14.52
16.07
22.79
8.67
8.30
41.62
6.97
17.89

Figure 3. The plots of the ISR data, the resistance strain gage data and the calculated stress-strain.
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5. Experiments of Residual Stress Measurements by Ring-core and Hole-drilling

Once the two-step measurement procedure is established and evaluated, the ISR method
may be used to measure real residual stresses in manufactured components. For example,
the aluminum 6061 bar specimen used in the above uniaxial tests contains residual
stresses induced during its rolling process. The bar specimen after a heat-treatment is
taken as the test sample of the ISR experiment by using the ring-core method. A cutter is
specially made and hardened. The inner diameter of the cutter is 2.0 mm and the outer
diameter is 4.5 mm. First, a 60° ISR of 250 micrometer gage length was indented on the
surface of the bar specimen. Secondly, the ISR system was set up in the same way as the
previous uniaxial tests. Then the first step of the measurement is done. A milling guide
(model RS-200, Measurement Group, Inc.) was positioned, and a milling rod with a
universal joint connected with a hand-drill was used to cut a ring around the ISR.
Precaution must be taken to avoid any disturbance to the ISR system. The second step of
measurement process was done by measuring the strains relieved during the ring-core
cutting. The results are listed in TABLE 4. Strain components in x-y coordinates along
the transverse and axial directions of the bar are calculated by using equation (1). The
ring has an inner diameter of 2.0 mm and outer diameter of 5.0 mm. The depth of the
cutting is about 2 mm, which is supposedly enough to relieve the residual stresses
completely. The original residual stresses should take the opposite signs of the stress
calculated by using equation (2). In fact, the ring-core cutting relieves positive residual
stresses to get negative strains in the center of the remaining materials. The residual
stresses are recorded in TABLE 4.

TABLE 4: Measurement of residual stresses in the aluminum bar and titanium block by using the ISR and
ring-core cutting method.

Strains (µε) Residual stress (MPa)
Test # ISR strains Strain components

ε6 0 ε0 ε120 εx x

1 –659.4 – 569.0 –508.3 –569.0
ε y y γx y σx x σy y τx y

–588.8 –174.5 94.2 95.9 7.2
2 112.8 155.6 175.3 155.6 140.3 –72 –21.7 –20.6 3.0

The second ring-core cutting experiment was performed on a surface shot-peened
titanium block. The material properties of TA6V are: E=110 GPa and v=0.3. Since the
material was extremely hard, drilling was too difficult to cut more than 0.1 mm in depth.
The inner diameter of the ring-core is 2 mm, and the outer diameter is 4.5 mm. The
strains measured by ISR, the calculated strain components, and the calculated residual
stresses are recorded in the second row of TABLE 4. Since the depth of the drilling is
very shallow, only a small portion of the residual stresses is relieved. The measurement
values should be much smaller than the real values of residual stresses. The measurement
results show that the residual stresses on the surface are compressive, as found by using a
resistance strain rosette reported in a previous paper (Li et al, 1997).

The hole drilling method is under development for residual stress measurements
by the ISR. The size of the hole, and the distance between the center of the hole and the
ISR influence the measurement sensitivity. There is no requirement for a center hole
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drilling. We have applied the ISR to various manufactured samples including aluminum
tubes (Li, 1996), and surface-shot peened titanium alloy blocks (Li et al, 1997). We are
currently applying the method to measure residual stresses in welds (Tjhung et al, 1998).
The ISR results have shown favorable agreement with the results of resistance strain
rosettes. In addition, we are investigating the ISR technique for analyzing and validating
analytical models of simulating casting and quenching processes (Li et al, 1998). The
study aims to optimize the design of the process parameters. As residual stresses are
minimized, distortion during the machining of the materials will be eliminated or
reduced.

6. Conclusions

Following our previous efforts on developing the interferometric strain rosette technique
(ISR), we have extended the method into measurement and evaluation of residual
stresses. The measurement system has been reconstructed as a movable structure. A two-
step measurement procedure and software have been established. The accuracy of the
two-step measurement has been evaluated by the uniaxial tests. The maximum zero shift
was found to be 7 microstrains, and the difference between the theoretical and
measurement results is less than 6%. Ring-core and hole-drilling methods are under
development for use with the ISR technique. The feasibility of the two methods has been
verified. The applicability is being studied and evaluated on various manufactured
samples. The ISR has the potential to be developed as an accurate method of residual
stress evaluation. The deployment of the method will enable resolution of many
challenging problems in mechanics and industry.
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Abstract

The spectral analysis of grating allows, for static loading, the direct measurement of
local strains at the surface of a body. This grating analysis is achieved by two ways
(optical diffraction phenomenon or numerical Fourier transform) in order to determine
at each step of load pitches and orientations of crossed grating. Our purpose is to extend
this strain measurement method to investigate dynamic problems. The grating
interrogation is performed using optical diffraction of a laser beam with an oblique
incidence. In order to separate the diffracted beams during the dynamic event, we
associate with each strain state a specific angle of the incident laser beam. This
procedure allows to record 23 strain states at a maximum frequency equal to 1 MHz.
The diffracted spots can be stored by two ways (film and CCD camera) and their
analysis gives a strain sensitivity of 2.10 - 4 .

1. Introduction

The measurement of mechanical quantities without contact, without destruction of the
specimen or in hostile environment can be achieved by optical investigations. The grid
method [1], one of these, allows one to determine the magnitude and the orientation of
the principal strain as well as the rigid body rotation [2]. This is achieved by the
comparison between the geometry of a deformed crossed grating (pitch and orientation
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of each direction of grating) with the geometry of the same grating in the initial state.
The analysis of the grating is obtained for static investigations by an optical Fourier
transform or a numerical one [3][4]. This method is performed for the measurement of
small and large strains with a sensitivity comparable to the one obtained by strain gauge
[5].

Investigations of dynamic problems from grating analysis have been performed [6]
few decades ago. The easy use of laser and the recent development of numerical tools
like the CCD camera allows the construction, of accurate and simple experimental
devices. This new method is based on an interrogation of a crossed grating from
diffraction phenomena under oblique incidence.

2. recording and analysis device

2.1. OBLIQUE DIFFRACTION PHENOMENON

By associating with each strain state a specific angle of the incident laser beam, we can
separate the diffracted beams during the dynamic event. We have so to take account of
the diffraction phenomenon in oblique incidence [7]. Figure 1 shows the oblique
diffraction phenomenon for an uni-directional grating of pitch p analysed on reflection
by a laser beam.

Figure 1 : Oblique diffraction of a laser beam from an uni-directional grating

Figure 2 shows the geometrical distribution of the diffracted spots (experimentally
realised with an oblique incidence of α=30°) given by a crossed grating.
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Figure 2 : Photography realised from the diffraction in oblique incidence of a laser beam through a crossed
grating

The recording and the localisation of +1, 0 and -1 orders of diffraction give not only
the 4 geometrical characteristics of the crossed grating, but also the 2 angular positions
and the 3 components of the position of the measurement base. The comparison of these
9 parameters with the quantities in the initial state gives the strain tensor, the rigid body
rotation and the rigid body displacement [8].

2.2. RECORDING DEVICE

The variation of the orientation of the incident laser beam is experimentally achieved by
the use of acousto-optics deflectors [9][10] (Figure 3 and Figure 4). These elements
allow the recording of 23 sequential measurements during the dynamic event at a
maximum frequency near 1 MHz.

An acousto-optic shutter controls exposure time equal to 30 ns and an optical
element constituted of 48 mirrors permits the movement of each beam in the direction
of the measurement base.

A study of the optical efficiency of this experimental device shows that the use of a
recording film of 400 ASA sensitivity or a direct recording on CCD camera with a
250 mW laser power gives a minimum exposure time equal to 0.1 µs. This value, ten
percent of the maximum frame rate, is sufficient to provide instantaneous
measurements.

Under these conditions, the developed device can be applied for strain measurement
during a dynamic loading of a minimal duration equal to 23 µs.
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Figure 3 : Schema of the optical recording device

Figure 4 : Photography of the optical recording device

The small dimension of this recording device, about 300x500x200 mm3, allows the
use of this technique on most experimental or industrial sites.

2.3. STORAGE ON PHOTOGRAPHIC FILM

For a photographic storage of the diffraction picture we replace the screen of the Figure
3 by a 9x12 cm photographic film (400 ASA). An adapted analysis device has been
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developed to determine the position of the 115 spots (5 orders of diffraction x 23 states
of loading) recorded on the photographic film. This device consists of a XY
displacement table (Figure 5) with 10 µm sensitivity for moving the film, and a CCD
camera for the acquisition of the spots.

Figure 5 : Experimental device for photographic film analysis

First we create a XY file containing the position of the spots obtained by a global
analysis of the film. This analysis is achieved by mounting a photographic lens on the
CCD camera. Then, we use the XY file to move the film with a motorised displacement
table; The-diffraction picture is then analysed spot by spot mounting a microscope lens
on the CCD camera. In this way, we virtually multiply the number of pixels of the CCD
camera (1024x1024 pixels to 8000x8000 pixels with 10 µm resolution of the XY
displacement). After 10 minutes of photographic film analysis, we obtain a strain
sensitivity of approximately 2.10

- 4
.

The maximum strain rate depends. on the strain sensitivity and on the minimum
exposure time;it is obtained by- dividing the strain sensitivity by the exposure time. For
example, a dynamic event analysed with a sensitivity of 2.10- 4  and an exposure time of
0.1 µs is sufficient for a maximum strain rate of 2000 s- 1 . We can analyse a higher strain
rate of 20000 s- 1  if the strain sensitivity is equal to 2.10- 3 .

2.4. DIRECT STORAGE ON CCD CAMERA

For a CCD storage of the diffraction picture we replace the screen of the Figure 3 by a
CCD camera with 1024x1024 pixels on 10 bits. The storage of the diffracted spots is
obtained by synchronisation of the CCD camera acquisition with the dynamic loading.
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This device is simpler, but the pitch of the CCD grid (larger than the film grain) induces
a smaller strain sensitivity. In our case the strain sensitivity reaches to 10- 3 .

The optical efficiency of this experimental device gives the same performances as
the first (20 µs of minimum loading time with 0.1 µs of exposure time and 250 mW of
laser power). The maximum strain rate is equal to 10000 s - 1 .

3. Tests

For all the experimental investigations, the diameter of the measurement base is about
1 mm. The crossed grating is realised by a replication technique [11] and the density is
200 lines per millimetre. The tests are realised with a CCD camera with
1024x1024 pixels for the direct technique and a 400 ASA film of 9x12 cm for the
photographic one. On our figures, we compare the optically measured strain with that
obtained by a classical extensometry using a strain gauge.

3.1. PHOTOGRAPHIC RECORDING

We give (Figure 6) a compression test using the impact of a mass on the mobile grip
supporting the specimen. The storage of the optical data is realised on a photographic
film. For this impact of 600 µs duration, we chose the frame rate equal to 35 kHz and an
exposure time of 2.8 µs.

Figure 6 : Dynamic compression test with photographic acquisition
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3.2. CCD CAMERA RECORDING

Figure 7 shows a compression test performing with a Hopkinson bar loading. We have
adjusted the framing rate to 1 MHz according to the duration of the loading (20 µs). In
this test, the exposure time is 10% of the framing rate (0.1 µs).

Figure 7 : Dynamic compression test with CCD acquisition.

These two dynamic tests give a good idea of the performance of this method. The
agreement between longitudinal strains optically determined and classically measured
demonstrates the efficiency of the method.

4. Conclusion

This measurement method performed by an interrogation of the grating using the optical
diffraction with an oblique incidence allows one to determine not only the strain tensor
given by the optical diffraction in normal incidence, but also the six rigid motions of a
measurement base of 1 mm.

The use of acousto-optic components allows one to separate the information easily
during a dynamic or a static loading [12], and to record 23 states of the specimen at up
to 1,000,000 frames per second.

The recording of the diffraction image can be achieved in two ways : the acquisition
on a photographic film analysed by a specific device composed of a digital image
processing using a CCD camera, or the direct acquisition on a CCD camera. These two
procedures accomodate different strain sensitivities and maximum strain rates.
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The direct determination of strains without any contact is well adapted to the
analysis of impact loadings with the measurement directly obtained from the specimen,
to the study of behaviour laws in static and dynamic loading, or to the control of
structures in vibratory regimes.
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HIGH SPEED MEASUREMENT OF DISCONTINUOUS

SURFACE PROFILES
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Abstract. The measurement of surface profile by projecting phase-stepped fringe
patterns at an angle to the observation direction is well known. Ambiguous range data
results, however, when the object has discontinuities in its profile. The ambiguities can
be prevented by projecting fringes of varying spatial frequency. In this paper we describe
an approach which combines high accuracy and reliability. The spatial frequency is
reduced exponentially from the maximum value. The sequence of phase values at a given
pixel is then unwrapped independently of the other image pixels, and all the intermediate
phase values contribute in a least squares sense to the final range estimate for the pixel.
The algorithm has been implemented on a pipeline image processing system. The fringe
patterns are projected at 30 frames s- 1  using a high resolution data projector. Images are
acquired and analysed in real time, at the same framing rate. A total acquisition and
processing time of 0.75 s has been achieved for a maximum spatial frequency of 16
fringes across the field of view.

1. Introduction

Projected fringes have been used over many years for measuring surface profiles [1-3].
The fringes are usually created by imaging a fixed or programmable mask, having a
sinusoidal density profile, onto the object. Interference patterns from a coherent light
source can also be used, resulting in an extended depth of field, but with more speckle
noise and greater sensitivity to environmental disturbance. If the projection direction is
different from the observation direction, the phase distribution of the measured fringe
pattern includes information on the surface height profile of the object.

The fringe phase distribution is normally calculated from the images either by
Fourier transformation or by phase-stepping of the fringe patterns. Both methods result
in phase maps which are wrapped onto the range –π to +π. When the object surface is
continuous, the phase map can be unwrapped (i.e. the 2π phase discontinuities removed)
by a spatial comparison of neighbouring pixels. When the object has surface
discontinuties, however, this process will fail and it then becomes necessary to project
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fringe patterns of varying spatial frequency [4-8]. The resulting sequence of phase values
at each pixel can be unwrapped over time (“temporal phase unwrapping”) to give an
absolute phase value independent of the other pixels in the image.

In this paper we describe an optimised version of this approach in which the
fringe spatial frequency is reduced from a maximum value down to zero by an
exponentially growing decrement[9,10]. Intermediate phase values are included in a least
squares sense to reduce the random errors in the calculated range values. The so-called
“reversed exponential” algorithm has been implemented on a pipeline image processor
with the aim of calculating range data at rates in excess of 105  coordinates s - 1 . The
system hardware and preliminary results are described in section 3.

2. Temporal phase unwrapping: reversed exponential method

Figure 1 shows the standard set up used for shape measurement by projected fringes. The
projector fills a region of space with a three-dimensional sinusoidal intensity
distribution. The fringe normals are assumed to lie in the plane of the page. To apply
the “forward exponential” temporal unwrapping method, the fringe spatial frequency is
increased exponentially over time. Initially (t = 1), a single fringe is projected, so that
the fringe phase ranges from -π on one side to +π on the other side of the field of view.
For subsequent measurements (t = 2,4,8…s) the number of fringes is set equal to t so
that the phase range increases to (-tπ, tπ). For each t value, a number (typically 4) of
phase-stepped images, I(k,t) (where k = 1,2,3,4 for the four frame algorithm), is
acquired. The situation depicted in Figure 1 corresponds to the case t = 2.

The phase change ∆Φ w (i, j) occurring at a given pixel due to a change in
fringe frequency from t= i to t= j is calculated from the two sets of intensity values
using the formula:

(1)

where

(2)

and

(3)

The phase values calculated by Eqn, (2) lie in the range (-π, π) and therefore the
incremental phase changes calculated by Eqn. (1) lie in the range (-2π, 2π). It is
convenient to rewrap these back into the range (-π, π) using the unwrapping operator
U{Φ1 , Φ 2}:
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where

(4)

(5)

and NINT[…] denotes rounding to the nearest integer. The subscript w denotes a wrapped
phase value (i.e., one lying in the range (-π, π)), and subscript u will be used to denote
an unwrapped phase value (i.e., adjusted by addition of the correct integral multiple of
2π).

The sequence of measured phase values, for a pixel receiving light from a
scattering point on plane P of Figure 1, is illustrated in Figure 2(a). ∆Φ w (1, 0) and
∆ Φ w (2, 1) are both equal to the corresponding unwrapped phase changes, because in
each case the number of projected fringes is increased by just one, and they can therefore
be added to give ∆Φ u (2, 0). ∆Φ w (4, 2) will in general contain phase wraps, but can be
unwrapped by noting that ∆ Φ u (4, 2) should be equal to ∆ Φ u (2, 0). The sum
∆Φ u (4, 2) and ∆Φ u (2, 0) then results in ∆Φ u (4, 0). This process can be repeated with
an exponentially growing sequence of fringe densities. The final unwrapped phase value,
Ψ, then defines the plane on which the scattering point lies.

The accuracy of the range value can, however, be improved by least squares
fitting a line to the phase values. The gradient ω, rather than the unwrapped value Ψ, is
used to define the plane on which the scattering point lies. The problem with the
forward exponential sequence is that most of the phase values lie at the low-t end of the
Φ -t graph. Low t values do not provide reliable estimates of the gradient, and so do not
contribute significantly to the least-squares fit. However, the algorithm can be modified
by starting at the maximum fringe density (t = s), and reducing the number of fringes by
1,2,4,8…s/2. This ensures that the measured phase values are now clustered at the high- t
end of the Φ -t graph. The least-squares estimator for ω is given by[9,10]

(6)

and the standard deviation of the range value is reduced by a factor of approximately
√ log 2 s , compared with that from the basic temporal unwrapping algorithm.

3. Real-time implentation of reversed exponential algorithm

A commercial pipeline processing system has been used to implement the reversed
exponential algorithm in real-time. The Datacube MaxTD system consists of two
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MaxVideo250 image processing boards with the addition of one Advanced Processor
module.

During the initialisation period a lookup table (LUT) is created which contains
the projected fringe pattern data. Each row of the LUT can be expanded at run-time using
the pipeline hardware to create a complete projection image as illustrated in Figure 3.
Hence, a reversed exponential sequence of phase stepped images starting with 16 fringes
(ie. t=16, 15, 14, 12, 8) requires a LUT with 20 rows of pixel data. In this way
projected images are generated at a rate of 30 frames s- 1  and projected onto the test object
using a Proxima DLP SVGA projector.

A digital CCD camera (EEV16) is sychronised to the projector and acquires the
intensity maps into virtual surface image memories (VSIM) on the MaxVideo boards.
Multi-buffering of the dual-ported memories is employed to allow the data to be
processed during the acquisition period. Hence, at any given time during the experiment
four operations occur in parallel: (i) generation of the fringe pattern image; (ii) transfer
of the fringe pattern image to the projector; (iii) acquisition of the intensity map from
the camera; and (iv) processing the acquired data.

Implementing the processing algorithm using pipeline processing hardware
dictates that the arithmetic is performed using fixed point arithmetic. Furthermore the
intermediate results that are stored on VSIMs must have 8 or 16 bit resolution to make
efficient use of available resources so some rounding of results is inevitable. The
propagation of these errors has been minimised by scaling all intermediate values such
that the full dynamic range of the register stores are utilised.

The processing algorithm can be divided into four sections as illustrated in
Figure 4, each of which can be performed in one frame period. Hence, the updated phase
gradient estimate (ω) is computed every four frame periods which corresponds to the
time taken for one acquisition cycle. The first step computes a 16 bit wrapped phase
value (Φ w) from the acquired 8 bit intensity maps (I(1,t)..I(4,t )) according to equation
(2). The intermediate results (∆ I 42  and ∆ I 13 ) are rounded to 8 bits and used as inputs to a
16 bit x 16 bit LUT which performs the atan2() function. The second step derives the
change in wrapped phase (∆Φw ) according to equation (1) and generates the unwrapped
phase using a running sum of unwrapped phase value (ΣΦu ). Step 3 then adds the new
unwrapped phase value to the running total. Step 4 updates the running phase gradient
estimate ω with a weighted sum of the unwrapped phase value.

The final stage is the calculation of a surface height value from each ω value.
This is done using pre-determined values of calibration constants following the
procedure described in [6].

4. Results

Figures 5 and 6 show results obtained from a test object containing surface steps.
Figure 5 is the wrapped phase map from the highest fringe density (16 fringes across the
field of view). From this map alone it is impossible to determine the relative heights of
the surface steps. In addition, holes and shadowed regions would cause difficulties for
most spatial unwrapping algorithms. A reversed exponential sequence with a maximum
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of 16 fringes was used to illuminate the sample. A projection and acquisition rate of 30
frames s- 1 was employed, with the resulting (512x508) depth matrix available in 0.75 s.
This is shown as a surface plot in Figure 6. Despite the problem areas the profile is
reconstructed correctly in the regions where valid data is available. Shadowed regions are
detected automatically by thresholding a modulation map so as to create a binary mask.
The mask is generated at run time and can be toggled on or off as required by the user.

5. Conclusions

When measuring surface profile by the method of phase-shifted projected fringes, the use
of fringes of varying pitch combined with temporal phase unwrapping allows unique
range data to be calculated at each camera pixel. The optimal approach described in the
paper involves decreasing the number of fringes exponentially to zero from the
maximum value, s. This method combines a superior unwrapping reliability, a
reduction in data acquisition and processing time by a factor (log2s)/s and a decrease in
measurement error of √log 2 s , compared with the basic temporal unwrapping method
(in which the number of fringes increases linearly from 1 to s). It is the most
appropriate of the methods in situations where the emphasis is on achieving a high
measurement speed with reasonable accuracy.

A shape measurement system has been built based on this algorithm in which
fringe patterns are projected, and images acquired at 30 frames s-1 . The images are
analysed in real time on a pipeline processor. The entire process of projecting the
patterns, acquiring the images, calculating and unwrapping the phase maps, generating
the valid-data mask, performing the least squares fitting along the time axis, and
converting the data to height values takes under 0.8 s for ca. 250,000 coordinates. Depth
measurement accuracies of ca. 1 part in 1500 have been achieved to date with the current
fringe density of 16 across the field of view. Such a system is likely to find application
in areas such as high speed quality control and robot vision systems.
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Figure 1. Set-up used to measure the surface shape of an object within the measurement volume. The

dashed line is the cross-section through plane P referred to in the text.

Figure 2. Time-varying unwrapped phase for a given pixel: forward and reversed exponential methods (a)

and (b), respectively.
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Figure 3. Pipeline processing hardware generates each fringe pattern image from one row of the LUT.

Figure 4. Pipeline image processing operations for the four steps referred to in section 3.
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Figure 5. Wrapped phase map for a plate with surface steps. Black and white represent phase values of - π
and +π, respectively.

Figure 6. Surface profile for the plate shown in Figure 5 as measured by the high speed system described in

this paper. Units for the axes are mm.



TRANSIENT STRESS ANALYSIS UNDER LOW VELOCITY

IMPACT BY WHITE LIGHT PHOTOVISCOELASTIC
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Abstract. This paper discusses a new method for determining fringe order
and the principal direction of birefringence from a single image in practical
photoviscoelastic analysis. Using an elliptically polarized white light and
color image processing, fringe pattern at each instant is analyzed from three
monochromatic images obtained with a single shot. It will be emphasized
that no repetition of experiment under the same condition nor multiple
images acquisition is necessary, which is usually adopted in the current
techniques. An example problem in the case of a plate subjected to low
velocity impact is successfully analyzed by use of the method proposed,
then the time variation of stress around the point of impact is traced taking
the constitutive equations of photoviscoelasticity into account.

1 .  I n t r o d u c t i o n

From the viewpoint of experimental analysis of time-dependent stress and
strain in a viscoelastic material, photoviscoelastic technique [1–4] is a very
useful tool. In the currently available fringe analysis techniques such as
phase-shifting methods with a monochromatic light [5,6], multiple images
are inevitably required to determine both fringe order and the principal
direction of birefringence. Namely, multiple measurements are required as-
suming the same stress and strain state involving their history could arise
under repeated experiments. Thus, the current techniques cannot be ap-
plied to the problems in which the good repeatability of experiment is not
expected. In order to analyze stresses in a viscoelastic body, it is required to
determine both of fringe order and the principal direction of birefringence
from an image data obtained with a single shot at each instant.

The objective of this study is to develop a method, using photoviscoelas-
tic technique, for studying time-variant stress distributions. In the previous
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paper, the authors [7] have proposed a photoelastic method for determining
both fringe order and the principal direction of birefringence from a single
color image using an elliptically polarized white light. Applying the method
proposed to sequential color photoviscoelastic image data, time-dependent
fringe order and the principal direction of birefringence distributions at
each instant can be determined, and the following time-dependent stress
and strain analysis can be performed using the constitutive equations of
photoviscoelasticity. In this paper, the theory of the proposed fringe anal-
ysis method is described briefly. Then, the successful application of the
method to a photoviscoelastic analysis is demonstrated in the case of a
plate subjected to low velocity impact.

2 .  Opt i ca l  Cons t i tu t ive  Equat ions  o f  Photov i s coe la s t i c i t y

In two-dimensional linearly photoviscoelastic analysis, the time-dependent
differences of principal stresses σ 1( t ) – σ 2 ( t ) and strains ε 1 ( t ) – ε 2( t ) as
well as the angle β (t ) of the principal stress direction and the angle γ( t ) of
the principal strain direction can be calculated by measuring isochromatic
fringe order per unit thickness of a specimen n ( t ) = N (t ) / h (where h is the
thickness of the specimen) and the principal direction of birefringence α (t)
which change with time t. The 2-D photoviscoelastic constitutive relations
are expressed by the following equations [2–4].

(1)

(2)

(3)

(4)

where denotes the inverse relaxation stress-birefringence coefficient
and is the inverse creep strain-birefringence coefficient, which are
material properties and must be measured and determined beforehand.
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Figure 1. Arrangement of the optical elements.

3 .  Fr inge  Ana lys i s  Us ing  E l l ip t i ca l ly  Po lar i zed  Whi te  L ight

3.1. FRINGE ORDER DETERMINATION

When a color CCD camera is used to record fringe pattern with white light,
a digitized color image data consists of three monochromatic images cor-
responding to the three primary colors, i.e., red, green and blue, and each
of three monochromatic images has its own intensity level and distribu-
tion. The brightness distribution of the photoviscoelastic image through a
polariscope arranged as shown in Figure 1 is expressed as [7]

(5)

where I 0  (= I 0 (λ)) expresses the spectral distribution of the light used,
i = r, g, b denotes red, green and blue colors, λ i 1 and λ i 2 are the lower
and upper limits of the spectrum of the filters in the camera, Fi ( = Fi( λ ) ) ,
the spectral responses of the red, green and blue filters, δ, retardation, α ,
the principal direction of birefringence, ε, the quarter-wave plate error [8],
respectively.

By comparing the light intensity values at each data point with the
corresponding values in a calibration table which connects fringe order with
the light intensity values, fringe order can be determined in a good accuracy.
Different from the data-base-search method proposed by Ajovalasit et al.
[9], to eliminate the effect of the principal direction of birefringence α of the
image data, the gray levels have to be normalized before comparing these
values from the model and the calibration table in the proposed method.
Fringe order can be determined by means of an error function Ej  a s

(6)
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where R m , G m and B m  are the digitized values of light intensities Ir , I g
and I b , i.e., the gray levels of a image data at each point, and R j , G j and
B j are also digitized in the calibration table, respectively. X m and X j a r e
the sum of the intensity levels, i.e.,

X m = R m + G m + B m , X j = R j + G j  + B j (7)

Fringe order at a point can be determined by searching index j w h i c h
minimize the error function E j . If the variation of the fringe order in the
calibration beam is linear and the first pixel of the calibration table could
be zero fringe order, the fringe order N j corresponding to the pixel index j
is expressed as [9]

(8)

where N m is the maximum fringe order in the calibration table and jm  is
the number of the values stored in the calibration table.

3.2. PRINCIPAL DIRECTION OF BIREFRINGENCE DETERMINATION

If the retardation error ε could be treated as a constant for each color,
Equation (5) can be rewritten as

I i = Y i · Z i (9)

where

(10)

(11)

Here, ε i represents the retardation errors of the quarter-wave plates at the
center wavelengths of the spectrums captured by each sensor in the color
camera. In the following, Equation (9) is adopted for the calculation of the
principal direction of birefringence.

The value of Equation (11) can be obtained from the digitized intensity
values in the calibration table if the calibration test is performed with
the polarization angle 0 rad. Thus, using the light intensity values in the
calibration table, the following equation is derived [7].

(12)

where R t , G t and B t are the gray levels stored in the calibration table,
i.e., they are corresponding to Equation (11). Equation (12) is a non-linear
equation with respect to the principal direction of birefringence α. T h e
value of α can be obtained by solving Equation (12), numerically.
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Figure 2. Master curves of and of the material.

Figure 3. Calibration table (Gray level distributions of the calibration beam).

4 .  Mater ia l  Proper t i e s  and  Exper imenta l  Procedure

The material used in this study is a polyurethane rubber [2]. This mate-
rial is linearly viscoelastic, thermorheologically simple and birefringent, and
exhibits excellent light transmission properties. Its glass transition temper-
ature was measured as Tg = 223 K. Figure 2 shows the photoviscoelastic
characteristics of the material, i.e., the master curves of the inverse relax-
ation stress-birefringence coefficient and the inverse creep strain-
birefringence coefficient Details of the experimental procedure for
determining photoviscoelastic coefficients are given in Ref [1].

The calibration test to make up the calibration table linking the digi-
tized light intensity levels with fringe order was performed using a beam
specimen made of the same material (polyurethane rubber). A beam spec-
imen, 40 mm height, 140 mm width and 10 mm thickness, was subjected
to a tension-bending load. The color fringe pattern around the center of



174 S. YONEYAMA AND M. TAKASHI

Figure 4. Series of 6 consecutive photoviscoelastic fringe patterns; camera speed—1000
frames per sec (Note that these are color images).

Figure 5. An example set of the distributions of fringe order and the principal direction
of birefringence.

the beam was acquired and the light intensity levels at each pixel along
the transverse section of the calibration beam were stored in an ascending
order array with fringe order for the wavelength 546 nm as the calibration
table, as shown in Figure 3.

A plate specimen made of polyurethane rubber, 150 mm width, 50 mm
height and 10 mm thickness, was subjected to low velocity impact of 1.64
kg disk type weight falling from a height of 10 mm. The photoviscoelas-
tic fringe patterns were recorded by a color video camera operated at a
speed of 1000 frames per sec. The constant temperature T = 237 K was
carefully maintained during the whole experiment within ±0.5 K. At this
temperature the material shows a remarkably viscoelastic behavior.

5 .  Resu l t s  and  Di scuss ion

Figure 4 shows the first 6 frames of the photoviscoelastic fringe pattern.
Note that the color images are expressed by gray levels, here. The attenua-
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Figure 6. Time variations of the fringe order and the principal direction of birefringence.

Figure 7. Time variations of the differences of principal stresses and strains, and their
directions

tion of fringes due to the ellipticity of the light used is obviously seen. The
fringe patterns look significantly different from static ones [10] or Hertz
elastic contact [11] where maximum fringes appear inside a specimen. The
distributions of the fringe order and the principal direction of birefringence
at each instant were determined by the method proposed. Figure 5 shows
an example set of the distributions of the fringe order and the principal
direction of birefringence. Here, the values are expressed in 10 steps con-
tour maps. Figure 6 shows the time variations of the fringe order and the
principal direction of birefringence at an example point Q shown in this
figure. The principal direction of birefringence varies with time reflecting
the nonproportional loading condition. The time variations of the differ-
ences of the principal stresses and strains as well as their directions were
calculated using the optical constitutive equations of photoviscoelasticity
as shown in Figure 7. Reflecting the viscoelastic properties of the material,
not only σ 1 ( t ) – σ 2 ( t ) and ε 1 ( t ) – ε 2 ( t ) but β (t ) and γ (t ) show different
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time variations each other.

6 .  C o n c l u d i n g  R e m a r k s

This study discussed a new method for determining fringe order and the
principal direction of birefringence from a single image using an elliptically
polarized white light and color image processing for practical photovis-
coelastic analysis. Using the method proposed, the time variation of fringe
order and the principal direction of birefringence in a plate subjected to
low velocity impact were determined without the repetition of experiment.
Also, the time variations of the differences of the principal stresses and
strains as well as their directions were evaluated using the optical consti-
tutive equations of photoviscoelasticity.

It is pointed out that time-varying problems in which good repeatability
of experiments is not expected can be analyzed by the method proposed.
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Abstract

Before the milestone work of Leedertz in 1970 coherent speckles generated from a laser
illuminated object are considered noise to be eliminated or minimized. Leedertz shows
that coherent speckles are actually information carriers. Since then the speckle technique
has found many applications to fields of mechanics, metrology, nondestructive
evaluation and material sciences. Speckles need not be coherent. Artificially created so-
called white light speckles can also be used as information carriers. In this paper we
present two recent developments of speckle technique with applications to
micromechanics problems using SIEM (Speckle Interferometry with Electron
Microscopy), to nondestructive evaluation of crevice corrosion and composite disbond
and vibration of large structures using TADS (Time-Average Digital Specklegraphy).

1. Introduction

Ever since the first paper by Leedertz (1970), speckles are no longer considered noise but
information carrier. Over the past quarter century, various speckle techniques have been
developed for mechanics, metrology and material studies. In this paper we present two
major developments of the speckle technique as applied to micromechanics,
nondestructive evaluation and vibration analysis of large structures.

2. Micromechanics Studies Using Nanospeckles

It is well known that in general the metrological information carried by a speckle pattern
cannot be smaller than the size of speckles. Using optical instruments and visible light,
the smallest speckle that can be generated and recorded cannot be smaller than one half
of the wavelength of the radiation used. To increase the spatial resolution Chiang (1982)
proposed the use of nanospeckles generated by either physical or chemical vapor
deposition process and use electron microscopes to record them. Through the
development of computer aided speckle interferometry technique (CASI) (Chen and
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Chiang, 1993; Chen et al., 1993) a new micromechanics measurement technique called
SIEM (Speckle Interferometry with Electron Microscopy) has been developed (Chiang,
Wang & Lehman, F., 1996). In the following we shall describe some recent applications
of the nanomechanics technique.

2.1. DISTRIBUTION OF MECHANICAL PROPERTY ACROSS HEAT AFFECTED
ZONE OF HSLA80 WELDMENT (WANG & CHIANG, 1998)

Fusion welding is of great importance in the fabrication of engineering structures. Since
a welded joint is often the weakest linkage, the integrity of metallic structures such as
ship or marine platform may hinge upon the integrity of its structural welds. The
performance of a weldment is determined by the microstructure-property relationship.
Typically, the metallurgy of a fusion welded joint can be roughly divided into two major
regions, the fusion zone(FZ) and heat affected zone (HAZ). Due to the complexity of
weld microstructure, the characterization of mechanical properties of a weldment,
especially the HAZ, still remains as one of the most important areas of welding research.
A method for determining the distribution of mechanical property across HAZ by SIEM
is described as below.

Fig. 1 Weldment macrostructure. Fig.2 Specimen geometry

The tested material was a fusion welded plate of high strength low alloy steel
HSLA-80. The weldment macrostructure is shown in Fig.1 . The thickness of HAZ is in
the range of 1.4 to about 2.0 mm. A small coupon specimen was cut along the direction
perpendicular to the heat affected zone. Its dimension and the load of four point bending
are schematically shown in Fig.2. The middle part of the beam containing HAZ was
subjected to pure bending. A nanospeckle pattern was deposited on the surface of the
beam and the SIEM technique was used to map the displacement field under different
loading. Typical patterns of u and v displacement contours are shown in Fig.3.
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Fig.3 u-(right) and v-displacement (left) fields of HAZ under M=2.32 (N,m)

Experimental results indicate that the beam material may be considered as being
transversely isotropic and elastic-perfectly plastic, as schematically shown in Fig.4. From
displacement fields calculated by SIEM and the corresponding strain fields, it was
determined that the assumption of plane-remained-plane assumption was a valid
assumption for the beam. Thus, by using a model of a beam under elastic-plastic bending
we were able to calculate the variation of yield strength σy  and Young’s modulus E as
shown in Figs 5&6, respectively.

Fig.4.Elastic-plastic bending. Fig.5 Distribution of yield strength σy  across HAZ
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Fig.6 Distribution of E across HAZ. Fig.7 Cross section of a NSMD solder ball

2.2. LOCAL THERMAL DEFORMATION FIELD OF A SOLDER JOINT (WANG,
GUO, CHANG & CHIANG, 1998)

A major reliability concern in microelectronics industry is the failure of solder
interconnects in surface mount devices. The failure is usually caused by the thermal
strain due to the mismatch of coefficients of thermal expansion of the solder joint
assembly. Therefore, an accurate assessment of stress and strain distribution in package
structures is essential to product design. Currently, the scale of local joint structures is
continuously being reduced to achieve a higher integration of package. Direct
measurement of mechanical behavior at a dimension smaller than that of a solder ball
presents a challenge to experimentalists. Hybrid method has been suggested to estimate
the strain concentration for individual solder ball with boundary conditions obtained
from measurements using moire or microscopic moire interferometry.(Han and Guo,
1995) With SIEM the detailed strain distribution within a solder joint can be resolved.

Strip specimens with thickness between 1.0mm and 2.0mm were cut from a solder joint
assembly by using a slow speed diamond blade. Their cross section surfaces were
carefully polished and then deposited with speckle particles by vacuum evaporation.
Fig.7 shows the cross section of a solder ball in NSMD (non solder mask defined)
attachment with deposited speckles. Thermal loading was applied by a pyrolytic graphite
heating element inside SEM. Fig.8 shows the u- and v-displacement contour plots
obtained from the thermal loading ∆T=96°C. The difference between neighboring
contour lines is around 0.3 to 0.5µm. From these contour patterns, it is clear that the
largest shear deformation concentrates at the upper-right corner of the solder ball. The
calculated distributions of shear strain Exy  and principal strain E1 also show that bond
lines between solder ball and circuit board are places of potential failures. It is also noted
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that for the particular joint tested, an unfilled gap exists between the solder ball and
circuit board. This manufacturing defect is the primary stress raiser which induces the
strain concentration. Furthermore, large local shear exits at interfaces.

Fig.8. u-(left) and v-displacement(right) field under the ∆T=96°C.

2.3. KINKING MECHANISM IN FIBROUS COMPOSITE (WANG, CHIANG,
MORAN AND SHIH, 1996)

A major concern in the design and application of fibrous composite material is that its
uniaxial compressive strength of fibrous composite material is often less than 60 percent
of its tensile strength. Kinking or microbuckling is primarily a compressive failure mode.
Compressive failure is an unstable phenomenon, which appears in an instantaneous and
catastrophic manner at macroscopic scale. However, at microscopic scale there exists a
stage of kink band development starting from material imperfection. During past three
decades, most research works were based on post-mortem examination (Rosen, 1965,
Argon, 1972, Budiansky, 1983, Budiansky and Fleck, 1993, etc.) Little attention has
been paid to the kinematics of kinking.

In this study, an special testing procedure was introduced to control the initiation and
propagation of in-plane kink band. The experimental system and a kink band are shown
in Fig.9. The composite material is ICI Fiberite APC-2 which consists of unidirectional
IM7 graphite fiber and Victrex PEEK matrix. The u- and v-displacement fields around
kink band tip were mapped by SIEM, as shown in Fig. 10. It is found that the v-
displacement field is similar to that of a mode-I crack and u-field more close to a mode-II
crack. Kink band tip field is of mix-mode characteristic and shear is its dominant
deformation mode. Kinking is often accompanied by fiber delamination and the SIEM
calculated displacement curves indicate where the delamination would take place as
shown in Fig. 10.
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Fig.9 Compression test and in-plane kink band during transverse propagation.

Fig. 10 u-(left) and v-displacement(right) fields during the propagation of kink band.

2.4. PLASTIC DEFORMATION AT FATIGUE CRACK TIP (WANG, DU AND
CHIANG, 1997)

High cycle fatigue is an extremely important issue in aircraft industry, especially in the
jet engine community. Under high loading frequencies, fatigue life becomes very short
and failure is generally characterized by coalescence of small cracks. Material defects of
the size in the order of hundreds micrometers are potential crack initiation sites. It is of
great concern as to how small defects would grow to reach the critical dimension and
how do regions of associated microstructural damage evolve. The behavior of a small
crack is very different from that of a large crack. The theory of linear elastic fracture
mechanics can not provide an accurate description of the local stress and deformation
fields ahead of a crack tip (Ritchie, 1996). To understand the micromechanics at fatigue
crack tips, SIEM is employed to investigate the evolution of plastic zone at a crack tip
during cyclic loading.

The material tested was AISI-SAE 1035 carbon steel. After being fatigued for certain
number of cycles, load was released and irreversible displacement fields (plastic field) at
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the crack tip were examined by SIEM. Fig. 11 shows displacement contours at the crack
tip. In all cases studied, plastic deformation always concentrates in one or two narrow
branched zones ahead of the crack tip. Crack extends itself by nucleating microcracks in
plastic bands, which results in a locally zigzag crack path. This reveals the important
shielding mechanism, crack-wake bridging. Crack advances in mixed mode when subject
to normal loading at the far field. The material flow at crack tip is visualized by the
displacement vector plot, as shown in Fig.12. It shows that shear is the dominant
deformation mode for crack advance.

Fig. 11 u-(left) and v-displacement(right) contour after 2,000 cycles

Fig. 12 Local crack path and the displacement vector plot after 2,000 cycle fatigue
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3. Nondestructive Evaluation Using Laser Speckle

One of the laser speckle technique that was invented by Chiang & Juang (1976) some
twenty years ago has rarely been exploited beyond the original work. In this section we
shall present some results applying this technique to nondestructive evaluation of crevice
corrosion, disbond of sandwiched composite plates, and vibration of large structures.
The basic principle of this technique is schematically shown in Fig.3.1. As depicted, laser
speckles form in the space in front of an optically rough object surface. These speckles
move when the object surface is displaced or tilted (in much the same way as a mirror
tilts a light beam). If the recording camera is focused on a plane a certain distance away
from the object surface, one can record the speckle movement due to deformation
induced tilt alone, provided of course that the object has limited rigid body movement.
Indeed it can be shown (Chiang & Juang 1976) that when certain conditions are met the
object’s surface slope change Φ can be related to the speckle displacement d(x,y) and the
defocused distance D as

It is this speckle movement due to tilt that we have exploited for the following
applications.

3.1 DETECTION OF CREVICE CORROSION AND COMPOSITE DISBOND VIA
TIME-AVERAGE DIGITAL SPECKLEGRAPHY (TADS) (JIN & CHIANG, 1996)

The schematics of the TADS system is shown in Fig.3.1. It consists of a high resolution
CCD (charge-coupled device) camera, a workstation computer for image acquisition and
processing, a laser and a set of single mode fiber optics components for illumination. The
CCD camera has a resolution of 2029×2048 pixels with pixel size being 9x9 microns.
The fiber optic devices for light outlet are mounted on the CCD camera, rendering it a
portable illuminating/imaging device. The entire optical head can be mounted on a
tripod. The compact design makes the system convenient for field test.

The schematic of a crevice corrosion specimen is shown in Fig.3.2. It was a double-layer
aluminum alloy structure with a thick back plate (3.175 mm) and a thin front plate (1.143
mm) bonded together by bolts simulating an aircraft fuselage structure. In between the
plates there existed a crevice corrosion cavity wherein the interior central portion of the
front plate had been thinned. The cavity was unnoticeable from the outside. When
disassembled, it has the appearance as shown in Fig. 3.3(a).

The coherent light source was a 40 mw He-Ne laser with a wavelength of 633nm. The
CCD camera was set to focus on a plane a small distance away from the surface. A hot
air gun (a commercial hair dryer of 500/100w output) was used to blow the top surface of
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the specimen assembly for a couple of seconds ( at 500 w output). Right after the thermal
loading was stopped, a series of images (3 -- 8 frames) were recorded and results
averaged. The intensity-averaged images contain a variety of information concerning the
displacement of the surface and can be immediately displayed on a monitor. A typical
time-average speckle pattern is shown in Fig.3.3(b). The anomalies on the speckle
patterns reveal the existence of weakened region. Further image processing can
substantially enhance the visibility of the defect. Fig.3.3(c) shows the same speckle
pattern processed by a contrast-based segmentation algorithm, and Fig.3.3(d) by a
binarization algorithm. It is seen that both algorithms work well in distinguishing the
weakened region of the specimen.

TADS can be used to detect other defects as well. An example is the delamination defect
in structures. Fig.3.4 shows the application of TADS to the detection of composite
disbond of a honeycomb plate with metal face plates commonly used in aircraft
construction. It had a narrow blade shaped delamination on one side of the plate. The
TADS technique was employed to detect its existence and the result is as shown.
Fig.3.4(b) depicts the resulting speckle pattern after a small thermal loading without
image enhancement and Fig.3.4(c) with image enhancement. It is seen that the
delamination area is distinctly revealed.

Fig.3.1 System setup of TADS Fig.3.2 The schematic of a crevice
corrosion specimen
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Fig.3.3 Crevice corrosion and TADS patterns

Fig. 3.4 (a) Honeycomb structure plate with delamination
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Fig. 3.4 (b) Resulting TADS pattern (c) enhanced pattern

3.2 VIBRATION ANALYSIS OF LARGE STRUCTURES WITH LASER SPECKLES

The most elegant optical technique for studying vibration is arguably the method of
holography. The sharpness and detailed information that can be obtained from a time
average hologram is remarkable. However, recording a hologram requires a vibration
isolated environment unless a short duration pulsed laser is used. And a powerful pulsed
laser (e.g. ruby) is both expansive and difficult to operate (in TEM mode). A time00

average specklegram, however, is quite a different matter. It does not require stringent
vibration isolation and with the help of retroreflective paint it can be applied to large
structures using a low power cw laser (e.g. 30 mw He-Ne laser).

The first example of application is to the study of a bulkhead reinforced thin cylinder
made of steel. It has a diameter of 0.53m, thickness of 2.54mm and length of 1.2m. Fig.
3.5 shows a typical time average speckle fringe pattern of the cylinder. The fringe profile
is of the form of zero-th order Bessel function and the bright fringes representing anti-
nodal lines where the slope is zero. The thick bright fringe in the center is where the
bulkhead is located. Another application is to a 6.68m cylinder of the same diameter and
thickness. Fig.3.6a shows a typical vibration pattern obtained by the time average speckle
technique. Only a portion (about 1.5m) of the 6.68m tall cylinder was viewed because the
testing room was not large enough to allow the camera to record the entire length of the
cyliner. The cylinder was simply free standing on laboratory floor and vibration was
induced by a piezoelectric transducer. In both cases the cylinder was painted with retro-
reflective paint and the laser used was a 30mw He-Ne gas laser.

By using a CCD camera time average specklegram can also be used to reveal vibration
modes via digital image processing techniques. However, because of the low resolution
of the CCD camera (as compared to photographic films) detailed information between
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the anti-nodal fringes are not obtainable. But it is quite fast (almost real time) and
portable, thus making it convenient for field application. An example is shown in Fig.3.7
where a vibration mode of a truss (2.3m × 6.1m) is revealed by this technique. The test
was performed in a shipyard where many other manufacturing activities were going on
simultaneously. More detail of these applications can be found in Zhu(1998).

Fig.3.5 Typical speckle fringe pattern of a 1.2m cylinder under vibration Fig.3.6 Speckle fringe pattern of a
portion (1.5m) of a cylinder
(6.68m) vibrating at 324 Hz

Fig.3.7 Speckle fringe pattern of a steel truss (2.3m × 6.1m) vibrating at 754Hz
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4. Conclusion & Discussion

189

The application of speckle technique to various mechanics, metrology and material
problem are only limited by imagination. In this paper we only presented two of the
recent major developments; namely a micromechanics technique called SIEM, and a
NDE technique called TADS. The examples we cited are limited due to the limitation of
paper length. We are currently exploring application of the speckle technique to other
fields.
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USE OF SPECKLE INTERFEROMETRY UNDER EXTREME
THERMAL CONDITIONS

P. ASWENDT
Fraunhofer Institute IWU, Reichenhainer Str. 88, D-09126 Chemnitz,
Germany

Abstract. The range of application of a non-contacting optical technique, speckle pattern
interferometry, has been extended to high temperature and thermal shock testing. Extreme
thermal conditions cause disturbances that have been studied systematically. Based upon
these pre-tests, two prototype systems were developed. They proved well-suited for
measuring fields of strain data up to 1500°C and to monitor strain development during
rapid heating or cooling. Various examples illustrate the new possibilities in materials
testing.

1. Introduction

During the last decade speckle interferometry has been established as a measuring
technique for a variety of applications mostly at room temperature. With increasing
temperature a number of disturbing influences occurs making successful measurements
very complicated. However, there is a demand for non-contacting characterization of
advanced materials in the temperature range from 1000°C to 1500°C. Conventional
techniques like extensometers and strain gauges do not completely satisfy the
requirements with respect to operating temperature, chemical compatibility and the
number of measuring points, for example. Encouraged by former attempts /1-5/ it was
promising to qualify speckle interferometry as a reliable tool in optical strain gauging at
elevated temperatures.
In this paper a set of actions are explained to overcome the difficulties for interferometric
measurement under extreme conditions. The work started with a systematic study of
disturbing influences and their suppression. Various solutions are presented concerning
both speckle recording as well as speckle processing. Finally, the performance of the
interferometric systems is demonstrated at two different extremes:

• testing of ceramic composites (CMC) at 1500°C and
• thermal shock testing of superalloys with heating rates up to 200 K/sec.
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2. Suppression of disturbances

The speckle pattern is the carrier of the measuring signal. Therefore, a high contrast, stable
and well-correlated speckle field has to be maintained during the measuring time.
However, under extreme conditions one has to cope with various disturbances, which may
decrease the signal to noise ratio. The most significant influences for both extremes are
listed in Table 1. They do not apply in parallel and have varying weight depending upon
the kind of heating, the material under investigation, and the environmental conditions.

TABLE 1. Influence parameters for speckle metrology at high temperatures

Problem Solution

disturbing
influence

thermal emmission

speckle
contrast

speckle
correlation

modified
recording

interference filter and
high power laser

modified
processing

heating radiation

instability of microstructure

current of air

interference filter

vacuum or laminar
flow

offset
compensation

heating rate short exposure time separation of
image fields

rigid body motion PZT shift
compensation

The convection problem is relaxed to some degree if using a dual illumination inter-
ferometer for in-plane sensitivity [6-8]. At higher temperatures, however, it may be
necessary to introduce vacuum conditions or a forced laminar flow. Rigid body motion is
a general issue in interferometric testing. For example, motions associated with speckle
pattern translations can be compensated by properly shifting the CCD sensor. The most
important influence parameters for high temperatures are discussed in more detail below.

2.1. THERMAL EMISSION

If temperature approaches 1200°C or more, the spectral density of thermal emission in
the area of laser light (500 - 800 nm) grows rapidly. Narrow band filters are used to
reduce the influence of this background radiation. Intensity histograms of laser illumi-
nated, hot specimens were recorded to check the efficiency of interference filters at diffe-
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rent wavelengths of light. The underlying idea is based upon the fact, that a fully deve-
loped speckle pattern obeyes a negative exponential distribution of grey levels. Such a
perfect histogram can be actually observed at room temperature. Increasing temperature
lowers the speckle contrast necessary to measure; the number of black spots is reduced
and the histogram changes. To give a visual impression, Fig. 2 compares the CCD output
at 700°C and 1300°C, respectively. The contrast is reduced considerably, while speckle
correlation is kept.

Figure 2. Speckle patterns at λ = 488 nm and ∆λ = 7 nm

The histograms describe this behaviour quite good, the results obtained from experiments
with various wavelengths of laser light are given in Fig. 3. It becomes obvious that well
speckle contrast is maintained up to 1300°C and 1500°C depending upon the wavelength
of laser light. Best performance has been obtained by using the Nd:YAG-laser and one
interference filter with 0.93 nm bandwidth and a center wavelength of 532.03 nm.

Figure 3. Influence of thermal radiation on the speckle contrast

2.2. INSTABILITY OF MICROSTRUCTURE

The surface of superalloys does not pose any
problems with respect to microstructural chan-
ges up to 1100°C. In contrast, ceramic
composites (CMC) which are tested above
1200°C have a very complex surface structure
with the consequence of high tendency to in-
stabilities. To study the conservation of speckle
structure the hot CMC surfaces have been Figure 4. Correlation coefficient vs. time and
analysed. The correlation coefficient between temperature
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an initial speckle field I(t0) and consecutive recordings I(t) has been measured during 100
seconds for different materials cycled between 100°C and 1500°C. The experiments with
carbon fibre-reinforced silicon carbide (C/SiC) prove that surface microstructure is stable
enough over an interval that is sufficient for interferometric measurements, Fig.4.

2.3. HEATING RATE

If the temperature changes rapidly, speckle contrast and speckle correlation are affected.
The introduction of very short exposure times < 1ms by using electronic shutter cameras
is one way to perform successful measurements. However, short time recording has to be
combined with a modified processing scheme if an interlaced camera is used. Odd and
even image lines are recorded with a pause of 20 ms. As the object state changes during
this interval different fringe patterns may result for odd and even field, respectively. Fig.
5 gives an example. No fringes are visible in the usually processed TV frame but they
actually appear if both fields are separated. During the experiment the patterns are
recorded and stored each 40 ms. Afterwards two patterns can be combined yielding
fringes for any given time interval.

Figure 5. Separation of odd and even image fields

3. Measurements at 1500°C temperature

To verify the capability of speckle interferometry for strain measurement up to 1500°C
ceramic specimens have been investigated under different loading conditions. All the
means described in chapter 2 have been taken into account to obtain displacement and
strain fields.

3.1. TESTING FACILITY

Fig. 6 illustrates the hardware solution specially designed for this purpose. An UTS 20
testing machine is fitted with a modified MAYTEC furnace. The water cooled device
realizes temperatures up to 1600°C with an accuracy of ± 3 K in 1 mbar vacuum or air,
respectively. Compressive or bending load is applied by means of ceramic fixtures. An
arrangement of five windows made of quartz glass provides optical access to a 30×30×30
mm3  volume of the 1 dm3  chamber. A parallel beam of laser light (λ =532nm), 20 mm in
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Figure 6. Testing facility for T=l500°C

diameter, is splitted with a
50:50 ratio, each of the
t w o  w a v e s  p a s s e s  a
furnace window; they illu-
minate the specimen
symmetrically providing
in-plane sensitivity. There
exists a rigid connection
between the optical ele-
men t s  (beamsp l i t t e r ,
mirror #2 and #3), the
furnace, and the testing
machine to guarantee
interferometric stability. A
third window allows to
collect the laser light

reflected from the specimen and an interference filter in front of the camera lens blocks
out the thermal radiation. The dual illumination of the sample can be realized in horizontal
(x) and vertical (y) direction.

3.2. RESULTS

The test facility with the interferometric system proved well suited for measurements
under extreme temperatures and combined thermal and mechanical load. 4-point-bending
tests have been successfully performed with C/SiC specimens, 4×3×50 [mm] in size.
Using the x-sensitivity, a field of displacement and strain values has been determined by
an interactive quantitative evaluation of the fringes shown in Fig. 7.

Figure 7. C/SiC specimen under h-point bending load at T=l500 °C



The test facility in Fig. 6 can be modified
in such a way that the interferometer
detects displacement in y-direction. To
this end both illuminating beams have to
be turned by 90°, using the vertically
arranged windows in the furnace. This
set-up is suited to derive bending lines
d y(x) from the fringe patterns directly. As
the theoretical relation is well-known, the
measuring data can be compared with the
least squares fit. The experimental
bending line is evaluated from one fringe
pattern. The graph shows the good corres-
pondance between theory and experiment
for a C/SiC specimen at 1200°C.
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Figure 8. Comparison of theoretical and

experimental bending line

4. Measurements at 200 K/s heating rate

In the second case the maximum temperature does not exceed 1100°C but fast heating and
cooling represent another challenge for metrology. Superalloy specimen are subjected to
thermal shock by induction heating and subsequent rapid air cooling. Experiments were
carried out at MTU Munich GmbH to prove the feasibility of interferometric testing under
such conditions.

4.1 TESTING FACILITY

Figure 9. DSPI interferometer for thermal shock
testing

A thermal shock testing stand at MTU
was additionally equipped with a DSPI
interferometer. The layout is shown in
Fig. 9. The superalloy specimen has a size
of 60×30×5 [mm] and it takes about 45
seconds to reach the maximum tempera-
ture. The maximum temperatures as well
as the highest temporal temperature
gradients are found at the top where the
induction heating is coupled into the
metallic specimen and where the cooling
air flows in. The modified DSPI scheme
described in 2.3. was used to record the
process during a period of respective 7
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seconds. Interest is focused on the beginning of heating and cooling cycles when the
highest strain rates occur.

4.2. RESULTS

Experimental work started with investigations during the heating period. The
interferometer was carefully designed in such a way that the inevitable convection does
not seriously disturb the measurements during induction heating. So, after digital
recording of a series of 200 speckle patterns, fringes of good quality could be constructed
by offline correlation choosing a convenient time difference. Interactive determination of
fringe spacing directly yields strain values, e.g. along a vertical line in the centre of the
specimen. The diagram in Fig. 10 (left) gives an impression, how the strain distribution
changes with the heating time. It is worth mentioning that compression occurs at the
bottom of the specimen in an early stage of heating.

Figure 10. Strain along a vertical line obtained from DSPI fringe patterns

When a maximum of 1000°C is reached, both temperature and strain are quite even dis-
tributed across the specimen. At this moment, a powerful air current is automatically
switched on to cause rapid cooling of the hot superalloy. Now, the question arises wether
or not speckle interferometry will work during this cooling period. Pretests were carried
out showing that clear and stable fringe patterns are obtained as long as the air is flowing.
So, it can be concluded that the turbulences in the air current do not prevent the recording
of stable speckle patterns. Again, the quality of the correlation fringes allows interactive
quantitative evaluation and corresponding results for the vertical line are given in Fig. 10
(right). A time difference of 160 ms is used for the strain curves in this case and the first
interval suited for evaluation started only 0.32 s after switching on the cooling air.
Applying a modified DSPI scheme to thermal shock experiments both, heating and
cooling section of a load cycle for superalloy testing, have been successfully investigated
and quantitative strain distributions could be obtained providing far more information than
a single strain gauge.
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5. Conclusion

After a systematic study of influence parameters for speckle pattern interferometry under
extreme thermal conditions, modified recording and processing schemes have been
successfully applied in two cases. The first one concerns materials testing at elevated
temperatures. It has been shown, that strain fields as well as bending lines can be obtained
from fibre reinforced ceramic 4-point-bending specimens at 1500°C and the experimental
results are in good agreement with theoretical expections.
The second investigation has proved that speckle pattern interferometry is also operating
under thermal shock conditions for temperatures up to 1000°C and maximum
heating/cooling rates of 200 K/s. Quantitative strain distributions could be measured
during inductive heating but also in the cooling cycle when a strong air current flows over
the specimen.
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SPECKLE INTERFEROMETRY IMPROVEMENTS FOR APPLICATIONS IN
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Abstract

In civil engineering, a significant part of the experimentation should be performed on
real, full-scale structures, either in situ or in ad-hoc testing halls. Under these
conditions, micro-deformation measurements using interferometric methods are
certainly not an easy task and could even appear meaningless.
The general orientation of this paper is, however, to present recent improvements
towards the possibility of using speckle interferometry for micro-displacement analyses
of large surfaces outside the laboratory. Two main categories of arguments are
considered. First, the results of an in-depth statistical analysis of speckle interferometry,
showing in which way it is judicious to optimise the interferometric signals, are
summarised. Then, the advantages of a dynamic phase-shifting technique, involving the
recording of sequences of time-varying speckle interferograms, and the resources of
wavelet analysis, are emphasised.

1. Introduction

Remote inspection of large structures and related measurements have been recurrently
suggested as constituting one of the major areas of application for interferometric
imaging, since the emergence of the holographic and speckle techniques 35 years ago.
In this respect, some well known landmarks are Gregory (1979), Løkberg and Malmo
(1987), Gülker et al. (1990), Steinbichler et al. (1990), Trolinger et al. (1991) and Maji
et al. (1997). A special group of interest for in situ applications is also to be found in the
fields of artwork diagnostic, preservation and conservation of cultural heritage, see
Paoletti and Spagnolo (1996), Lucia et al. (1997) and Boone et al. (1997). Though
impressive success has sometimes been achieved, these types of measurements remain
singularly laborious to carry out. Admittedly, the required equipment is too expensive,
cumbersome to transport and the operation of the systems necessitates highly
specialized teams. For instance, the pulsed laser of 10 J class, often referred to in these
tests, gives in itself a concrete idea of their degree of difficulty. It is nevertheless the
case that in situ interferometric measurements of large structures deserve a strong
interest. In an attempt to improve the situation, two thesis works have been initiated in
our group, (Colonna de Lega, 1997 and Lehmann, 1998). Holographic techniques were
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discarded ab initio from the possible domain of investigation, insofar as holography
involves critical high spatial frequency recordings and owing to the poor
photosensitivity of the corresponding materials. This option was taken being well aware
that the possible coming out of new photorefractive crystals could call the above choice
into question at any time. Speckle photography techniques were discarded too, though
their medium range and simultaneous sensitivity to both in-plane displacement
components are attractive factors for civil and environmental engineering applications.
However, it appeared that speckle photography could be a useful tool only in the
presence of real time recording materials exhibiting spatial frequency in excess of
1000 mm-1. This range is, by far, not yet achievable by CCD imagers. Here again, the
hypothetical appearance of high density electronic imaging devices would lead to
reconsider this second choice.
Finally, speckle interferometry, (SI), was selected as the most promising method. Two
domains of investigation, where improvements seemed possible and worthwhile, were
privileged, corresponding respectively to the above mentioned thesis works: i) the
statistical study of well chosen random variables, pertinent to SI recordings and still
unexplored; ii) the search for new methods of processing time-evolving interference
patterns, without stringent restriction on their rate of temporal change. In both cases, the
research efforts have brought interesting outcomes and led to actually propose operative
solutions for using SI in large scale measurements. Section 2 regroups the results gained
from the statistical analyses in order to prepare the most appropriate recording
conditions for acquiring as much as possible of a reliable information and to optimise
the quality of SI signals. Section 3 deals with the question of processing this temporally
changing information and shows that the combination of dynamic phase-shifting and
wavelet analysis solves quite efficiently the problem. In both sections, an experimental
example serves to briefly illustrate the practical scope of the theoretical results.

2. Statistical Analysis for the Optimisation of SI Signals

2.1. RANDOM VARIABLES OF INTEREST IN SI

SI methods consist basically in recording a two-wave interference pattern, of respective
complex amplitude AS and AA , possessing the following general characteristics: A

S
is a

speckle wave, diffused in reflection or transmission by a coherently illuminated rough
surface, and considered, often but not necessarily, in the in-focus image plane of the
surface. The observation system has a finite aperture strongly influencing the statistical
properties of this “object” speckle wave. AA has many degrees of freedom: it can be a
smooth or a speckle wave, produced in the latter case by the same or by another surface.
A A should simply be coherently added to A

S
. A S and A

A
are uncorrelated random

variables. The classical two-beam interference formula represents adequately the
resulting intensity, I:

with:

(1)

(2)
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I S and I A being the respective intensities of the two waves and their phase
difference. The arguments of the functions, defining the position of the observation
point, are omitted for simplicity. In the hypotheses of the well known Gaussian model,
(Goodman, 1975), it is easily shown that the phase of the interference signal is a
random variable equiprobably distributed on a 2π interval, irrespective of the exact
nature of AA . It follows that is not adapted to specify the quality of the signal, since
its effect is only to multiply by a quantity taken arbitrarily in the interval [-1,+1] the
modulation term . This latter term and the background term
I B = I S + I A are, on the contrary, the relevant parameters for characterising the signal
in a given point, since they determine the maximum, the minimum and the average of
all possible realisations of the signal in this point - just what is strictly needed to know
for a proper recording of the signal. A more convenient form of Eq. 1 then reads:

(3)

I B  and I M being, at least provisionally, the two new random variables of interest, as
defined above.
However, Eq. 3 describes an aerial intensity distribution in a point, while the actual
information will be available from a recorded distribution, always involving some
spatial integration of the signal. Therefore, the pertinent random variables are integrated
forms of IB and IM , where the integration is possibly performed over areas containing
several speckle grains with strongly varying intensities. At this point, it should be
remembered that it has been customary believed for a long time in the necessity to
resolve the speckle grains of both contributing fields as a mandatory condition for a
successful application of SI. At the same time, in practice, the integration effect due to
the recording, especially with CCD imagers, was generally greatly underestimated. A
very important parameter to deal with this problem is the number of speckle correlation
cells per pixel, m, defined by Goodman (1975) as :

(4)

where l and L are the pixel dimensions and µ s is the normalised autocorrelation of the
amplitude of the considered speckle field(s). Table 1 makes explicit the correspondence
between the parameter m and the ƒ-number of an usual observation system.

ƒ-number 1.2 1.7 2 2.8 4 5.6 8 11 16 22 32 100
m 113 59 43 23 13 7.1 4.0 2.6 1.70 1.35 1.16 1.01

Table 1. Correspondence between the number of correlation cells per pixel, m, and the ƒ-number of the
observation system. These values stand for a standard pixel of 6.3 x 8.3 µm² , at 532 nm and an observation
system considered to be focused at infinity.

It is indeed really difficult to record a fully resolved speckle field, since even with
apertures as small as ƒ/ 16, producing large speckle grains, there are still roughly 2
correlation cells in a standard 6 x 8 µm² pixel, (Lehmann, 1997). Hence, most of the
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recordings thought to strictly obey the resolved regime (m = 1) belonged indeed already to
a regime of weak spatial integration. That SI can work even in a strong integration regime,
involving for instance 100 correlation cells, is easily understood if the summation of the
elementary random signals of Eq. 3 is performed. Each contribution i exhibits a
background, a modulation and a phase term IB i , I Mi and of its own; the important
point is that all the contributions of a same integration cell change their phase by the same
amount, ϕ. The resultant signal I+ then changes its phase by ϕ too and, therefore, the
analytical representation of integrated SI is formally the same as for resolved SI (Eq. 3):

(6)

I BR , I M R and R are respectively the sum of the background components, the sum of
the modulation terms and the resulting phase in the complex plane. IB R , I MR and R

are the three sought random variables of the pixel interferogram which fully characterise
the statistical behaviour of SI signals in any regime of integration.

2.2. STATISTICS OF THE RANDOM VARIABLES OF INTEREST

These statistics are given by Lehmann (1996). Their computation is quite involved and the
complete derivation is outside the scope of this paper. When both interfering fields are
speckle fields having the same mean intensity <I>, the joint probability density, p(s) of the
background IBR and the modulation I

MR obeys :

(7)

In the case of a smooth field added to a speckle field, the joint probability, p(A ) becomes :

(8)

m being, as above, the number of correlation cells per pixel and I A the intensity of the
smooth field. Again the resulting phase

R
is uniformly distributed in a 2π interval. An

example of the two joint probability densities p( s )  and p( A) is plotted in Fig. 1 for m = 7.1.
Both statistics have been experimentally verified, (Lehmann, 1997), showing a good
agreement between theory and experiments.
These two densities summarise the whole set of first order statistical properties available
on any SI method, whether the interference takes place between two speckle or a speckle
and a smooth wave and whether the observation resolves or not the speckles. They
represent nearly all of what it is useful to know about SI signals.
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Figure 1. For m = 7.1, joint probability density of the background IBR  and the modulation IMR , a) for two speckle

waves and b) for a speckle and a smooth wave. Contour lines are between 5% and 95%, with an equidistance of

10% of the distribution maximum.

2.3. MAIN PRACTICAL CONSEQUENCE

The knowledge of the statistics of the background and modulation terms in all generality
has a far reaching significance. First, it confirms on theoretical grounds that SI works in
the unresolved case. Then, for a given power of the laser and a given object area and
reflectivity, it allows the selection of the optimal value of the parameter m, leading to the
highest probability for the modulation and the background terms. To this value
corresponds the optimal aperture of the observation system. Furthermore, it can be seen
that SI is still practicable at quite high m values, since, for example, at m = 20 in a two
speckle waves arrangement, every second pixel exhibits a modulation exceeding 0.4 times
the mean intensity <I>. Translated into ƒ-numbers, this means that apertures of ƒ/2 or
even higher are possible, thereby opening the practice of SI to the domain of large
surfaces. Another way to reach the same conclusion is to compute the mean pixel
modulation from the above probability densities. For large values of m, the following
result is obtained :

(9)

for two speckle or a speckle and a smooth wave, respectively. On an average, the
modulation drops as the square root of the number of integrated correlation cells. As the
lens aperture is increased, the modulation loss caused by an increased m is counteracted
by the increased object intensity <I>: in the case of two object speckle waves, there is
even a net gain in the mean modulation with increasing lens aperture, as long as there is
no saturation.
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The principal result of having revisited the statistical properties of SI methods is to allow
for an optimal choice of the aperture of the observation system – a result particularly
useful in the study of large objects, where the energy of the source is one of the limiting
factors.

2.4. OTHER CONSEQUENCES

Using large apertures in SI applied to extended surfaces offers another advantage : it
reduces the detrimental effects of pupil plane decorrelation. Large surfaces can only be
observed at some distance. At these distances, minute rotations of the specimen, in the
range of 100 µrad or more, are enough to create an overall displacement of the speckle
wave in front of the pupil of the same order as the size of pupil, if this latter is strongly
stopped down, e.g. at ƒ/22 or less. This would lead to create two uncorrelated states of the
object wave in the image plane, making meaningless the comparison between the
successive interference patterns coding the object evolution. At least one order of
magnitude can be gained in the tolerance to pupil plane decorrelation by using the
observation system at its full aperture.
Moreover, the sensitivity to lateral image plane decorrelation does not increase for large
lens apertures. The integration of many correlation cells in a single pixel simply produces
a new measured random intensity distribution. Measurements can be performed as long as
the lateral superposition of the successive interference states is better than the pixel width.
In the particular case of very small speckles, a lateral displacement even larger than this
correlation cell size does not lead to decorrelation, as long as most of the speckles remain
within the same pixel. The condition of a lateral displacement smaller than the pixel size is
quite easily satisfied for large objects: for pixels of 10 µm and magnifications of 1/100 or
lower, rigid body displacements of the order of 1 mm can be tolerated between
consecutive states.
Large apertures, however, impose stringent longitudinal correlation conditions since the
longitudinal speckle correlation cell size decreases : for an ƒ/1 system nearly focused at
infinity, the longitudinal speckle displacement in the image plane must remain smaller
than 4 µm. Fortunately, the usual magnifications for the observation of large objects are of
the order of 1/100. Translated into the object space, 4 µm then amounts to an upper limit
of 40 mm for the object out-of plane rigid body displacement between the two compared
states, far in excess of the common conditions of measurements. Hence, recording large
surfaces at large apertures in SI not only allows one to cope with the finite energy of the
laser sources, but also helps to avoid decorrelation.
Although bearing no relationship to the above theoretical considerations, two additional
favourable circumstances encountered in the application of SI methods to civil
engineering problems are worth to be mentioned here. First, there is most often no
inconvenience on the heavy structures to fix a light optical component like a corner cube,
which will redirect the auxiliary wave to the CCD camera in the case of an arrangement
with a speckle and a smooth wave. In this common path scheme, the effects of air
turbulence and too large out-of-plane motion of the object are strongly attenuated. In the
second place, it can even be conceived that the whole optical head is attached to the
structures in well chosen points. The weight of specially designed heads, fed with optical
fibers, can be of the order of 1 kg, including the CCD camera, the observation lens and the
beam splitting and combining components. Compared to the tens of tons to which these
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structures are often subjected, the perturbation associated with the fixation of the optical
set up to the structure is negligibly small. The benefit expected from such a layout is to
avoid the effects of vibration and gross object motions.

2.5. EXAMPLE

A plaster wall, slightly rotated in its own plane, will serve to illustrate the possibilities of
SI outside the laboratory, in the standard environment of a testing hall, taking into account
the above theoretical results. The in-plane sensitive SI arrangement is designed for
producing one fringe only every 60 µm of vertical displacement. The wall is 4 x 2.8 m²
and is observed by a 16 mm camera lens fitted to a standard CCD camera. The power of
the cw Nd:YVO4  laser is set at 800 mW. The key factor responsible for the successful
completion of this test was to choose an ƒ/1.4 aperture for the lens, not only for an
efficient light collection, but also for reducing the effects of pupil plane decorrelation.
Fig. 2 shows the wall and a wrapped phase map obtained by a standard phase-shifting
technique, corresponding to a raising of 0.28 mm of the lower right comer of the wall.

Figure 2. Result of an in-plane SI measurement with a 60 µm per fringe sensitivity. a) 4 x 2.8 m²  plaster wall2

subjected to an in-plane rotation around its lower left corner ; the right bottom corner is lifted by 0.28 mm; b) the
resulting phase map obtained by phase-shifting, (Lehmann, 1998).

It is interesting to note that the de-sensitised setup used is quite immune to ambient
vibrations and turbulence. Thus it is possible to acquire several phase-shifted images and
to calculate phase maps. Further experimental verifications confirmed that the noise
observed in b) is essentially caused by pupil plane decorrelation and not by the acquisition
system or insufficient pixel modulation. We finally mention that the systematic use of
interference filters allows us to carry out measurements in the presence of ambient
daylight.

3. Processing Schemes for Time evolving SI Signals

3.1. DYNAMIC PHASE-SHIFTING

The processing of interferograms is widely performed by phase-shifting techniques. n
versions of the same interferogram are prepared, differing from each other by a fixed
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phase increment. Phase increments are realized by a number of means, most often by
changing step by step the optical path length of one interferometer arm with a piezo
element. Analytical solutions for the phase of the interferogram are obtained as soon as
three images are recorded. Many algorithms have been studied (Creath, 1988).
Recently, the technique, formerly restricted to quasi-static analyses, has been extended
to dynamic situations, thanks to the concepts of dynamic phase-shifting (Colonna de
Lega, 1996 a). Phase-shifting is thus a more interesting solution than heterodyne or pure
image processing procedures.
Dynamic phase-shifting consists in incrementing the phase through two processes
simultaneously: i) a natural incrementation due to the object evolution; ii) an external
staircase incrementation, with equispaced steps over a 2π: interval. The external
incrementation furnishes a solution to two serious difficulties: the determination of the
sign of the unknown phase and the recoverability of this unknown phase in areas of nearly
zero phase change. Obviously, without external incrementation, it would be impossible to
find out the sign of the phase, since the natural phase increments are themselves unknown.
It would also be impossible to retrieve the phase of the interferogram where only minute
phase changes took place, since all algorithms fail to reconstruct a cosine function from
too closely distributed samples in a small portion of its period. The only assumption made
regarding the natural incrementation is that the object phase behaves locally as a linear
function of time. “Locally” refers to the time interval taken to acquire the n images needed
by the specific algorithm in use. Fulfilling this assumption hence comes to select an
observation system of fast enough acquisition rate in comparison with the velocity of the
studied phenomenon. According to the sampling theorem, the total phase increment
between two consecutive acquisitions, in any point of the interferogram, should not
exceed π, for an adequate reconstruction of the signal. On this premise, a suitable choice
for the external phase increment is π/2 between each acquisition, while the tolerable
natural phase step lies within [-π/2, π/2]. Moreover, relying on the fair results achieved in
classical static situations, a modified 5-image algorithms may be adopted, as offering a
valuable trade-off between the duration of acquisition of groups of five interferograms and
the accuracy of the computed phase. After thorough simulations, including robustness
against different types of noise, the following inversion formula, giving the phase ϕ of
the interferogram at the third acquisition, was retained among many other solutions,
(Colonna de Lega, 1997):

(10)

I1 to I5 being the five acquired temporal samples. For any sequence of five consecutive
interferograms, Eq. 10 provides a spatial numerical solution for the phase distribution of
the mid interferogram or, more simply, the phase map at mid time of the sequence. In SI,
such phase maps are of course, according to Eq. 6, meaningless random distributions.
Subtraction of correlated phase maps, corresponding to sequences centred at different
instants will leave however only the deterministic phase change ϕ characteristic of the
object deformation between these two instants.
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Besides these spatial solutions, temporal solutions can be envisaged as well.

3.2. WAVELET PROCESSING

Temporal solutions are more attractive than spatial solutions in many respects. The phase
unwrapping process consisting in removing the 2π jumps of the phase is easier to perform
along the time axis. Also easier is the determination of the absolute displacement
undergone by the object at any time, opening the possibility to make a movie of the
deformation. The basic principles of dynamic phase-shifting lend themselves to temporal
analyses by wavelet transform, (Colonna de Lega, 1996 b). A typical 1D temporal signal
is built from the digitised grey levels of an isolated single pixel, sampled at the frame rate
of the acquisition system during the full recording sequence. Between any couple of
consecutive frames, an external π/2 phase step is recurrently applied. A “naturally”
stationary pixel would thus exhibit a constant frequency modulation.
Each time that both temporal and spectral characteristics of a signal need to be
simultaneously analysed, wavelet processing becomes the right tool and supersedes
Fourier transform methods. Here, the interest is to know both the temporal frequency
change of the pixel signal and the time at which the change occurred. By their peculiar
windowing properties, fitting at best the time-frequency content of the signal, wavelets are
ideally suited to the task.
In (Colonna de Lega, 1997), the temporal interferometric signals, s( t ), are analysed by a
Morlet wavelet transform, S(a,b), expressed by:

Fig. 3 may help to understand the meaning of this transform.

(11)

Figure 3. Schematic representation of the real part of the Morlet transform as a crosscorrelation function

between the signal and parametric Morlet wavelets.
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Clearly, Eq. 11 can be contracted into a shorter formula:

(12)

where - denotes complex conjugation and the generic function, M(t), acting as a
parametric windowing function, is the Morlet wavelet defined by the product of two
exponentials:

(13)

The transform S(a,b) is a 2D complex signal, function of the two variables a and b.
From the definition of the Morlet transform, Eq. 11, the variable b is clearly a time
variable, describing the time translation of the window function M(t). The variable a
determines the width of the analysis window (real Gaussian exponential) and, at the
same time, the frequency ω0 /a of the analysing signal (complex oscillating exponential),
by dilation of a " mother " frequency ω0 . Thus, the variation of a allows to scan a full
range of temporal frequencies of interest and a represents the frequency axis of the
transform. For a given mother frequency, the double role played by a insures a constant
number of oscillations of the analysing signal within the varying width of the window,
as depicted in Fig. 3. Moreover, the contracted definition, Eq. 12, indicates that the
Morlet transform is basically a set of crosscorrelation functions between the signal and
the various wavelets functions: denoting by the symbol * the usual crosscorrelation
integral, any profile Sα(b) cut for a particular value α of a can be computed using the
following relations:

(14)

(15)

The statement in term of correlation function provides the intuitive understanding that
the transform will reach its maximum value in the region of the (a,b) space where the
signal and the wavelet are locally the most similar, thereby offering a definite
knowledge of the signal in this region. This property will be exploited more
mathematically herein after.
Fig. 4 shows another possible representation of the complete modulus and phase of the
Morlet transform of an actual 1D SI signal.
At this point, several options are open. For instance, by analogy with Fourier transform
methods, improved versions of the 1D interferometric signal can be reconstructed by
inverse wavelet transform, using a restricted domain or after some sort of filtering of the
direct transform. The reconstructed signals are improved in the sense that noise in definite
bandwidths can be eliminated and modulation depth can be increased, but now, compared
to Fourier methods, with the added advantage of specific and differentiated effects along
the time axis. These signals are then amenable to classical 1D signal processing schemes.
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Figure 4. Morlet wavelet transform of a SI signal shown on top ; middle and bottom maps are the grey level
representation of the modulus and the phase of the transform. The horizontal time axis represents 512
measurement points; the signal modulation occupies less than 20 of the 256 available levels; the vertical
frequency axis range from 1.5/π to 10/π. In this particular example, no external phase steps were introduced.

A simpler and more straightforward approach consists in utilising directly the phase
properties of the Morlet transform, (Colonna de Lega, 1997). A signal of constant
amplitude and frequency and its transform have the same phase in a frequency domain of
the transform close to the signal frequency. The modulus of the transform is maximun
when the analysing frequency equals the signal frequency (ω 0 /a=ω signal). This condition
defines the so-called ridge of the transform, clearly visible as the black lines in Fig. 4,
middle and bottom. These two properties still hold for signals of slowly varying amplitude
and frequency, to an accuracy which can be evaluated from the rate of change of these
signals. In other words, along the ridge, the phase of the transform is a worthy
approximation of the phase of the signal. In dynamic phase-shifting, the constant
frequency signal corresponds to the external and linear phase incrementation, while the
varying component comes from the natural phase incrementation caused by the object
evolution. In practice, the computation of the ridge-phase of the transform and hence of
the phase of the signal is quite easy and fast.
An iterative routine is adopted. At an arbitrary instant bi , or step (i), the calculation loop
starts with a guess ωe0 of the signal frequency equal to the ridge-frequency ωRi-1 found
at the previous step (i-l). At this frequency, the phase of the transform is calculated in a
couple of equispaced points of the time axis, on both side of bi, allowing to compute in
turn the phase gradient of the transform on this time interval. This local gradient is
nothing else but a new estimate of the ridge-frequency ωe1 . By construction, this
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estimate can only be better or as good as the previous one, ωeo. The evaluation is then
repeated iteratively using ω e1 as the new analysis frequency and so on until the
algorithm converges. Convergence is reached when the difference between two
successive values | ωe j - ωej-1 | is smaller than a predetermined small constant. The final
estimate ωe j becomes the ridge frequency ωRi at instant bi. The phase of the signal is the
phase of the transform at (bi,ωRi). Less than 3 iterations generally suffice. Intuitively,
this rapid convergence comes from the fact that the equality between transform and
signal phases extends over a finite frequency range framing the ridge. In the phase
diagram of the bottom of Fig. 4, as in all transform phase maps, the phase is
predominantly constant along relatively long vertical segments. The frequency guess at
the first step is arbitrary , but usually taken equal to the external carrier frequency. Fig 5
represents the phase of the signal shown and analysed in Fig. 4, after phase unwrapping,
obtained by the algorithm just described above.

Figure 5. Phase of the signal presented in Fig. 4 and obtained from the phase of the transform along the ridge.

The practical scope of this wavelet analysis is illustrated below through a civil engineering
application.

3.3. EXAMPLE

This example compares the results obtained by a direct application of the dynamic phase-
shifting algorithm and of the wavelet-based analysis.
The experiment was conducted on a concrete beam (100 x 15 x 15 cm) subjected to three-
point bending (Fig. 6a). The loading was applied with a standard testing machine and the
surrounding conditions were really far from those that could be met in an optical
laboratory. The acquisition of the in-plane horizontal displacement was performed with a
full-field digital camera at 40 Hz with a feed-back loop PZT producing the reference π/2
steps. The object was subjected to a large vertical displacement producing an important
speckle decorrelation. A series of 512 images was acquired.
As a first step, the image is processed with the dynamic phase-shifting algorithm, but due
to the decorrelation, the phase difference between the beginning and the end of the
sequence gives fringes that are barely visible. A better result can be however obtained in
this case since the vertical image plane translation of the speckle field is of the order of
one pixel. If the phase map obtained at the beginning of the sequence is translated one
pixel vertically before being subtracted to the final phase image, the resulting fringe
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pattern (Fig. 6b) is really of nice quality and the unwrapped image (Fig. 6c) can be easily
generated.
The wavelet processing has been then applied to the same image sequence. At first, the
phase evolution of the pixels located along the black horizontal line AB in Fig. 6c is
calculated according to the above presented procedure. Indeed the shown diagram of Fig.
7a results from a weighted combination of the signals of neighbouring pixels. This graphic
depicts the horizontal displacement evolution (u ) and the microcrack opening can be
evaluated with a precision down to a fraction of micron. In a second step, Fig. 7b, the
wavelet calculation is applied to recover the u displacement in all pixels belonging to the
area delimited with the black rectangle in Fig. 6c.
It is important to emphasise that an accurate absolute measurement is obtained with the
wavelet processing, despite of a large decorrelation introduced during the experiment,
without any need of manual recorrelation. This speaks well for the robustness of the
technique in adverse conditions.

Figure 6. a) Loading scheme; b) Wrapped phase obtained with the dynamic phase-shifting algorithm; c)
Unwrapped phase.

Figure 7. Wavelet processing: a) Displacement along line AB of Fig. 6c as function of time. b) Displacement
during the acquired sequence in the rectangle area of Fig. 6c, (Colonna de Lega, 1997).
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4. Conclusion

The successful involvement of SI in civil and environmental engineering measurements
of large objects forces to resort to the ultimate capabilities of these methods. From a
methodological point of view, this means that efforts for improving and optimising the
performances of the various SI techniques should be attempted in all directions: a better
understanding of the fine mechanisms governing the significance of the acquired
information, the search for more powerful methods for processing this information and
the development of a specific technology coping with the demands of the theory and
tailored to the user’s requirements. This paper has drawn attention on two theoretical
investigations related to two of these research axes: an in-depth statistical study of the
relevant random variables of SI; the presentation of a new processing scheme based on
wavelet analysis. These investigations led to define a more efficient way to use SI
techniques. Encouraging results have indeed been obtained, two of which being evoked
in the paper. The difficult conditions prevailing in these experiments incite to believe
that a standard application of the techniques would have otherwise failed.
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PANORAMIC INTERFEROMETRY

Leonid A. BORYNYAK and Eugene A. KRASNOPEVTSEV
Novosibirsk State Pedagogical University
Vilyuskaya 28, Novosibirsk, 630126, Russia

1. Introduction

To investigate a deformed state of axisymmetrical objects with diameter < 0.1 m a new
class of measuring instruments – panoramic interferometers is proposed. This class
includes: panoramic holographic and speckle interferometers, panoramic holographic
tomographs. The first two of them are intended for measuring components of the
displacements vector of diffusely scattered emission surface points of cylindrical objects
with the uniform sensitivity for all points. The range of the measured displacements is
10-7 – 10-5 m. The third one is intended for investigation of an optical transparent
objects and in particular, for analysis of the deformed state of a thick-wall cylindrical
shells and for determination a stress-strain state of a whole object. The main element of
panoramic interferometers is a conic mirror principal coaxial with the object. It is
intended for illumination and observation of the object with definite visual angles. A
photographic plate is fixed near the larger cone base. The measuring process consists of
three stages: a) generation of a two-exposure hologram of an object; b) obtaining of a
set of interferograms, which allows one to identify the deformation character on the
basis of a fringe pattern; and c) quantitative analysis of interferograms and calculation
of projection fields of displacements or stresses. Panoramic holographic interferometers
have proved to be rather useful to estimate the deformed state of various industrial
constructions.

2. Panoramic holographic interferometer

As distinct from the traditional methods of investigating surface deformations, the
panoramic interferometry allows to determine the displacements for all points of a
cylindrical surface with equal measurement sensitivity. To obtain a panoramic hologram
of cylindrical surface of an object B , we use a conical mirror M with an apex angle θ
(Fig. la). A coherent collimated beam passes at first through a photoplate F, then it is
reflected from the mirror and illuminates all points of coaxially positioned object B at
an equal angle. Being diffusely scattered by the object surface, the radiation falls onto
the photoplate F. Then the surface points are moved, and the second exposure of the
photoplate is taken. A two-exposure hologram of the object surface in counterbeams is
obtained. It is possible to use a real-time technique. When a two-exposure hologram is
illuminated by a copy of the reference beam, two virtual images of the studied surface
appear. As a result of their interference on the background of visible object surface, we
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Figure I. Panoramic holographic (a) and speckle (b) interferometers.

observe a system of interference fringes whose position depends on the observation
angle α (Fig.2). The photoplate in Fig. la is placed near the object; therefore, the
angular aperture is large, and the angle α can be varied within rather wide range to
obtain interferograms corresponding to identification of various projections of the

Figure 2. The W, U and V components of the displacement vector D, the unit illumination vector e s ,
the unit observation vectors e1  and e2  for beams 1 and 11.

displacement vector. The interferogram observation angle should be the same for all
points of the studied surface to obtain an equal measurement sensitivity for the points.
Various configurations of obtaining interferograms consistent with this demand are
presented in Fig.3. Figure 3a shows configurations of observation beams 1 parallel to
the optic axis, for which the condition α1 = 2θ is valid. Figure 3b,c shows variants of
using conical circular mirrors C for revealing observation beams 11 (see Fig.2) [1]. The
configuration in Fig.3b shows the interferogram with an observation angle α ≤ θ, while
the configuration in Fig.3c allows for simultaneous obtaining of two interferograms
with angles α1 = 2θ and α2 ≤ θ.
The relationship between the absolute order of the interference fringe m and a value of
the displacement vector D(W,U,V) is established on the basis of a geometric model [2].
For |D| << l, where l is the reference scale of an object, the interference condition is

(1)
where es and ek are the unit vectors of illumination and observation for beams 1 and 11.
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Figure 3. Configurations of observation of two-exposure hologram H:
(a) identification of beams 1, (b) identification of beams 11, (c) identification of beams 1 and 11.

Equation (1) can be expressed in terms of parameters shown in Fig.2, and we obtain the
displacement vector components

(2)

here ; m  , m are the orders of interference fringes at1 2

the same point for observation beams 1 and 11, respectively; α ≤ θ is the visibility
condition for the entire surface.. For θ = 45° we obtain from (2) that

(3)

with a being the observation angle in the XZ-plane in Fig.2.
Analysis of methodical errors showed [1,3] that their value is mainly related to counting
the order of interference fringes and has the minimum value at θ = 45° if α = 45°. In
this case (∆U|/|∆ W| = 5.3; hence, the presented holographic interferometer yields a
better accuracy of measuring the component W than U.
The examined interferometer is modified by changing the position and the shape of an
exposed hologram. A glass cylindrical tube is mounted coaxially with the conical mirror
with an angle θ = 45° and the object. The internal diameter of the tube is slightly larger
than the object diameter. The external surface of the tube is covered by high resolved
emulsion doped with tanning substance (formaldehyde). After two exposures the
emulsion is developed and transferred in water onto a flat glass plate. Interferograms of
the examined surface sweep are obtained by photographing of this hologram in parallel
beams of different directions. If bending the hologram then a wave field of each point
of the object surface is changed. These changes are equal for a short distance points. So
a fringe pattern is not changed. This method allows for obtaining a hologram with the
maximum aperture and, thus, ensures a high accuracy of measuring not only the
components W and U following from the equation (3) but also the component V
following from

with δ being the observation angle in the YZ-plane (Fig.2).
(4)
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3. Panoramic speckle interferometer

To obtain a panoramic two-exposure focused specklogram of the surface of a cylindrical
object B (Fig.1b), we use a conical mirror M with an apex angle of 45° [1,3], which
generates a circular band, which is the image of the examined surface in the plane π.
The plane π is mapped by the lens L to a specklogram plane π′ here the photoplate F
is located. The focused specklogram registers the components U and V of the
displacement vector. Their local values can be determined by exposing the specklogram
to a laser beam. Pairs of identical points of two images generate an interferogram in the
form of Young’s fringes with a period P, which are observed within the diffraction
cone. The direction of these fringes is orthogonal to the point displacement direction on
the specklogram Thus, we obtain

U = (λ /β ) (L/P) sin γ, (5)
V = (λ/β ) (L/P) cos γ,

where β is the magnification of the speckle interferometer lens in Fig.1b, L is the
distance between the specklogram and speckle interferogram, γ is the angle between the
fringes direction and the plane passing through the optic axis of the specklogram and the
examined point.
To find the degree of homogeneity of the overall deformation and measure the
displacement field parameters, one can use a configuration shown in Fig.4. Illuminating
the two-exposure specklogram S, a plane coherent wave is diffracted on a speckle
structure. A panoramic image of the examined surface located in the plane S and a
system of interference fringes P are observed within the diffraction cone. The screen D
eliminates the direct light transmission by interrupting the image of the end face of the
object. The diffracted beams from identical points of two images generate an
interference pattern in the plane P located at a distance L x ~ F1 / 2 from the lens K,
where F1 is the focal distance of the lens K.
An equation for interference fringes is obtained on the basis of the geometric model.

Figure 4.Configuration for obtaining a speckle interferogram: S - specklogram, K - lens,
P - system of interference fringes.
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The displacement V in the first order is small, and for the displacement U we obtain
U = λη(m/r), (6)

where η-1 = β 2 (1/F1 – 1/L), β is the magnification of the focusing system in the
configuration shown in Fig. 1b, r is the distance from the optic axis to the image of the
examined point on the specklogram, m is the order of the interference fringe passing
through this point. The error of this method is mainly due to inaccuracy of counting the
order of interference fringes. The estimated range of measured displacements is
Umin ~ λ /2, Umax ~ 200l. An empirical estimate of the maximum measured
displacements shows that for a panoramic speckle interferometer is higher by an order
of magnitude than for a panoramic holographic interferometer.

4. Panoramic tomograph for studying optically transparent objects

Classical tomography yields information about the scalar function values at points of an
object cross-section in the form of low-frequency component of the overall image. The
latter is composed of a set of exposures of the object in several directions, whose lines
cross each other at points of the examined cross-section. The overall image for objects,
slowly changing in space, is in reasonable agreement with the real distribution [4], if
discrete experimental data are approximated with a special selected functions.
Subsequent increase of reconstructions precision is achieved on the basis of Radon
transform. For an object illuminated before and after the internal action, the
interferogram registers the change of the optical path length δ∆Κ(x,y,ϕ) for a light beam
passing through the point (x,y) on the object, which belongs to a plane oriented at an
angle ϕ to some arbitrarily chosen direction; K is the translucence aspect. As first
degree of approximation let us confine to filtering-free reconstruction, then the change
in the low-frequency component of the refractive index at the point (x,y,ϕ) is
determined by the formula

(7)

where LK is the beam path length through the object, N is the number of translucence
aspects. The summation is taken over all translucence aspects.
A multiple-aspect exposure can be conducted by using conical mirrors. Figure 5 shows
a compact (D = 3d) optical configuration of a panoramic three-aspect tomograph on the
basis of the conical mirror C with an angle of 60°. Beams 1–3 lying in the plane of the
figure pass through the point P of an optically transparent object B of the size of about
d. The mirror C returns the beams, and the photoplate F is exposed in counterbeams to
form a two-exposure hologram. An interferogram is obtained in beams normal to the
hologram. Interference fringes on the section m—n yield information about the refractive
index changes in the object cross-section by the plane coincident with the plane of the
figure. This section is composed of three parts representing the interference of beams 1-
3, respectively. Introducing coordinates z1, z2, z3, for these parts, we can find their
relationship with the coordinates x,y of the point P for the linear case, when the working
space is filled by immersion oil:

(8)
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From equation (7) we obtain

where K = 1,2,3; m K is the order of interference fringe on the interferogram at the point
ZK, LK is the object length along the beam related to the aspect K.
Assuming mK

min ~ 1/4 in the measurements, we obtain from (9) the threshold value

(9)

(δn)min  ~ λ/(8d).

Figure 5. Panoramic three-aspect tomograph: C – conical mirror, B – object,
P – point of the object, R – circular diaphragm, F – photoplate, and 1 – 3 – translucence beams.

If a set of experimental projections Pe(z,αm) is known, where α is the observation angle,
and it is condition P(z,-α) = P(z,α), then the projection function P(z,α) may be
approximated by the form

(10)

From the conditions P(z,α m) = Pe(z, αm), we obtain for M = 2:

(11)

where
The function F(x,y) in the plane ϕ may be restored by the Radon transform of its
projections P(z,α). From the Radon transform in polar coordinates we obtain the
approximation [5], if only three experimental projections are known

(12)
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where Jm  (ω r) - Bessel functions.

Figure 6 shows a panoramic five-aspect tomograph whose construction is based on three
circular conical mirrors. A circular phase diffraction grid Z, which has only the first-
order diffraction, deflects light beams 2 and 4 at an angle of 36°. Five beams of equal
width directed at an angle of 36° to each other pass two times through the object. The
photoplate F forms a two-exposure hologram in counterbeams. Each of the five sections
of the hologram shows the initial and final states of the object, which are considered at a
proper angle.

Figure 6. Panoramic five-aspect tomograph: C-mirror composed of conical elements, B- object location,
Z-circular phase grid deflecting beams 2 and 4, F-photoplate.

5. Panoramic tomograph for studying cylindrical shells

Cylindrical shells made of optically transparent material with weak anisotropy can be
studied by using a holographic tomograph shown in Fig.7. The illuminating beams A
are plane-polarized in the plane of incidence or perpendicular to it. Being reflected on
the conical mirror C at an angle θ = 60°, they pass through the examined object B and
are scattered by the coaxial cylindrical motionless surface S. Many beams coming at
various directions pass through the examined point P with the coordinates x,y,ϕ and
arrive at the photoplate F forming a two-exposure hologram. Photographing this
hologram in beams 1 – 3, we obtain the corresponding interferograms. Since the object
B is optically transparent, on the background of the surface S we see a system of
interference fringes whose position depends on the direction of translucence beams and
on their polarization. The positions of the fringes are fixed by placing the coordinate
grid (z,ϕ ) onto the surface S.
A modification of the aforementioned configuration is a panoramic holographic
tomograph with the maximum aperture. A cylindrical glass tube is placed coaxially to



220 L.A. BORYNYAK, E.A. KRASNOPEVTSEV

Figure 7. Panoramic tomograph for studying cylindrical shells: C – conic mirror, B – object,
P – point of the object, S – light-scattering cylindrical surface, A – illuminating beams.

the conical mirror with an angle θ = 45° and the examined shell, near the latter. Its
external surface is covered by photoemulsion which is transferred onto a flat glass
surface after two exposures. The resultant hologram is illuminated along the normal by
a coherent collimated beam. The interferogram recording is produced by means of a
CCD camera with an observation angle placed in a plane perpendicular to the hologram.
After determination of the fringe orders we have a two-dimensional database. The
observation angle changes in diapason from -π/2 to +π/2 and we have a three-
dimensional database. On this basis it is possible to reconstruct the change of refractive
index in all object points by the Radon transform.
The axisymmetric polarization of the illuminating beam A, necessary for operation of
the tomograph, can be obtained by the optical configuration shown in Fig.8. A plane-
polarized beam 1 of a He-Ne laser goes through a quarter-wave plate P; the resultant
beam 2 with circular polarization is directed to an expander E; leaving the expander, the
diverging bunch of beams passes through a polaroid film F rolled into a cylindrical tube
and located coaxially with the optical axis OO of the expander. One polaroid film lets
through oscillations lying in the plane passing through this beam and the optic axis of
the expander. Azimuthal oscillations are allowed by another polaroid. After that, a
collecting lens L generates the collimated beam A. The refraction of beams by this lens
followed by reflection from the mirror (see Fig.7) does not alter the axisymmetric
polarization.
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Figure 8. Creation of the axisymmetric polarization beam A. F- polaroid film,
P- quarter-wave plate, l-plane-polarized beam, D- diaphragm.

The change of the optical path length δ∆(z,α) in the point z of the surface S in Fig.7 is

determined by the change of the which is fixed on the interferogram

(13)

where α, is the angle of the illuminating beam. The change of the optical path length
through the immersed object is determined by changing the refractive index δn(x,y). For
the quantities x, y, z in Fig.7 the Radon transform is

(14)

where T(α) = (h / 2 + a) · tgα ; -π/2 < α < π/2; δn(x,y) = 0, if x < 0, x > L, |y| > h/2.

The Fourier transform of δ∆(z,α) is

(15)

where ωx  = ω, ωy  = ω · tgα . Taking into account that

the two-dimensional inverted Fourier transform of gives δn as

(16)
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where ζ = x + y · tgα + T(α) . Thus the change of refractive index in the point P(x,y)
(Fig.7) is reconstructed by the transform

where is the deblurring function.

If δ (ω, α = 0) is small for |ω| > A then δ (ω,α) is small for |ω| > A(α), where

A(α) = A·cosα. In this case the deblurring function may be approximated [6] according
to (16) by the form

(17)

(18)

Let s be the ray spacing distance between parallel rays in each view and N be the

number of rays. If h(z,α) is known only for equidistant points

then the deblurring function may be approximated by a δ-function series

(19)

From (18) we obtain: if m is

odd, h(z m ,α) = 0 if m is even. From (19) it follows

(20)

then the approximate form of the equation (17) is

(21)

where s is the interval of discretization, ζ = x + y · tgα + T(α) .
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For the point function
δn(x,y) = l2  δ(x-xo) δ (y-yo)

we obtain from (14) the projection

where ζ0  = x0  + y0  · tgα + T(α). From (17) the precision reconstruction is
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(22)

(23)

(24)

Since we have from (24) the function (22).

For the point function (22) we obtain

= l2  δ[(x-xo) cosα + (y-yo) sinα + ms] = l2  ·(r2  – m2 s2)–1/2 ⋅δ(α −αo ) , where

r2  = (x – xo )2  + (y – yo )2 . From (21) we have the approximate reconstruction

(25)

where r > ms. For r2  >> m2 s2  the restored point function is the rapid decreasing

funct ion δ na  (r) ~ r–3 . This means that the reconstruction with the aid of the
approximation (21) gives a acceptable accuracy.

6. Experiment

Panoramic interferometers were used for qualitative and quantitative studies of the
deformed state of industrial units. Some examples are presented below.

6.1. INFLUENCE OF SPRINGS PLACED IN THE SHELL

A spring lock was compressed in a cylindrical shell, made of zirconium, with internal
diameter of 8 mm and wall thickness of 0.5 mm. The spring had a variable radius. The
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Figure 9. An interferogram of the surface of a cylindrical lock with compressed spring.

diameter of the wide cylindrical section was equal to the internal diameter of the
shell. Using a panoramic holographic interferometer with an angle θ = 45° we studied
the flexure of the shell walls due to spring compression. The resultant interferogram
with α = 90° is presented in Fig.9. The fringe pattern shows that the spring action upon
the shell walls in each circular cross-section is nonuniform, its force is concentrated at
four points. Studying the flexure of the shell walls under a cyclic load of the spring lock
allowed us to conclude that the spring rotates with respect to the shell walls. The carried
out study allowed for refining the calculation model and working out certain
requirements to production practice.

6.2. STUDY OF WELDED SHELLS

A panoramic holographic interferometer was used to study thin cylindrical shells loaded
by internal pressure. A zirconium fuel element with an internal diameter of 8 mm and a
wall thickness of 0.5 mm was studied. A metal bottom was welded to the shell edge. The
bottom was made in two variants. The shells that were made by using the first and
second techniques were fixed by a collet clamp of the interferometer whose conical
mirror had an angle θ = 45°. Fig. 10a shows a typical interferogram with an angle

a b
Figure 10. Interferograms of shell surfaces made by using the first (a) and second (b)

techniques, 1 – 3 are zones of anomalous flexure.
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α = 90° of the weld made according to the first technique for the case of an internal
pressure of 40 atm. There are local interference fringes on sections 1 – 3, which points
to the presence of zones of anomalous flexure of the shell surface. Fig.10b shows a
typical interferogram of the deformed state of a shell whose weld was made in
accordance with the second technique. The performed analysis allowed us to conclude
that the weld made by using the second technique leads to smaller nonuniformities of
the deformed state than a weld made by using the first technique.

6.3. STUDY OF CYLINDRICAL SHELL WITH ORIFICES

The shell was made of acrylic plastic, its diameter was 27 mm, the wall thickness was
1 mm. Two symmetrical circular orifices of 6 mm in diameter were made in the side
wall of the shell. One of the shell bottoms was rigidly fixed in the panoramic
interferometer with θ = 45°, the other was covered by a steel lid which experienced an
axial compression force of 50 N. The resultant panoramic interferogram with an angle α
= 90° is shown in Fig. 11a. It bears information about the shell surface flexure. Fig. 11b
shows a developed interferogram of the same shell subjected to a 100 N axial
compression force. It was obtained using a panoramic holographic interferometer with
the maximum aperture. The value of the observation angle α is 90°.

a b
Figure 11. Panoramic (a) and developed (b) interferograms of the surface of a cylindrical shell.

6.4. OTHER ILLUSTRATIONS

The shell with the diameter of 27 mm and the wall thickness of 1 mm was made of
acrylic plastic. The axial compression was created by 50 N value. In Fig.12a the
panoramic interferogram for beams 11 with an angle α = 45° is represented. The
hologram was obtained by means of the interferometer with θ = 45°. Fig. 12b represents
two simultaneously obtained interferograms for beams 1 with α = 120° and for beams
11 with α = 45°. In this case the hologram was obtained by means of the interferometer
with θ = 60°. The same shell with axial compression of 400 N was studied by the
panoramic speckle interferometer. The panoramic speckle interferogram is represented
in Fig. 12c.
For shells the magnitudes of the surface points displacements were obtained by using a
panoramic holographic interferometer in diapason of (0.3 – 10) 10- 6  m, and by using a
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a b c
Figure 12. Panoramic interferograms of a cylindrical shell for beams 11 (a), for beams 1 and 11 (b),

and speckle interferogram (c).

panoramic speckle interferometer in diapason of (10 – 100) 10- 6 m. Relative
measurement errors are ~ 5 %. The conducted experimental studies verified that reliable
results are obtained using the methods of panoramic interferometry and that the
considered devices can be used in industry.

7. Conclusions

The fundamentals and operation principles of panoramic interferometers are presented.
This is a new class of measurement instruments designed to study the strain state of
axisymmetric objects less than 0.1 m in diameter. Three directions are presented in this
class: holographic interferometry, speckle interferometry, and holographic tomography.
The first direction has been developed theoretically and experimentally, and effectively
used in industry, the second direction has been verified in laboratory conditions, the
third one is in theoretically and experimentally elaboration. High-sensitive panoramic
interferometry is free of a number of principal metrological and technical constraints
inherent in the traditional methods of experimental mechanics. Panoramic
interferometers are simple and compact, they save labor efforts by taking several aspects
of an object on one hologram. On the basis of one hologram, the instruments allow to
obtain the displacement vector components of all points of the deformed surface with
equal sensitivity.
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Abstract

The technique with two holograms is investigated in case of large deformations of an
opaque body. The recovering of invisible fringes by a modification and the strain
determination are briefly outlined. Two conditions from the first derivative of the optical
path difference should ensure locally a spacing and a contrast of the fringes. The three
linear forms from this derivative are analysed with the polar decomposition of the
deformation, some affine connections and the transverse ray aberration. The correlation
for the fringe visibility, Frenet’s relations of curvature, changes of geodesic curvature
and the integrability are involved. The second derivative of the path difference contains
three quadratic forms with the derivatives of the dilatation, the curvature changes of the
object surface and the virtual deformation of the images besides a term with the fringe
vector. A duality from the aberration permits the elimination of a bilinear form.

1. Introduction

The basic linear equation of holographic Interferometry to investigate the deformation
of an opaque body by the technique of recording on two holograms reads

(1)

D means here the optical path difference; it is equal to the fringe order v times the
wavelength λ. Further, u denotes the displacement vector from the point P of the
undeformed object surface to the point P' of the deformed surface. We use small bold
letters for vectors; capital bold letters mark later linear transformations (tensors). The
difference k – h = g is the sensitivity vector, where k and h are unit vectors of the
reflected ray PR and the incident ray SP. The vectors t, t'r denote shifts, at the
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reconstruction, of the hologram points on PR, whereas c, c' r are unit vectors

on Eq.(1) holds only for small displacements. In case of a large deform-

ation we start with the exact expression D = (λ / 2π) of the path

difference, where are the distances from the image points to a point

of fringe localisation (figure 1). The phases at relate the interference to the

diffraction

(2)

with the phase at , distances LT , LS , p, q, qT , ,… . Therefore we get

(3)

Several authors [1 - 5] have investigated the problems which arise: 1. recovering of
invisible fringes, 2. elimination of the influence of the rotation and 3. analysis of the
modified fringes to determine the strains. Two conditions from the first derivative of the
path difference should ensure, with the overlapping of the areas covered by the aperture,
a spacing and a contrast of the fringes. As these conditions are fullfilled only locally,
fringes appear in a small vicinity (figure 2). To render the optical path difference quasi
stationary in a larger domain, one should investigate the second derivative, which will
be analysed here. It reveals also peculiar properties as a by-product.

2. First derivative of the path difference. Fringe and visibility vectors

The differential of the path difference (3) is dD = dLS  – dL'S –d( ) + … +

where we have d L S = d r · N∇LS  = dr · ∇n LS  = dr · Nh , implying the normal projector

N = I – n ⊗ n. Generally we use the rules v(a ⊗ b) = (v · a)b , (a ⊗ b)w = a(b · w) for

any dyadic product. The operator ∇n = N∇ = aα(∂/∂θ a ) (sum from 1 to 2) appears as

a formal projection of ∇, the index recalling the normal n (or n'…). It can also be
expressed by curvilinear coordinates θα and base vectors aα on the surface. In summary
we get

(4)

The object- and hologram-deformations are N' dr' = FNdr , ,… at the
surfaces, so that only the semi-projections FN,… of the deformation gradients F,…
intervene. The polar decomposition reads F = QU , with the symmetric dilatation U
(defined by the Cauchy-Green tensor FT F = UU) and the orthogonal rotation tensor Q
of the volume element. At the surface element the polar decomposition is with the in-
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Figure 1: Recording on separate holograms in case
of a large deformation of an opaque body.
Reconstruction with a modification and
quasi overlapping of the image surfaces.

Figure 2: Recovery of local fringes in case of a moderate
deformation (courtesy of Dr.D.Cuche).

plane dilatation V (NFT FN = VV) and the surface rotation tensor Qn (Qn n = n')

FN = Qn V. (5)
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Note also the additive decomposition for small strain γ, small inclination ω and
small pivot rotation Ω. Then

where the 2D skewsymmetric permutation tensor E
rotates any surface vector by –90° (EE = –N). We use also the derivatives of n and N

(6)

The in-plane tensor  describes the (exterior) curvature of the surface.

Eqs.(6) correspond to Frenet’s relations of a plane curve

with intrinsic base a, n. The open bracket ]T in eq.(6b) indicates here a transposition

of the 2d  and the 3d  factor, thus . If a vector u = v + w n

has the interior part

Eq.(4) becomes now with the multiplicative polar decomposition (5)

(7)

The differentiation of gives

where is skew-symmetric, but in space this is not the differential of a
tensor. However, at the surface we may locally write a differential of a small rotation

We obtain then (ω is a surface vector)

(8)

The equation of a geodesic curve with the arc s on a surface is Nd2 r/ds2  = 0, because

the osculating plane contains the normal n by definition. After a deformation we get

The derivative

of the dilatation is (the sign |N marks a

projection of the middle factor). The interior part (∇n  ⊗ V )N|N has the components

(A). With eq.(8) and N'Qn n = N'n' = 0 we obtain

(9)

To eliminate the rotation increment, we apply Gauss’theorem for the deformation on a
domain A with closed boundary ∂A. In the dislocation theory one uses Burger’s vector

Without dislocations, ∂A'
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is also closed and is a necessary and sufficient condition of integrability,

so that Using eqs.(5, 8) the interior part reads then

(10)

V
(–1)

 plays the role of a 2D ,,inverse“, defined by V
(–1)

V = N. The pair E (…)E
is an involution, used in shells. We eliminate the rotation from (9) and (10) and get

(11,12)

We return to eq.(7). The direction to is with de-

fined by dθ P = 0 or also by = 0 , where Both

conditions lead to

(13)

For other rays we have thus also with

and (if the

hologram is curved). Further dc = (1 / q ) where C = I – c ⊗ c. We get then

(14)

(15)

For a general curve on the hologram we have

Here we can introduce the analogue of eq.(11) in the first geodesic term, which gives

(16)

We use in addition the affine connections where

are oblique projectors. Note that

does not lead to a normal projector for

because intersecting rays at correspond to skewed rays forming an astigmatic
interval <R>. If we resolve = 0 for the terms with cancel

because of eq.(13). The isolation of a factor dk gives = lTdk , where the tensor

(17)
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describes the curvature of the converging wavefront in The inverses of the distances
l1 , l2 to the focal lines are its eigenvalues. The equation of transverse ray aberration is

If we combine the affine connections with eq. (5),

we find the bridge , which leads to

(18,19)

We assume now a sufficient overlapping of corresponding areas covered by the aperture

on both images; the superposition vector must be small

compared to the diameter of these areas, which should not differ much apparently,

otherwise the correlation is not possible. We use also dr' =
M'T (K'dr') with  M' = I – (n' ⊗ k ')/(n'·k') and we apply eqs.(13,18,19), written in

primes. If we express by a lateral unit vector and an angular increment, we

can write eq.(7) in the form , which implies the Stetson fringe vector

(20)

It is normal to the fringes and its inverse value gives the fringe spacing. If is the
fixed point, we exchange by – in (20). We obtain then the visibility vector

(21)

situated between the homologous rays. The fringe is contrasted there, if this vector,
divided by the image distance, is small compared to the ratio of λ and aperture diameter.

3. Second derivative of the optical path difference, fringe curvature

The second differential of eq.(3) is

We use the relations

and the reverse eq.(16). We get then with eqs.(13,18) provisionally

(22)
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(24)

(23)

The tensor determines the astigmatic interval and is similar as T in eq.(17).

This indicates the duality expressed by If we

combine this relation with eqs.(18,19), we obtain

Eq.(22) can now be simplified and the final result becomes with eqs.(20,21)

The second term is negligible on the ridge of a fringe with a very good contrast. Then
eq.(24) relates the fringe vector times the curvature to the three quadratic forms. Let us
add, that we have with , the integrability and eq.(8)

(25)

The term

describes the curvature change. For a small isometric deformation it turns into the
reduced curvature of Koiter-Sanders from the shell theory. In conclusion we remark, that
the three linear forms in eq.(7) and the three quadratic forms of eq.(24) replace somehow
the three scalar products with displacement vectors of eq.(1).

Appendix: On the meaning of curvature changes

This section is only indirectly related to the subject. We illustrate (by a short extension)
the meaning of the curvature changes eqs.(25) and (16), which are here expressed by the
polar decomposition (5) and the curvature eq.(6). For B ≡ 0 eq.(25) describes the
curvature B' of a surface by a virtual deformation of a plane. This can be
generalized to with an interpretation of the interior Ricci tensor R and an

embedding. We recall the components

with Christoffel symbols and interprete aαβ as

components of the projector . We write

according
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to eq.(6). The sign marks a transposition of the 2nd  and the 4th  factor. In fact, the

Riemann-Christoffel tensor R (with components Rλ αβγ ) appears in this relation, see

f.i. [6], eq.(1.13.39). The Ricci tensor becomes by contraction R =B'B'–B' (B'·N') ,
where B'·N'= trB' is the trace of B'. On a surface we have R = –K N' with the Gauss’
curvature K. As a simple example of the use of eqs.(25) for R we outline an
interpretation by a ,,deformation“ of the Schwarzschild-solution for the central field of

gravitation. (see

[7], p.607), where 2M is the Schwarzschild radius. With we have

and a relatively long calcul-
ation shows, that the 4D-Ricci tensor vanishes in accordance with the field equations.
However, the 3D-Ricci tensor R of the space part has the non-vanishing components

Alternatively we start with

r' = rk + w (r)n, where k (θ,ϕ) is the radial unit vector and n the unit normal of

The polar decomposition eq.(5) gives with k' = k cos ψ + nsin ψ

leads to

q.e.d.. Finally two equations of

type (16) would show a curious relation between the images of 4D-null-geodesics (light
rays) and the images of 3D-geodesics of the vase-like surface w(r) ([7], p.837).
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INTERFERENCE OF FRACTURE SURFACES
OBSERVED BY MEANS OF OPTICAL METHODS
FOR THE CRACKS SUBJECTED TO SHEAR AND COMPRESSION
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Institute of Aeronautics and Applied Mechanics
Warsaw University of Technology
ul. Nowowiejska 24, 00-665 Warszawa, Poland

1. INTRODUCTION

There are many works to be found in the literature on fracture mechanics, in which
numerical simulations of the stress state at a tip of fatigue crack under cyclic loads
are presented. The authors usually describe mechanisms of crack opening, that
provides a basis for the amplitudes of variation of the Stress Intensity Factors (SIFs)
to be determined. The fact that the rough crack surfaces interfere is of crucial
importance in the cases when a crack tip propagates due to shear, i.e. in II and III
modes of crack propagation under conditions of simultaneous crack closing. We
deal with such a situation when considering the crack propagation in a surface layer
subjected to a contact load. These problems appear e.g. in bearing race, toothed
flanks, or rail-wheel contact and were discussed in [1-10]. The authors presented
numerical procedures allowing for the accurate description of a stress state at a tip
of a crack, in which complex geometry of the object was taken into account, as well
as high gradients of residual stresses occurring in a surface layer, together with
normal and tangential loads. However, the contact flexibility of crack edges was
neglected while their tangential interaction was represented in terms of the
Amontons friction law.
In these works neither a complicated geometrical structure of the real crack faces
was taken into account nor the fact that tangential loads might be transmitted
through the surface aspherities interaction rather than due to friction.
Further development in this field requires a more accurate description of the process
of crack faces interference as well as demands the wear of crack surfaces due to
cyclic loads and microslips to be included into the model. The experimental
investigations are therefore necessary into the crack surfaces interaction under
normal and tangential loads.
The work presents the methods and results of the investigation into interference and
microslips of crack faces under simultaneous normal and tangential loads, which
was carried out by means of the Electronic Speckle Pattern Interferometry (ESPI)
and Grating Holographic Interferometry (GHI).
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2. THE OBJECT EXAMINED

The experiments were performed on samples of the shape shown in Figure 1, made
of the 900A steel. The samples had undergone the fatigue process performed on the
INSTRON machine with the following three loading cycles applied: R = 0,
- 0.5, -1.0 (R = σmin / σmax ) for a crack of the length a a ≈ 12 mm to be produced. The
samples pre-treated in this way were then subjected to the compressive force
P acting in the direction which made an angle of α = 30 ÷ 900  with the tangent to
the crack surface. The loading force within the range of P = 0 ÷ 15000N was
generated by the loading frame, in which the actuator was driven by a manual pump
to avoid any vibrations.

Figure 1. The samples made of 900A steel, after the fatigue process

3. THE EXPERIMENTAL METHODS APPLIED

Two optical methods, i.e., the Electronic Speckle Pattern Interferometry (ESPI) [11]
and Grating Holographic Interferometry (GHI) [12] were used for examination of
the displacement.

3.1. ESPI METHOD

The speckle interferometer had two orthogonal branches. Fig.2 shows the zx
branch of interferometer. The argon laser beam of light (λ = 514.5 nm) was pre-split
into four beams, which illuminated the object in the planes zx and zy symmetrically
about the z-axis, i.e. the observation direction. The laser beams travelling in the
plane zx, which made the angle θ = 30o with the normal were used for determination
of the displacements u along the x-axis, while the beams travelling in the zy plane,
which made the angle θ = 45o with the normal and were used for determination of
the displacement v along the y-axis.
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Figure 2. The Scheme of Electronic Speckle Pattern Interferometry set-up, ob – the sample,
CCD –the camera CCD, BS- beam splitter, M–mirror, L –laser.

The monochromatic camera CCD of 512x480 pixels was used for registration of the
light intensity distribution.
The method consists in registration of the light intensity distributions before and
after the object displacement, respectively. Then the respective intensities are
subtracted and the module of the obtained difference is determined. As a result, we
have the following formula for the light intensity distribution

(1)

where:

I1 ,I2  - light intensities before and after the object displacement, respectively,

amplitude of the image intensity modulation,

sin (∆φ + ψ) - random factor, which does not contain any information, a source of
noise,
sin ∆φ - factor responsible for generation of the fringe pattern
where ∆φ stands for the phase difference being sought.
At the same time the geometrical configuration of the speckle interferometer used
makes the following equation true:

similarly, for the second pair of beams:

(2)

(3)

where IB , IM stand for the background intensity and intensity modulation,
respectively, u, v represent the displacement in the direction coincident with the
sensitivity vector, θ stands for the angle the illumination makes with the
observation direction, λ denotes the wave length.
In the present tests a series of ineterferograms have been registered for the step-wise
growing loads.
A chosen fringe close to the support of the specimen was assigned with the zero
number while the subsequent fringes got the respective subsequent fringe orders,
which has enabled the displacement of any point on the sample surface to be
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determined. Using formulas (2) and (3) the displacement components u and
v directed along the x and y axes were determined for the points lying on the sample
surface along the normal to the crack surface. These components were then
recalculated to obtain the displacement components δn and δ t normal and tangential
to the crack, respectively.

3.2. GRATING HOLOGRAPHIC INTERFEOMETRY

Figure 3 shows the optical arrangement for registration of the holograms
superimposed with the use of diffraction gratings. A flat surface of the examined
object is covered with the crossed line diffraction grating, while a holographic plate
without an antihalation backing is mounted directly in front of the object with the
emulsion-covered side facing the grating. The collimated He-Ne laser beam
illuminates the object. A part of the light illuminating the holographic plate passes
through it and illuminates the object surface with the grating put on it. The part of
the beam diffracted by the grating illuminates the emulsion of the holographic plate
once again and interferes with the illuminating beam. The double exposure
hologram for two subsequent levels of loading provides the information about the
wave fronts variation during the process of the object displacement. In the process
of reconstruction, like in registration, the collimated laser beam illuminates the
hologram. The wave fronts diffracted on the grating, which has arosen in the
holographic plate, create at least four images of the object located in the planes
perpendicular to the diffraction grating. The images are angularly separated from
each other and can be observed from the directions making angles ±θ with the
normal to the holographic plate. The angle θ depends on the grating frequency f and
the light wavelength λ applied to the reconstruction, i.e.

θ = arc sin λ · f (4)
Figure 4 shows a scheme of the hologram reconstruction system. Each of the
images contains the interference lines depending on the object surface displacement.
These images might be observed on the screen or recorded using a camera. The
fringe pattern analysis requires the displacement vector components together with
the sensitivity vectors to be considered.

Figure 3. The optical arrangement for registration of the holograms superimposed with the
use of diffraction gratings, ob – sample, G – grating, HP – holographic plate,
K – collimator, L – laser.
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Figure 4. Scheme of the hologram reconstruction system.

Upon assuming the co-ordinate system, in which the z-axis is normal to the object
surface, while the axes x and y coincide with the grating lines, one can consider
separately the displacement components in zx and zy planes, respectively. The
fringe order N1x at a given point results from the displacements u and w. For the
interferogram observed in the plane xz at the angle θ relative to the normal we have:

Similarly, for the interferogram observed at the angle – θ for the same point of
object surface we can write

(5)

(6)

For the second pair of interferograms observed in the plane zy at the angles θ and
–θ we have:

(7)

(8)

After adding and subtracting equations (5) and (6) the displacement components can
be determined as follows:

Similarly from equations (7) and (8) we have

(9)

(10)

(11)

(12)
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For the integral fringe order number N to be determined there should exist in the
examined area some points not undergoing displacement, i.e. the zero fringe order
has to cross the area. This condition is very difficult to satisfy. However, the
structure of formulas (5) - (8) enables one to determine, instead of the integral
fringe order at a given point, only its relative number to the fringe order at the point
we assume as the reference one. However, for the sign of the fringe order to be
determined some additional information about the object displacement is needed.
The results coming from formulas (9) and (11), for the out-of-plane displacement
determined from the iterferograms reconstructed in the planes zx and zy should be
the same, which might be helpful in verification of the fringe order number.

4. RESULTS

The ESPI method was applied to examination of the sample, shown in Fig.1
subjected to loads acting at the angles α = 900 , 450 , and 300 with the tangent to the
crack surface. Fig. 5 a and b shows the two fringe patterns obtained at the tenth
steps of analysis for the force P acting at the angle α = 300 . The displacement
components u and v for the points lying on the sample surface were determined
from formulas (2) and (3) and then recalculated to obtain the components normal δn

and tangential δ t to the fracture surface, respectively. The ratio between the
tangential and normal components corresponding to the angle α = 300 reads

Pt /Pn ≅ 1.7.

Figure 5.  The fr inge patterns obtained by means of  the Electronic Speckle Pattern
Interferometry method a) lines of equal u displacement, b) lines of equal
v displacement.

The results were obtained for two cross-sections made at distances of 9 mm and 7
mm from the crack tip. In these cases any component of the displacement has had
no discontinuity, it means that even the initial loading by means of the force
P0 = 300N has already closed the crack forcing at the same time the aspherities
matching and eliminating slips on the surface, as well.
The distributions of δn and δt for the points of the cross-section made at a distance of
9 mm from the crack tip along the sample diameter normal to the fracture are
presented in Figure 6 a and b. The diagrams show the total displacements after
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subsequent steps of analysis within the range of force from P0 = 325N to
Pm a x = 14560 N.

(a)

b)

Figure 6. The distribution of displacement obtained by means ESPI method for cross-
section made at a distance of 9.2mm from the crack tip, a) tangential component
b) normal component.

The method of Holographic Grating Iterferometry was applied to examination of the
samples shown in Figure1 subjected to the forces acting at the angles α = 900 and
300 . The force P was increased in a step-wise way and at each level of the loading
the holograms were registered. The first exposure of the holographic plate at the
step (i) was performed under the load corresponding to that for the second exposure
at the previous step (i-1).
Figure 7 a, b and c, d show the four fringe patterns lying in the planes zx and zy,
which have been reconstructed from one hologram following the schematic diagram
presented in Figure 4 The sample was loaded at the angle α = 900  and the first
exposure was made for the force P = 300 N, while the second one for P = 7800 N.
Due to a direct registration of images by means of CCD camera at the angle θ=±380 ,
some distortion of the images has arosen, being then eliminated numerically.
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The two components of displacement u, v, which for α= 900 denote the normal and
tangential ones to the crack faces, while w is the out-of-plane component, have been
determined on the assumption that the zero order fringe runs across the intersection
of the sample axis and the left-hand edge of the examined area of the sample. The
fringe order sign fulfills the experiment conditions i.e., compression of the sample.

a) b )

c) d)

Figure 7. The four fringe patterns represent the displacement obtained in grating
holographic method in planes a, b) zx and c, d) zy, for the sample loaded at the
angle α = 90 0 .

Figure 8 shows the diagrams of the components determined along the sample axis.
It should be emphasised that the component u normal to the fracture reveals
discontinuity and the out of plane component has a significant value.
Although this component is neglected in the ESPI approach, due to the nature of the
loading (compression of the sample) it could not have been avoided in our
experiments.

Figure 9 a, b, b, d show the four fringe patterns lying in the planes of zx and zy,
obtained for the load acting at the angle α = 30°. The first exposure was made for
the force P = 300 N while the second one for the P = 7800 N.
Figure 10 a, b show the diagrams of the u and v components of displacement along
the five cross-sections of the sample.
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a)

b)

Figure 8. The distribution of displacement obtained by means of the Grating Holographic
Interferometry for the cross-section made at a distance 7.2 mm from the crack tip
a) the u, w components and b) v, w components

a) b )

c) d )

Figure 9. The four fringe patterns represent the displacement obtained from the grating
holographic method in planes a, b) zx c, d) zy respectirely, for the sample loaded
at the angle α = 300
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a)

b )

M. SZPAKOWSKA et al.

Figure 10. The results obtained by the use of GHI method for the cross-sections made at the
distances 2 mm, 4.5mm, 7 mm, 9.5 mm, 12 mm respectirely from the crack tip
a) normal displacement, b) tangential displacement

It should be emphasised that the components u and v reveal discontinuity for the
three cross-sections far from the crack tip. Two cross-sections running across the
crack at distances 2 and 4.5 mm from the crack tip reveal no disconuities. If the
tangential component of displacement in the vinicity of the crack tip has a neglible
value the Stress Intensity Factor KII is equal to zero.
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5. CONCLUSIONS

As concerns the examined problems:
1. The evidence has been found that the rough surfaces occurring due to

propagation of the fatigue crack, which have not been damaged by micro slips
create a kind of “shape joint”, which when subjected to the compressive stresses
normal to the crack faces may transmit high tangential loads, magnitudes of
which exceed those resulting from the friction laws.

2. In the vicinity of crack faces, far from the crack tip, the strain concentrations
were observed which resulted from local interactions between aspherities of the
faces.

3. The experiment has to be extended to cover the cases when the crack faces have
been smoothed due to wear under condition of micro slips.

As concerns the experimental methods:
1. The results coming from the ESPI and GHI methods are in a good agreement.
2. The ESPI method is very convenient.

2a. The object surface needs no special treatment and acquisition and storing
of specklegrams in computer memory at subsequent stages of loading
poses no difficulties.

2b. In the course of analysis one can combine the loading stages optionally for
a clear and contrast fringe pattern to be obtained.

2c. The full field result of the fringe pattern provides immediately the
information about displacement components, which allows for detection of
discontinuities of displacements in the neighbourhood of cracks or at the
strain concentration areas.

2d. The two in plane components of the displacements u and v at subsequent
stages of load growth can be determined almost straightforward.

2e. By summing up the displacements registered at subsequent steps one can
examine relatively high displacements. Moreover, registration of
displacements at many steps facilitates observation of non-linear processes
of deformation.

3. The GHI method has an advantage consisting in the fact that there is no need for
concidering the displacement of the whole object as the holographic plate is
mounted close to the examined part of the object surface. Moreover, this method
is much less sensitive to vibrations of the object.
3a. The fringe patterns obtained by means of the GHI method are very clear

and four images are reconstructed from a single hologram. Discontinuities
caused by the displacements due to the crack are visible at once.

3b. The procedure of GHI requires some preparation of the object surface, i.e.
the diffraction grating should be superimposed on it, which limits the
applications to flat surfaces of the objects.

3c. At each steps of the load growth a new holographic plate should be
mounted on the object. Additionally the wet process of the hologram
developing and fixation is needed combined with drying which delays the
process of hologram analysis.
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3d. Once the holographic plate are formed they can be analysed on separate
stands yielding fringe patterns of good quality.

3e. The signs of the fringe orders for each interferogram have to be determined
basing on some additional information about the object displacement
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Abstract

This paper reviews shearography and its applications in experimental mechanics
and nondestructive testing. Shearography is an interferometric method for measuring
surface displacement derivatives. Unlike holography, it does not require special vibration
isolation; hence it can be employed in field/factory environments. The technique has
already received wide industrial acceptance for nondestructive testing. Other applications
include strain measurement, material characterization, residual stress evaluation, vibration
studies and 3D shape measurement.

1. Introduction

Shearography is an interferometric technique developed to overcome several
limitations of holography. Contrary to holography which measures surface displacements,
shearography measures derivatives of surface displacements, thus eliminating the need to
numerically differentiating displacement data to yield strains. More significantly, it
eliminates the reference beam of holography, leading to the advantages of simplified optical
setup, reduced coherence length requirement of laser, and not requiring special vibration
isolation. Shearography is practical, therefore it has already received wide industrial
acceptance for nondestructive testing. Currenlty the rubber industry is routinely using
shearography for evaluating tires and the aerospace industry has adopted the technique for
nondestructive testing of composite structures. Other applications of shearography include
measurement of strains, material properties, residual stresses, 3-D shapes, as well as
vibration studies.

There are three versions of shearography employing different recording media:
photographic emulsion(1) , thermoplastic(2)  and video(3) . Video shearography is a
computerized process which is superior to the other two versions. It uses video sensors
(such as CCD) as recording medium and digital image processing technology to acquire the
results thus eliminating the consumable materials used by the photographic and
thermoplastic versions. Furthermore, the computerization of shearography allows the
automation of fringe analysis. This paper reviews computerized shearography and its
applications.

2. Video shearography

2.1. DESCRIPTION OF THE TECHNIQUE

A typical set-up of video shearography is illustrated in Fig. 1 The object to be
studied is illuminated with a point source of coherent light and it is imaged by a video
image-shearing camera. The shearing device used a birefringent crystal which splits one
object point into two in the image plane. A pair of laterally sheared images is received by
the image sensor and thus the technique is named as shearography. The key to the video
recording in shearography is the birefringent crystal serving as a shearing device. As
illustated in Fig. 2, the shearing crystal brings two non-parallel beams scattered from two
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different points on the object surface to become colinear or nearly co-linear. Note that the
spatial frequency of the interference pattern produced by the two beams is proportional to
sine the half-angle between the interference beams. In this case the angle is nearly zero,
therefore the spatial frequency is so low that it is resolvable by video image sensors such
as a CCD. Since the two sheared wavefronts transmitted by the two axes of the
birefringent crystal are orthogonally polarized, a polarizer oriented at 45° to the crystal’s
axes is needed to make the two wavefronts to interfere. Because the object surface is
rough, the interference produces a random interference pattern known as a speckle pattern.
In the process, the two speckle patterns of the test object (before and after deformation) are
sequentially digitized into a micro-computer via a frame grabber. The difference of the two
speckle patterns computed by the computer produces a fringe pattern depicting the
displacement derivative with respective to the direction of shearing. A frame grabber with
on-board processing capability allows the fringe pattern to be produced in real-time (i.e.
video rate).

Fig. 3(a) shows a fringe pattern depicting the derivative of deflection with respect
to x-direction of a rectangular plate clamped along its boundaries and subjected to uniform
pressure, and Fig.3(b) shows the y derivative of the plate deflection.

2.2. FRINGE FORMATION

A shearographic speckle pattern of an object may be mathematically represented as:

I = a + b cos(β ) (1)

where : I is the intensity distribution of the speckle pattern, a - the dc intensity, b - the
modulation of the interference fringes, and β is a random phase angle.
deformed, this speckle pattern is slightly changed to I’

After the object is

represented as:
which is mathematically

I’ = a + b cos(β + ∆) (2)

where A is a phase change due to surface deformation.
patterns before and after deformation yields:

The difference of the two speckle

Id  = b( cos(β + ∆) - cos(β) ) (3)

where Id , the intensity distribution of the difference, shows a fringe pattern. Dark fringe

lines corresponds to ∆=2nπ; n is the fringe order. Traditional fringe analysis requires
identification of fringe orders.
change due to deformation ,

The computerized shearography allows ∆, the phase

technique described below.
to be automatically determined using a phase determination

2.3. PHASE DETERMINATION TECHNIQUE

Phase shift technique is used to determine the fringe phase distribution A of the
fringe pattern. Generally speaking, there are a total of four unknowns at each point in the
speckle patterns of Eq(1) and Eq(2), namely, a - the dc intensity, b - the modulation of
the interference fringes, β the random phase angle, and the fringe phase ∆. A minimum of
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four equations are required to solve for the four unknowns. However, the only
information we want is ∆.

The ability to determine the phase distribution in a shearographic fringe pattern
relies on a phase shift technique which adds a uniform phase change to the speckle pattern.
With the setup of Fig. 1, the phase shift can be performed by simply translating the shearing
crystal in a direction perpendicular to line of sight. Within a small phase shift range of zero
to 2π, the amount of the phase shift is proportional to the translation of the shearing crystal.
The proportionality is determined by a calibration procedure, and the translation is
precisely controlled by a micro-translation stage.

Here, a four-frame algorithm is used to determine the fringe phase. By
sequentially digitizing four speckle patterns with phase shift of 0, π/2, π and 3π/2 before
deformation yields:

Using Eq.4, the random phase β is determined by:

(4)

(5)

Likewise, four speckle patterns are digitized after deformation.

(6)

which gives:

(7)

Eq(5) and Eq(7) allows ∆ to be computed. The computed phase is, however, wrapped
into the range of −π and π. A phase unwrapping algorithm such as that proposed by
Macy( 4 ) can be used to unwrap the phase. Since the fringe patterns of digital shearography
are generally noisy which will be a problem in the phase unwrapping process. The
iteration noise suppression algorithm( 5 )  is found to be very effective for suppressing speckle
noises. Other phase determination algorithms can also be used. A summary of the various
phase determination algorithms can be found in reference(6).

Fig.4 shows 3-D plots of the phase distribution in fringe patterns of Fig. 3
determined by the phase determination technique.

2.4. FRINGE INTERPRETATION

The phase ∆ is induced by the relative optical path length change between the light
scattered from two neighboring points, P(x,y,z) and P(x+ δx, y, z) on the object surface.
In this case the shearing direction is assumed parallel to the x-axis, and the amount of
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shearing is δx. It can be shown that ∆ is related to the relative displacement (δu, δ v,
δw) of two neighboring points separated by:

(8)

where (u,v,w) and (u+ δu, v+ δv, w+ δw) are the displacement vectors of P(x,y,z) and
P(x+ δx,y,z), respectively; λ is the wavelength of light; A,B, and C are sensitivity factors
related to the position of the illumination point S(xs ,ys,zs) and the camera position
O(x0 ,y0 ,z0 )  b y :

(9)

where: and Note that z(x,y) describes the
object surface. Hence on the surface, z is not an independent variable. Eq.(8) may be
rewritten in the following form:

(10)

If the amount of shearing, δx, is small, the relative displacement approximates the
derivatives of displacements with respect to x. The direction of shearing may be altered by
rotating the shearing prism about the optical axis. Should the shearing direction be parallel
to the y direction, the derivatives in Eq.(10) becomes the displacement derivatives with
respect to y. It is possible to employ a multiple image-shearing camera(7)  to record the
displacement derivatives with respect to both x and y simultaneously.

Eq.(10) shows that the technique measures a combination of the derivatives of
three displacement components. Therefore in general, three measurements with different
sensitivity factors are required to allow the separation of the three displacement derivatives.
One may choose a particular optical setup such that Both A and B are approximately zero.
In this case the technique measures only the derivatives of w-component. However, it is
not possible to make C vanishes for the determination of u- and v- derivatives independent
of w-derivative.

3. In-plane strain measurement

Strains are functions of the derivatives of in-plane displacement components. For
measurement of the derivative of in-plane displacement, a dual-illumination scheme(8)

shown in Fig. 5 is used. The object to be measured is alternately illuminated by two
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colliminated laser beams inclined at equal angle to the z-axis. The orientation of the beams
depends on the strain component to be measured. For measurement of strain component
parallel to the x-direction, two beams should be incident symmetrically with respect to the
yz-plane as shown in the figure. The phase changes due to object deformation for the right
illumination beam and the left illumination are different. For colluminated beam
illumination, ∆R, the phase change due to right illumination, may be approximated by:

∆R = 2π/λ (( 1+ cos ø )(∂w/∂x) + sin ø(∂u/∂x))(δx) (11)

where λ is the wavelength of laser, and δx is the amount of shearing which is equivalent
to the gage length.

For the left illumination beam, the phase change ∆L is given by:

∆L = 2π/λ ( ( 1 + cos ø)(∂w/∂x) - sin ø(∂u/∂x) ) (δx) (12)

In the measurement, the object is illuminated with one beam at a time. Each of the phases
∆R and ∆L in the speckle patterns is determined by the phase determination technique
described above. Subtrating Eq(12) from Eq(11) yields:

∆ R - ∆L = (2π/λ) 2sin ø (∂u/∂x) δx (13)

Hence, the in-plane strain in the x-direction is determined. Should the illuminations be
rotated 90° about the z-axis and the shearing direction be parallel to y, ∂u/∂x in Eq(13) is
replaced by (∂v/∂y). Indeed, the derivatives of any in-plane displacement component can
be measured by adjusting the orientation of the illumination system. With three different
illumination orientations, the measurement system is equivalent to a full-field strain rosette.

The derivatives of out-of-plane displacement may also be determined by computing the
sum of (∆R + ∆L) which yields:

∆R + ∆L = (2π/λ)2( 1+ cos ø )(∂w/∂x) δ x (14)

Fig. 6(a) shows a fringe pattern reconstructed from the phase difference (∆R - ∆ L)
depicting ∂u/∂ x, the horizontal strain component, of a cantilever beam fixed on the left and
subjected to a point load at the free end (right). Fig. 6(b) is the predicted theoretical fringe
pattern. The comparison shows a good agreement.

4. Residual stress measurement

The hole-drilling strain gaging technique is commonly employed to determine
residual stresses in materials. In the process, the strain released by the hole is measured
with a special strain gage rosette. Shearography may be used to replace the special strain
gage rosette, and the residual stresses are accordingly determined. This eliminates the need
to mount the special strain gage rosette and the critical alignment requirement of the drilled
hole with respect to the positions of each gage in the rosette.

Here, a method for rapid detection of residual stresses is suggested( 9 )  . Instead of
drilling a hole, a micro-indentation method can be used to relieve residual stresses in
materials, and shearography is used to measure the deformation produced by the
indentation. The deformation of the indentation for the material having residual stresses
will be considerably different from that without resdiual stresses. For the measurement, a
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shearographic scheme with relatively large shearing illustrated in Fig.7 is employed. In
this case, the technique basically compares the deformation of two different regions on the
object surface. In essence, one region acts as a reference for the other as shown in in
figure. The fringe pattern produced thus depicts the relative displacement between the two
regions. Since the deformation due to stress relief by a micro-indentation is very localized,
the other region is hardly affected and thus it serves as a reference beam. Thus the
technique measures the absolute displacements around the neighborhood of the indentation.
In the setup, only the out-of-plane displacement is measured.

In the presence of residual stresses, the indentation also causes a stress release.
Fig.8(a) shows a fringe pattern due to an indendation but without residual stresses
whereas Fig.8(b) shows a fringe pattern due to indentation and relief of residual stresses.
Note that without residual stresses, the fringe pattern is more or less axisymmetrical. The
presence of residual stresses will cause the fringe pattern to be deviated from the
axisymmetrical form. The principal stress directions are indicated by the two axes of
symmetry; the residual stress magnitude is related to the degree of deviation from
axisymmetry. Since the mechanics of stresses relief is very difficult, the measurement with
this method is only semi quantitative. The technique, however, provides a fast means of
detecting residual stresses. It can be used in a field/production environment. Besides, the
micro-indentation can be some small that the technique may be considered as non-
destructive.

5. Measurement of vibration and time-dependent deformation

Traditionally, three techniques of shearography were used for vibration
measurement. These are: the time-averaged technique, the stroboscopic technique and the
double-pulsed technique. The first two techniques are only applicable to measurement of
the mode shapes of steady state vibrating structures. In the case of double-pulsed
shearography, the surface displacement gradient of a transiently vibrating structure at only
two discrete times can be compared.

High speed shearography allows time-dependent deformation in an object to be
studied by continuously digitizing the speckle images of a deforming object using a high
speed digital image acquisition system. The image acquisition system used in the
experiment is a Kodah EktaPro Model 4540 High Speed Motion Analyzer, which has a
maximum frame rate of 40,500 frames/sec. After recording, the images are downloaded to
a video tape and can be played back at the normal video rate of 30 frames per second. A
fringe pattern can be produced by computing the difference of any two speckle images.
These images are then digitized by a microcomputer such as a 486-computer through a
frame grabber. The displacement versus time for any point of interest can be extracted by
plotting the phase change of the speckle pattern at the point versus time from the computer
memory. The total phase change can be obtained by integrating the phase curve.
shows the phase variation versus time of a point on an object vibrating at

Fig.9
600 Hz acquired

at a speed of 4,500 frames per second. In essence, the technique is equivalent to many
massless and noncontact deformation sensors for measuring dynamic deformation. For
example, a typical image digitization of 256x256 is equivalent to 65,536 sensors.
Moreover, the technique does not influcence the real behavior of the structure under study.

6. Nondestructive evaluation

6.1. FLAW DETECTION
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Shearography permits full-field observation of surface deformation in a test object.
Since a flaw in an object usually induces strain anomalies, shearography reveals flaws by
identifying the flaw-induced strain anomalies which are translated into anomolies in the
fringe pattern. Although shearography measures surface strains, both surface and internal
flaws can be detected. This is because the internal flaws unless very remote from the
surface also affect the surface deformation.

Shearography has already received industrial acceptance for nondestructive
inspection. An earlier report of the NDT applications can be founded in Ref.(10).
Shearography is particularly effective in revealing delaminations in composite structures,
including tires. It is also suitable for inspecting pressure vessels. Recently a new
application for rapid evaluation of hermetic seal of microelectronic packages(11)  is developed
which employs high speed shearography.

6.2. SHEAROGRAPHY VERSUS ULTRASONIC

Fig. 10 is a comparison of the result of digital shearography and that obtained by a
C-scan ultrasonic technique on a composite sample. The edge pullout and a delamination
are detected by both techniques. However, digital shearography revealed the flaws in a
fraction of a second, whereas the ultrasonic technique required point-by-point scanning of
the part and it also needed the fluid coupling of the transducer to the object surface. One
limitation of shearography is the need to impose stresses (or additional stresses) on test
object.

6.3. METHOD OF TESTING

Flaw revealment by shearography is based on the comparison of two states of
deformaton in the test object. Development of nondestructive testing procedures employing
shearography essentially becomes the development of a practical means of stressing which
can reveal flaws. Ideally, it is desirable to impose stresses similar to the stress state found
in service. If components under testing are loaded in a stress mode similar to the actual one
experienced in service, shearography can be used to reveal critical flaws only (i.e. flaws
that create strain concentrations and thus reduce the strength of the component). Cosmetic
flaws can be ignored and false rejects can be avoided. Examples of cosmetic flaws include
those located in low stress regions which will not jeopardize the strength of the structures.
In this regard shearography has an advantage over ultrasonic techniques. Ultrasonic
techniques detect flaws by identifying inhomogeneities in the materials and provide no
direct infomation about the criticality of the flaws. However, exact duplication and
applicaton of actual loading may be difficulty or impractical in the testing. Therefore, for
each nondestructive inspection application, development of a practical means of stressing is
required. One precaution in stressing the test object is the prevention of rigid body motion.
Excess rigid body motion would cause decorrelation of the speckles in the two images
(deformed and undeformed) resulting in degradation of fringe quality. Excessive rigid
body translation, however, can be negated by the technique report in Ref(12).

Several methods of stressing which normally do not produce intoleratble rigid body
motion are: pressure stressing, vacuum stressing, thermal stressing, acoustical stressing
and vibrational excitation. Microwave which excite water molecules is ideal as a stressing
means for detecting moisture in plastics and non-metal composites. The stressing
techniques reported in reference(13) for holographic nondestructive testing are generally
applicable to shearography.

7. Conclusion
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The recent development of the computerized version has greatly facilitated and economized
Shearography has been proven to be a practical approach for nondestructive testing.

the employment of shearography for industrial applications. Shearography is rapidly
gaining acceptance by industry for nondestructive testing. However, other measurement
application, requires further development before they can be transferred to industry.
Shearography is still relatively young and its full capability awaits further exploration.
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Fig. 1 Schematic diagram of video shearography

Fig. 2 Illustration of the birefringent crystal serving as shearing device. (a) One ray is split
into two and orthogonally polarized. (b) Conversely, two nonplarallel rays scattered from
two neighboring points on the object are combined and become collinear.
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( a ) (b)

Fig. 3 Fringe patterns depicting the deformation of a rectangular plate clamped alongs its
boundaries and subjected to uniform pressure: (a) Derivative of deflection with respect to x.
(b) Derivative of deflection with respect to y.

( a ) ( b )

Fig. 4 Three-dimensional plot of the phase distribution determined by the phase shift
algori thm, depict ing (a)  derivat ive of  deflect ion with respect  to x,  (b)  derivat ive of
deflection with respect to y, of the plate deformation of Fig.3.
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Fig. 5 Dual-beam illumination scheme for in-plane strain measurement.

Fig. 6 Computer-reconstructed fringe patterns depicting the horizontal in-plane strain
component of the cantilever plate: (a) result of the dual beam shearography, (b) theoretical
result.



SHEAROGRAPHY IN EXPERIMENTAL MECHANICS … 259

Fig. 7 Schematic diagram of the large shear shearography for residual stress measurement.

Fig. 8 Fringe patterns due to surface indentation: (a) without residual stresses, (b) with
residual stresses.



260 Y.Y. HUNG

Fig. 9 Pixel intensity versus time at a point of a plate vibrating at 600 Hz, acquired at a
speed of 4,500 frames per second with high speed shearography.
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Fig. 10 Comparison of shearography with C-scan ultrasound. An edge pullout and a
delamination in a graphite composite panel are revealed by both techniques. Time requried:
one second for shearography and 10 minutes for ultrasound. Moreover, fluid coupling is
needed in the ultrasonic testing.
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VIBRATION ANALYSIS BY MEANS OF DIGITAL SPECKLE PATTERN
SHEARING INTERFEROMETRY (DIGITAL SHEAROGRAPHY)

W. STEINCHEN, L.X. YANG, G. KUPFER, P. MÄCKEL, F. VÖSSING

University of Kassel, Dept. of Mechanical Engineering
Laboratory of Photoelasticity, Holography and Shearography
(Lab SHS)
D - 34109 Kassel, Germany

Abstract

Digital speckle pattern shearing interferometry is described as a robust measuring
method due to its simple optical setup and the insensitivity against ambient
disturbances. It has been used in industry for nondestructive testing and strain
measuring. This paper explores the possibilities for vibration analysis using digital
speckle pattern shearing interferometry. The measuring device performing both time-
average and stroboscopic methods is described. The time average digital speckle
pattern shearing interferometry in conjunction with the stroboscopic technique is suited
well for both qualitative and quantitative vibration analysis. The determination of the
dynamic deformation and the strain fields from the phase map of shearogram is
demonstrated, and some preliminary results are shown.

Keywords: digital speckle pattern shearing interferometry, vibration analysis,
nondestructive testing, time-average, stroboscopic technique.

1. Introduction

Using stroboscopic illumination, digital speckle pattern shearing interferometry, also
called digital shearography or TV-shearography, has been used for vibration
measurement of objects subjected to harmonic excitation [1]. In this technique the out-
of-plane deformation gradient ∂w/∂x can be measured directly. However, the dynamic
deformation or the strain field themselves are more interesting than the deformation
gradient in the field of vibration analysis. To obtain these information, not only the
phase map of the shearogram, but also the determination of the zero-order fringe
positions is required. But the zero-order fringe position cannot be determined by the
stroboscopic illumination method.
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This paper describes the time average digital speckle pattern shearing
interferometry in conjunction with the stroboscopic illumination technique for
vibration measurement. The measuring device performing both the time average and
the stroboscopic method is described. In the state of real time observation the test
object is illuminated by a continuous laser beam. By using the real time subtraction
with the refreshing reference frame the resonant frequencies of the vibrating object are
determined simply and rapidly. The fringe pattern obtained in this state is a time
average digital shearogram. Thus the zero-order fringe position, i.e. the positions
where ∂w/∂ x = 0, can be determined easily. If the further evaluation of the
shearogram in a certain resonant frequency is required, i.e. the amplitudes and the
mode, an accurate phase map can be obtained by applying the stroboscopic
illumination. The selection of the continuous (in case of time-average method) or
stroboscopic illumination is caused by adjusting a controller and performed simply by
the developed program Shearwin*. Not only the deformation derivatives but also the
dynamic deformation or the strain field of the vibrating object by integrating or
differentiating the phase map of the shearogram can be thus determined. It is suited
well for both qualitative and quantitative vibration analysis.

2. Measuring principle

Figure 1 shows the experimental setup of digital speckle pattern shearing
interferometry using continuous or stroboscopic illumination method. The test object
is illuminated by an expanded laser beam. The light reflected from the object surface
is focused on the image plane of an image shearing CCD - camera in which a
Michelson interferometer is implemented in front of its lens. By turning the mirror 1
in one of the two illumination arms of the interferometer for a very small angle, a pair
of sheared images of the object are generated on the image plane of the CCD camera.
The two sheared wavefronts interfere with each other producing a speckle
interferogram, i.e. the so called "specklegram".

When measuring, the CCD-camera records first a specklegram and stores it in one
frame, i.e. the reference frame. After the object is stressed, the second specklegram is
registered by the CCD-camera again and stored in another frame. Digital subtraction
between the two recorded specklegrams generates the so called digital shearogram
which depicts deformation gradients directly rather than the deformation itself like
holography [2]. A commercially available image processing board (IM-640 from
Matrox Company) allows to subtract the arriving specklegram from the reference
specklegram at video rate. Thus a digital shearogram is observed in real time (at video
rate) [3].

To acquire the stroboscopic illumination, an acousto-optic modulator (AOM) is
thus built into the measuring device. Fig. 2 shows the principle of the acousto-optic
modulator. An acoustic beam, propagating through a crystal in the Bragg cell,
produces periodic variations in the refractive index of the material forming a phase
grating which moves through the crystal at the sound velocity of the material. When
the laser beam passes through the Bragg cell under the Bragg angle of incidence θB ,

* The program Shearwin can be ordered by Lab SHS
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the diffracted laser beam induced by the phase grating is characterized mainly in the
first order of diffraction. By using a trigger system and a driver, a stroboscopic laser
beam is generated in the direction of the 1st order of diffraction. A controller is here
required to synchronize the frequencies between the stroboscopic pulses and the object
vibrations and to control the position and the width of the pulses (cf. Fig. 3). The
position of the pulses can be frozen-in at any point in the 360° period. The pulse width
of the laser beam should be usually as narrow as possible if the power of the laser is
high enough, so that the specklegram can be frozen-in at one point and each
instantaneous vibration can be measured.

Fig. 1 : Experimental setup of digital speckle pattern shearing interferometry
using continuous or stroboscopic illumination method.

Fig. 2: Principle of the acousto-optic modulator

In order to obtain the continuous illuminating beam, this controller has been
designed for generating not only a short pulse-width, but a long pulse-width too. By
adjusting the pulse-width until 360°, the stroboscopic illuminating beam becomes the
continuous illuminating beam. Therefore, the time average technique can be applied
using this measuring device without any change in the optical setup. The selection of
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the continuous illumination or the stroboscopic illumination is performed simply by
the developed program Shearwin.

Fig.3: Stroboscopic illumination by AOM synchronized with the vibrating signal of the test object by the

controller

Theoretically, a continuous illuminating beam can also be generated by adjusting
the pulse-width to 0°. In this situation the stroboscopic illuminating beam in the
direction of the 1st order of diffraction disappears and a continuous illuminating beam
appears in the direction of the zero order diffraction. However, the illuminating
direction in this way is changed and the additional expanding lens, mirrors etc. are
required to expand the laser beam. So this method is not adopted in the experimental
setup.

The time average and the stroboscopic technique are by far the most usual
techniques for measuring the object vibrations by harmonic excitation; each of them
has its merits. Of course, each has shortcomings as well. The experimental
arrangement and the control system shown in Fig. 1 combine the time average method
with the stroboscopic method. This measuring device incorporates the merits of each
technique and overcomes the shortcomings for each of them. Thus it is suited well for
the vibration analysis.

3. Real time observation using continuous illuminating beam

In general, vibrations, especially in the cases of resonant frequencies occurring, in
machines and structures are undesirable because of the increased stresses and the
energy losses which accompany them. They should be eliminated or reduced as much
as possible by an appropriated design. Therefore, the first task of vibration analysis is
to determine the resonant frequencies of the object. In order to find out the natural
frequencies simply and rapidly, the technique of real time observation is usually
required. In this stage of the real time observation, the test object is illuminated by a
continuous laser beam. The observed fringe pattern is thus a time average shearogram.
The fringe pattern is not as sharp like this using the stroboscopic illumination.
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However, it is sufficient to find out the resonant frequencies and to determine the
position of the zero-order fringe. In the conventional technique for the real time
observation using a continuous illumination beam, the current frames are subtracted at
video rate from the original reference frame which is usually acquired at the stationary
state. The fringe pattern obtained by the real time subtraction is modulated by a
system of fringes described by the term [1-J0 (Ω )], where J0 is the zero-order Bessel
function of the first kind [4]. The contrast of the real time visible fringe pattern is
obviously low.

A new approach for the real time observation with refreshing reference frame has
been used in the stroboscopic illumination digital speckle pattern shearing
interferometry so that a fringe pattern which is insensitive against ambient
disturbances such as thermal air waves or lower frequency vibrations can be obtained
[1]. This technique can be introduced into the time average digital speckle pattern
shearing interferometry too and it can be put into practice easily without any change in
the optical setup. The new method is a three-step process [5]: If the current frame is
the Nth frame, the reference frame is the (N-1)th frame rather than the frame acquired
at the stationary state. First, an image is recorded in the (N-1)th frame. If the object is
vibrating in the steady state with the frequency f much higher than the video frame
rate, the specklegram recorded in the (N-1)th frame is a time-average correlogram due
to the continuous illumination and it can be represented by:

(1)

where I0 represents the average intensity of the two sheared light waves, γ the
modulation of the interference term and φ(x,y) the random relative phase angle
between the two sheared images. Ω is equal to [δ x (4π/λ) (∂w/∂x)] and δx is the
shearing amount in the x-direction. Due to the high level of the self interference term,
the fringe contrast of the time average correlogram is very low and the fringes are
barely visible. If the Nth current frame is now subtracted directly from the (N-1)th
frame without introducing a phase shift between the two frames, no fringe can be
observed either, because the algebraic expressions for I( N - 1 )(x,y)a v e and IN (x,y)a v e are
exactly identical. Therefore, a 180° phase shift after the (N-1)th frame is introduced in
the second step (the phase shift can be chosen at any value, it is 180° in this
experimental setup ). This phase shift can be introducd by a piezoelectric transducer
(PZT) actuated mirror 2 in one of the two illumination arms of the Michelson
interferometer (cf. Fig. 1) and controlled by the software Shearwin developed by
University of Kassel. Then in a second step, the Nth frame is taken. Now the image
recorded in the Nth frame becomes:

(2)

The Nth current frame is then subtracted digitally from the (N-1)th frame.
Obviously, the self interference term in Eq. (1) or (2) is eliminated and a visible fringe
pattern can thus be observed:
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(3)

Repeating the three step process, a fringe pattern modulated exactly by J0 ( Ω )
rather than by [1- J0  (Ω)] can be observed in real time. The contrast of the fringes will
be higher than that from the term [1 - J0 (Ω)]. Furthermore, the low frequency ambient
disturbances caused by thermal air currents and low frequency vibrations are greatly
suppressed due to the great reduction of the time between the acquisition of the current
and the reference frame.

Passing the range from low until very high frequencies, the real time fringe
patterns corresponding to resonant frequencies respectively are observed. Each
resonant frequency can be thus determined. The dynamic excitation can be performed
by a piezoelectric crystal. The exciting frequency generated by the piezoelectric crystal
can reach until and above 10 MHz. However, it is limited by the amplifier of the
piezoelectric crystal. In general, it is no problem to excite the object with the
frequency between 0 and 50 kHz.

A dynamic investigation of a vibrating circular aluminum plate by using this
technique was performed. This plate was clamped all around and was excited
sinusoidally by a piezoelectric crystal on the back side. Each resonant frequency as
well as the corresponding time average digital shearogram can be determined. Fig. 4
shows the time average digital shearograms corresponding to the frequencies of 1270
Hz, 4300 Hz and 4860 Hz (from left to right). By searching for the brightest fringes,
the position of the zero-order fringe can be determined. It should be noted that the
positions of the zero-order fringe are not the position of the nodal lines of the vibrating
object in the time average shearogram. The shearogram depicts the amplitude
gradients ∂w/∂x. The zero-order fringe shows the positions where the amplitude
gradients ∂w/∂x are zero, i.e. the position of ∂w/∂x = 0. In other words, the brightest
fringes indicate the position of the maximal or minimal amplitude of the vibrating
object. In contrast, the brightest fringes of the time average hologram indicate the
position of the zero amplitude, i.e. the nodal lines of the vibrating object. From the
zero-order fringe of the shearogram which depict the position of the maximal or
minimal amplitude of the vibrating object, the vibrating form can be imagined.
Therefore, the qualitative “modal analysis” can be performed by this method [6].
Moreover, this technique can be also applied for nondestructive testing to detect the
defects on the surface and in the subsurface of the object [7].

4. Quantitative analysis using stroboscopic illumination

If the further evaluation of the shearogram of an interesting resonant frequency is
required, an accurate phase map can be obtained by applying the stroboscopic
illumination. Giving an instruction in the program Shearwin, the stroboscopic
illumination is performed.
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Fig. 4: Time average digital shearograms which depict the deformation gradients ∂w /∂x (i.e. x-shearing
direction) for a thin circular aluminium plate (Ø=150mm, t=3mm) clamped all around using harmonic excitation

showing the frequencies 1270, 4300 and 4860 Hz (from left to right).

Fig. 5 shows the phase maps of shearograms recorded by the stroboscopic illumination method for the same plate
shown in Fig. 4 for the same exciting method and same frequencies of 1270 Hz, 4300 Hz and 4860 Hz

(from left to right)

4.1. DETERMINATION OF THE DYNAMIC DEFORMATION GRADIENT FIELD

Real time observation by using the continuous illumination is suited well to find out
the resonant frequencies of the vibrating object and to determine the zero-order fringe
from the recorded shearogram. For the quantitative analysis, the phase map of
shearogram is required. The phase shift technique has been applied to obtain the
phase map of an interferogram. However, it is required to record three or four
interferograms for the same state of the deformation. Obviously, this technique is not
suited to apply for the time average shearography. With the introduction of the
stroboscopic illumination, the interferogram (speckle pattern) can be frozen-in at any
point of the periodic illumination in the shape of short stroboscopic pulses
synchronized with the frequency of the vibrating object respectively. Each
instantaneous vibration in the interesting resonant frequency can thus be measured by
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adjusting the trigger position. Moreover, the phase shift technique can be applied for
this illumination so that an accurate phase map of the shearogram can be obtained.

First, the trigger position is adjusted to a fixed phase α. The intensities
corresponding to each pulse illumination are added by the CCD-camera resulting an
interferogram (speckle pattern). It is obvious that the interferogram is frozen-in at a
certain state of deformation. Thus, four interferograms corresponding to phase shifts
of 0, π/2, π and 3π/2 in the stage of same deformation state can be recorded. The D/A
board provides the voltage steps necessary for the PZT driven mirror 2 (cf. Fig. 1) to
create these four different phase shifts. The phase distribution φα of the interferogram
corresponding to the state of deformation with respect to the fixed phase α can be
calculated from the four recorded intensity distributions as following:

φ α = arctan [(I4 – I2 )/(I1 – I3 )] (4)

Second, adjusting the trigger position to the different phase β (cf. Fig. 3), four
more frames of the intensity data are taken while shifting the phase for the same
amount as for the first set of data. The phase distribution φβ  of the interferogram
corresponding to the state of β can also be calculated such as φα . Once these data are
taken, the phase map of shearogram depicting the change of the phase distribution
between two speckle interferograms can be obtained simply by subtracting φβ  from φα .
The phase map of shearogram describes quantitatively the relative amplitude gradient
field ∂w/∂x between vibrating phase angles α and β.

Fig. 5 shows the phase maps of shearograms recorded by the stroboscopic
illumination method for the same plate shown in Fig. 4 for the same excited
frequencies of 1270 Hz, 4300 Hz and 4860 Hz (from left to right) ready for
quantitative evaluation.

From the Eq (4) the relative phase distributions φα and φβ  can be determined only
within the limits of 2π, thus, the phase map obtained by subtracting φβ from φα is a
fringe pattern of phase modulo 2π. An unwrapped phase distribution can be
determined by a phase unwrapping algorithm [8]. From the unwrapping phase map of
shearogram, the continuous distribution of the amplitude gradient field ∂w /∂x is
determined. Therefore, the quantitative evaluation and representation of 3D-plot for
the shearogram becomes possible.

Fig. 6 shows the evaluation of the phase map of the shearogram with the exciting
frequency f = 4860 Hz, which is displayed in Fig. 4 (right). The unwrapped phase
map of the shearogram and its 3D-plot are shown in Fig. 6b and Fig. 6c, respectively.
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Fig. 6: (a) The phase maps of the shearogram shown in Fig. 4 (right) for the circular plate excited by the natural
frequency 4860 Hz, (b) the unwrapped phase map and

(c) the 3D plot depicting the amplitude derivative field ∂w /∂x.

4.2 DETERMINATION OF THE VIBRATING MODE AND STRAIN FIELDS

In the field of vibration analysis the vibrating mode or strain field itself rather than the
amplitude gradient field is more interesting. In order to obtain the vibrating mode, i.e.
the dynamic deformation field w, the unwrapped phase map of the shearogram, which
depicts directly ∂w/∂x, should be integrated. However, the unwrapped phase map of
the shearogram depicts only a relative distribution of ∂w/∂x relative to a reference
position. If the vibrating mode, i.e. the dynamic deformation field w, should be
obtained by integrating ∂w/∂x, the distribution for the absolute magnitude of ∂w/∂ x
should be determined. In order to know exactly the distribution of the absolute
magnitude ∂w/∂x, the zero-order fringe position, i.e. the positions of ∂w/∂x = 0,
should be determined.

In general, the zero-order fringe cannot be determined from the phase map.
However, this problem is solved easily in the developed experimental setup, because
the zero-order fringe has been observed form the time average digital shearogram in
the state of real time observation. After the distribution of the absolute magnitude
∂w/∂x has been determined, the vibrating mode can be obtained by the developmental
program Shearwin using an integration algorithm. Fig. 7 shows a new phase map
depicting the vibrating mode, i.e. the deformation field (w), of the circular plate shown
in Fig. 6 with the resonant frequency f = 4860 Hz obtained by integrating the
unwrapped phase map of the shearogram shown in Fig 6b; its 3D-plot represents
clearly the vibration shape (right).

For the thin plates the normal strains εxx and εyy  and the shear strain εxy  are related
to the second derivatives of the out-of-plane deformation (w). Thus the fringe patterns
representing full-field flexural and shear strains in plates can be obtained by
differentiating the phase map of ∂w/∂x in x-direction obtaining εxx ~ ∂2 w/∂x2 , in y -
direction getting γxy ~ ∂ 2w/∂x∂y. When the phase map of ∂w/∂y is differentiated in y-
direction, the normal strain εyy ~ ∂ 2w/∂y2  can also be determined.
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Fig. 7: Fringe pattern depicting the vibrating mode (distribution of w) of the plate shown in Fig 6 under the
resonant frequency 4860 Hz, obtained by integrating the unwrapped phase map shown in Fig 6b (left) and the 3D

plot, i.e. the vibrating shape (right).

Fig. 8. (a) - (b) Fringe patterns, depicting flexural normal strain field εxx  and shear strain εxy, respectively, of
plate shown in Fig. 6 under the resonant frequency 4860 Hz, obtained by differentiating method,

(c) - (d) their corresponding 3D plots.

Similarly, the normal strains εxx  and εyy  and the shear strain γxy  in plates can also
be determined by the program Shearwin using a differentiation algorithm. The
detailed reports on the integrating and differentiating the phase map of the shearogram
can be found in Ref. [9]. Fig. 8a and 8b show the fringe patterns of the same plate as
Fig. 6 under the resonant frequency 4860 Hz, which depict flexural normal strain field
εxx  and shear strain εxy, respectively. They are obtained by differentiating method.
Fig. 8c and 8d show their corresponding 3D plots.
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5. Conclusions
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Digital speckle pattern shearing interferometry, also called digital shearography,
provides an alternative to TV-holography for vibration analysis. It provides a wider
measuring range compared as the TV-holography. In general, TV-holography has a
smaller controllable range sensitivity, so the larger amplitude (usually larger than 15
µ m) cannot be measured. However, digital shearography can measure relatively large
amplitude, e.g. larger than 100 µm. The measuring range can usually be controlled by
adjusting the shearing amount [10]. The measuring accurate is dependent on the
shearing amount too. The detail discussion on the measuring accurate can be found in
Ref. [9].

The greatly reduced path-length imbalance as compared with the typical
holographic configurations makes it possible to illuminate the test object using simple
laser diodes indeed without temperature stabilization. Therefor, this technique is
suited well for industrial on-line measuring and testing.

The developed method presented in this paper enables time average and
stroboscopic techniques to be performed by one measuring device without any change
in the experimental setup. Not only the accurate phase map but also the zero-order
fringe of the shearogram can be determined. Both qualitative and quantitative
vibration analysis can be performed. The dynamic deformation derivative field as well
as the dynamic deformation and strain fields of the vibrating object can be determined
by this measuring device in conjunction with the developed program Shearwin. It is
expected that a wide range of applications by this technique will be seen in the near
future.
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STUDY OF SUB-INTERFACIAL QUASI-STATIC CRACK PROPAGATION USING
SHEARING INTERFEROMETRY
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Abstract

Cracks on the interface between two materials have been extensively studied in view of
their applications to failure processes in composite materials [1-3]. In this work, we
look at the case of cracks that are off but close to an interface. Some early studies have
indicated that under certain circumstances such sub-interfacial cracks tend to grow
along a path that is parallel to the interface at a characteristic distance from the interface
depending on the loading and material properties of the two materials. In this study, we
optically map crack-tip stress fields for cracks that start off the interface, and track them
as they subsequently propagate off the interface. The optical technique that was
developed in our laboratory and which is used in this study will be explained. This
shearing interferometer is used in conjunction with a 1000 frame/sec video camera.
The resulting fringe patterns are evaluated to obtain information about the stress-state
during initiation and propagation. The conditions for crack propagation parallel to the
interface are explained. The experimental results are compared with crack trajectories
predicted by finite element simulations.

1. Shearing Interferometry Part of PSI and Fringe Pattern Analysis

The optical layout and the schematic of the shearing interferometric mode of a
polariscope/shearing interferometer (PSI) device [1] are shown in figures 1 and 2.

Figure 1. Optical layout of the shearing interferometric system

A 5mW HeNe laser is used as the coherent light source. A quarter waveplate is used to
circularly polarize the beam. A set of micro-objective lenses, spatial filter and beam
collimator is used to obtain a clean and collimated plane wave. The beam then passes
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through the transparent PMMA specimen under test. The transmitted beam is then
sheared by a specially designed prism as shown in figure 2. The specially cut prism is
made of birefringent calcite and generates two orthogonally polarized parallel and
laterally-shifted copies of the input beam (see figure 2). These two beams are made to
interfere by use of an analyzer. The stressed specimen causes stress-induced phase-
shifts in the optical beam, resulting in fringe patterns that can be related to the stress-
state.
For optically isotropic materials such as PMMA, the stress-induced phase retardation is
independent of polarization, and the total phase retardation Φs p at any point due to

transmission through the specimen is related to the stresses at that point through [2]

(1)

where h is specimen thickness, λ is wavelength of the laser beam, c is a stress optic
constant of the optically isotropic PMMA material and σ1 and σ2 are in-plane principal
stresses.

Figure 2. Schematic of the shearing interferometer

As discussed in Ref. [1], the fringe relation for bright fringes is given by:

(2)

where m is the fringe order, and shearing by amount ∆X is in the global X coordinates as
shown in figure 3. A similar relation is obtained for shearing in other directions. These
relations are similar to the fringe relations obtained using the coherent gradient sensor
(CGS) developed by Tippur, Krishnaswamy and Rosakis [2] for fracture studies in
optically isotropic materials
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Figure 3. Global and local coordinate systems for a propagating crack

The in-plane stress components for a crack in a homogeneous media is asymptotically
given by [4] :

(3)

where r and θ are spatial coordinates shown in figure 3(a), k n are complex amplitudes of
which k0 = K= KI + iKI I is the complex stress-intensity factor, and and

are dimensionless functions that are completely known [4].
The sum of in-plane stresses is therefore given by:

(4)

By using equations. (1), (2) and (4), the fringe relations with the derivative fields of in-
plane stresses sum can be given by:

(5)

(6)
The real and imaginary components KI and K I I of the complex stress intensity factor K
= KI + i KI I represent crack opening mode and in-plane sliding mode respectively at the
initial crack position. However these representations are only available for the cracks
which are parallel to the X-direction or Y-direction. To extract mode I and mode II
components of complex stress intensity factors in the interferometric fringes of curved
crack path, a local (variable) coordinate system may be used. As shown in figure 3(b),
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the global coordinates X and Y are parallel and perpendicular to the initial crack line and
local coordinates x and y are those of newly generated crack front line.
In the optical system, the shearing direction is controlled by rotation of the prism.
Since the prism is fixed in a certain direction, generally in the X-direction, we cannot
get x-derivative stress fields directly. Hence the x-derivative in-plane stress field is
given by

(7)

where

(8)

and

(9)

where ϕ is the kink angle, θ∗ is the angular coordinate of the newly generated crack
front, and KI and KI I represent mode I and mode II of the propagating

crack, respectively. Thus the components of the complex stress intensity factor K = k0

of the new coordinate x and y can be extracted by ϕ/2 rotation of those of global
coordinates. And the higher order components of the series expansion stress field have
analogous relation with the zero-th order K. The complex stress intensity factor K is
extracted by an over-deterministic scheme and decomposed to mode I and II values as
the crack propagates.

2. Experiments And Results

2.1 CRACK PROPAGATION IN HOMOGENEOUS PMMA SPECIMENS

In this work the stress states near quasi-statically propagating crack-tip in homogeneous
PMMA is investigated by use of the shearing interferometer. We used 3-point bending
specimen as shown in figure 4(a). For the homogeneous PMMA specimen, load point
at the top of the specimen is shifted from the center of PMMA to obtain mixed mode
crack propagation. As shown in figure 4(b), experimental crack path has a kink angle
from the initial crack line caused by the non-symmetric load; hence the crack trajectory
is curved. The sequence of fringe patterns obtained was used to extract the stress
intensity factor K using equations (5) and (7). ]. The speed of the crack was quite slow
(< 1 mm /sec) during the initial propagation of the crack, thus we can assume quasi-
static conditions. The kink angle of the propagating crack depends on mode mixity [6].
As the crack initiated, |K| increases in the early stages (around 0-2 mm growth) and
becomes a constant while the propagation is quasi-static. Fluctuations of the stress
intensity factors in the 4-15 mm increment area occurred and were associated with a
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rough crack propagation as indicated post-mortem by crack surface features. The phase
angle defined by φ = tan - 1(KI I/KI ), is around -2° ~ 2°. This means that the shear mode in
the propagating direction around the crack-tip is near zero; ie. KI I =0 criterion is
applicable. The experimental crack path also closely matched that of a numerical
simulation by FRANC [5] using the maximum strain energy release rate (ERR-
criterion).

(a) homogeneous PMMA specimen (b) experimental crack propagation trajectory

Figure 4. Geometry of PMMA specimen used in the test
(L=150 mm, h=9.1 mm, W=150 mm and a=30 mm)

The consistency of these paths indicate that the quasi-static crack propagation of
homogeneous PMMA can be considered by linear elastic fracture method
macroscopically, and the two criteria yield the same results. The magnitude of the
stress intensity factor through the slow crack propagation has a constant value around

And these results are quite consistent in other loading conditions. In
homogeneous media, such as homogeneous PMMA, the crack propagates under
condition of zero mode II criteria which is essentially the same as maximum strain
energy release rate (ERR) [6] for linear elastic materials. And this indicates that crack
propagation in homogenous PMMA under mixed mode conditions is governed by zero
mode II conditions or ERR-criterion.

3.2 SUB-INTERFACIAL CRACK PROPAGATION IN BIMATERIAL SPECIMENS

The sub-interfacial crack propagation in aluminum / PMMA bimaterial under 3-point
bending specimens (shown in figure 5(a)) was investigated. In this loading
configuration which is symmetric with respect to the specimen (not material) geometry,
the crack propagates initially outward from the bimaterial interface and then begins to
propagate parallel to the specimen. This phenomena arises from the fact that the
mismatch parameter [3] for this particular combination of materials is ε = 0.098 (note
that for a homogeneous material ε = 0). Figure 5 (b) shows a superposed photograph of
the fractured specimen and simulated crack path; and these two paths are well matched.
Figure 6 shows a sequence of shearing interferometric images as the crack initiates and
propagates. A 1000 frame/sec video recorder was used to image the crack propagation.
Due to the opacity of the aluminum material, only the results for PMMA part were
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available. If the non-transparent specimen was also of interest, a reflectometric
technique may be utilized but with additional complication to the optical system [1-2].

(a) geometry of subinterface crack (b) experimental & numerical paths superposition

Figure 5. Subinterface crack in aluminum/PMMA bimaterial specimen I

Figure 6. Shearing interferometric fringes in aluminum/PMMA bimaterial specimen I

For the subinterface crack, even though the structure is a bimaterial system, the crack is
located entirely inside of the PMMA. Thus we can use the stress for those of
homogeneous media asymptotically in the near tip region. We tested similar
aluminum/PMMA bimaterial specimens but under different load conditions. The
specimens II, III and IV in figure 7 were tested with different ratios of L2 /L1 to generate
various mode mixities. FRANC was used to simulate these cases using the ERR
criterion. It is noted that crack path discrepancies arise especially in cases where the
subinterface cracks propagate toward but still stay off the interface. Figure 7 shows this
discrepancy clearly. Through the analysis of shearing interferometric fringes, it is
found that the fracture toughness was different from the homogeneous case, and also
when the sub-interface crack propagates away from the interface. In cases of specimen
I and II, crack propagation paths are well matched with the simulation, and stress
intensity factors are the same as that of homogeneous PMMA. However in the cases of
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specimen III and IV, the experimental results show that crack trajectories are toward the
interface and results in a larger increment of the fracture toughness. From the
observation of the crack surfaces of fractured specimens, specimen III and IV have
much rougher features. And these features cause contact of crack surfaces and non-
negligible friction. Thus more energy is necessary to make new crack fronts. As seen
in figure 8, the crack trajectories are as follows: cracks initiate, move in a curved line
and finally grow parallel to the interface. In figure 8(a), d and d* indicate initial and
final (when crack grows parallel) distances from the interface under the various L2 /L1

ratios. The discrepancies between experiments and numerical simulations are shown in
figure 8(b). For the outward and parallel propagation of cracks , that is d*/d > 1 (L2 /L1
> 0.55), numerical calculation is in good agreement with experiment. However, when
that is d*/d < 1 (L2 /L1 < 0.55), ie the crack propagates toward the interface, the
mechanisms of crack propagations are not governed well anymore by zero mode II (or
ERR).

(a) specimen II (b) specimen III (c) specimen IV

(d) specimen II (e) specimen III (f) specimen IV

Figure 7. Crack propagation trajectories for different loading conditions : (a) &(d), (b) & (e) and (c) & (f)
are from experiments and numerical simulation respectively
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(a) (b)
Figure 8. Characteristic distance d*/d under different load conditions : (a) L1 is fixed (= 150 mm), d = 10

mm, (b) line -> numerical simulations, dots -> experimental measurements

3. Conclusions

A shearing interferometer was utilized to map the stress fields around quasi-statically
propagating cracks in homogenous PMMA and subinterfacial cracks in
aluminum/PMMA bimaterial systems. In homogeneous PMMA, crack propagation is
well described by zero mode II criterion (or ERR-criterion). Experimental crack
trajectories are matched well with numerically simulated ones. However, this zero
mode II criterion does not appear to be a robust tool for the estimation of crack paths in
complex structures such as aluminum/PMMA bimaterial specimens. In this study when
the subinterface cracks that are initially located near the interface propagate toward the
material interface, it appears that other effects such as crack surface friction need to be
taken into account.
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SOME STUDIES OF THERMOMECHANICAL BEHAVIOUR OF SOLID
MATERIALS BY INFRARED THERMOGRAPHY

O. MAISONNEUVE and A. CHRYSOCHOOS
LMGC, UMR 5508 CNRS-UMII, Place E. Bataillon 34095 Montpellier
Cedex 05, France.

1. Introduction

The purpose of this paper is to show, through two examples, the scientific interest of
infrared techniques in order to study the mechanical, but in fact, the thermomechanical
behaviour of materials and, more generally, to investigate their thermodynamic
behaviour.
We will consider first, the case of energy balances during elastoplastic deformation
processes of metallic alloys, and second, the case of energy analysis of pseudoelastic
behaviour of shape memory alloys (SMAs). In both examples, the same thermodynamic
framework was used. This framework, used to interpret the experiments, is the classical
thermodynamics of irreversible processes of continuous media.
The state of a particle is described in suitable form by a set of n + 1 state variables :
α 0 = T, the absolute temperature, α 1 = ε the linearised strain tensor, and n – 1
internal variables α2 , α 3, .., α n . For example, some of αi are plastic strain tensor or
phase proportions. If we introduce the specific Helmholtz free energy ψ, s being the
specific entropy, the second principle leads to the Clausius-Duhem inequality :

(1)

where σ is the Cauchy stress tensor, ρ is the mass density, q the heat influx vector,

D being the dissipation.
The property D ≡ 0 defines a reversible thermodynamic process. Usually, the
dissipation is divided into two parts : the intrinsic dissipation and

thermal dissipation D2 = –q/T .gradT . Then the local heat conduction equation can be

written as :

(2)
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where Cα is the specific heat at αj constant, j ∈ {1, 2, .., n} , k is the isotropic

conduction coefficient, the thermomechanical coupling term, r the

external heat supply.
With our experimental conditions, the external heat supply remaining a constant, the
heat conduction equation can be simplified as:

(3)

where θ = T – T0 ; T0 is the equilibrium temperature field, while denotes the

volume heat source.
For energy balance associated to a small deformation process, it is necessary to consider
the following energy terms :

the deformation work, the elastic

work, Wa = We x t – We , the anelastic work, the evolved heat ,

the dissipated work converted into heat, Ws = Wa – Wd , the stored

energy due to strain hardening, the heat associated to

thermomechanical couplings, the heat due to thermoelastic

effects, the latent heat, the βk s being the state variables

associated to the phases proportions.

In this context, the constitutive equations can be derived from the Helmholtz free
energy and from a dissipation potential

(4)

the stress tensor being split into a reversible part σr and the irreversible part σir .
Often ψ is written as the sum of two terms : a thermoelastic part and a complementary

part depending on the chosen internal state variables. If there is no intrinsic dissipation,
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φ is chosen identically equal to zero. It is interesting to take into account thermal
effects : they are macroscopic manifestations of some important evolution of the
microstructure and represent precious data to perform energy balances useful to choose
the specific free energy form and the one of the dissipation potential.

2. Energy balance during an elastoplastic deformation process of metallic alloys

Metallic alloys like stainless steels (A316L), carbon steels (XC 38), or aluminium alloys
(AU4G) were considered. The physical phenomena taken into account are the
thermoelastic effects, the plastic dissipation phenomena, the energy storage due to strain
hardening.

As it is well known, the thermoelastic effects were first studied by Lord Kelvin. The
plastic dissipation and the stored energy phenomena were studied by many authors,
often metallurgists, as it appears in [1]. These mechanisms are qualitatively well
identified, like in the case of the wire which warms when it is alternatively twisted. But,
as shown in figure 1 extracted from [1], it is very difficult to obtain reliable results for
stored energy. During many years, the 10 percent, obtained by G. I. Taylor and H.
Quinney in [2] for the stored energy ratio Ws /Wa , was the reference. It is possible to
see in [3] some references about the interesting works of R.O. Williams, H.D. Bui, D.
Rönnpagel, H. Neuhäuser, C. Schwink, E. Krempl, etc., on stored energy and
dissipation phenomena associated with plastic deformation. In general, experiments
were realised by means of calorimetric techniques, often using annealing processing.
They were delicate or even «acrobatic» what explains the spread of results shown in
figure 1.

Figure 1: After [1]. Stored energy as a function of expended energy,
reported by various investigators.

In a first time, we began also our dissipation measurements by determining indirectly
the stored energy by using micro-calorimetric techniques [4-6]. The home-made micro-
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calorimeter was directly placed on the testing machine, the sample passing through the
cell of the thermopile. The possibility of taking into account the thermal losses gave
more reliable results than the ones obtained by a simple calorimetric measurements
performed after the loading. Nevertheless, the experimental procedure to get energy
balances was time consuming and sensitive. In particular, it was only possible to realise
global energy balance. So it quickly appeared preferable of using infrared techniques
which allowed instantaneous and local energy balance in the sample gauge part. The
figure 2 shows the basic sketch of the experimental arrangement. An original
characteristic of this experimental set-up is the simultaneous recording of thermal and
mechanical data : surface temperature, load applied to the sample, and elongation of its
gauge part. This set-up consists of a computerised uniaxial testing machine (1, 2) and an
infrared thermography device (4, 5, 6). This latter is made of an infrared camera (4), a
display unit (5) and a home-made numerizer (6) allowing storage and processing of the
thermal images in a second microcomputer (7). Moreover, the numerizer allows
recording at the beginning of each line of a thermal image, by the means of (3), the
corresponding load and elongation signals and four other electric signals like the
thermal level and thermal range characterising the state of the camera.

Figure 2 : Experimental set-up

The camera (Agema 880) is an infrared scanning system, with a single short wave
detector InSb ([2-5.6] µm), liquid nitrogen cooled. The thermosignal, in Isothermal
Unity proportional to the thermal radiation, is digitised and then converted into
temperature in Celsius degree (°C) after a calibration operation.

Before our investigations, infrared techniques had been already used in relation with the
dissipation energy measurement : the dissipation at the crack tip was studied by
Nayroles and R. Bouc, R. Blanc and E. Giacometti, H. D. Bui , A. Erhlacher and Q .S.
Nguyen, or the detection of the characteristic threshold of sheared sand in vibration was
investigated by M. P. Luong (see references in [3]). But in all these works, the loading
was periodic, what is an easier situation than quasistatic loading for the thermal image
processing.
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It seems that the first study where infrared techniques was used for quasistatic evolution
of alloys, has been the one of C. Saix and P. Jouanna [7-9] in the prospect of civil
engineering works supervision. From our collaboration with them on the plasticity
effects [10], it appeared fortuitously that the fraction of stored energy was much more
important than the 10 traditional percent, in particular at the beginning of work
hardening. It was the start point of our investigations using two independent
experimental techniques : micro-calorimetry and then infrared thermography. One of
the main difficulties was the calibration particularly delicate of this kind of device. The
calibration of the video signal was done with a special warming target equipped with
thermocouples. The temperature variations were obtained by difference using a thermal
reference image. The heat losses were assumed to be correctly described by linear laws
of the temperature, then it was possible to simplify the heat equation (3) as follows :

(5)

where τth is a time constant characterising the lateral heat losses. Then the volume heat

source w'ch may be determined by an inverse resolution of this partial derivative
equation. Hypothesis of linear heat losses is justified for homogeneous tests and by the
smallness of the temperature variations. The intuitive passage from thermal data to heat
sources distribution is generally not obvious. The figure 3 illustrates this passage in a
general case and shows the consistency of the data processing.

Figure 3 : Validity check of the data processing. (left) Analytic distribution of heat sources (°C.s -1 ) at
one given instant ; (middle), the corresponding temperature contour plots (°C) computed using spectral
methods (direct problem) ; (right) reconstructed distribution of heat sources (°C.s -1) using the thermal
data processing (inverse problem). The X and Y axes are numbered in pixels.

Some experimental results obtained with a stainless steel A316 during a tensile test are
given in figures 4 and 5. The figure 4 shows the classical mechanical response when an
homogeneous mechanical test is assumed, while in the figure 5 the corresponding
energy balance is plotted. The importance of the stored energy can be seen during the
strain hardening.
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Moreover, one can deduce from the energy balance that the stored energy ratio
( Ws /Wa ) decreases progressively. These results are of some interest : it is also possible

to show that several elastoplastic models are not able to predict such energy evolution
when they are only identified on the basis of mechanical tests [4-6], [ 1 ]- 12]. This led us
to take into account the energy balance form in new modelling.

Figure 4 : Tensile test on stainless steel. Contrainte
means stress, déformation means strain. [19]

Figure 5 : Experimental energy balance
corresponding to the mechanical test of figure 4.

After [19], Wc stands for the dissipated energy while
Wb is the stored energy.

When more complex loading was considered, other observations could be made. In
figure 6 for an aluminium alloy AU4G, there is a quasi perfect agreement between
mechanical experiments and the modelling. In practice, it is generally not too difficult
to propound quasi perfect mechanical constitutive equations for loading-unloading tests.
But in figure 8, we can see that such a modelling is not at all appropriate to predict the
evolution of stored energy Ws and the dissipated energy Wd .

Moreover, a release of stored energy during «elastic returns» can be observed by the
mean of infrared techniques. This phenomena cannot be predicted within the classical
framework of time-independent elastoplasticity. In principle, inside the elastic domain,
the hardening state is fixed, so that no dissipation or no release of stored energy can
occur.
A same kind of remark must be done in the case of cyclic test presented in figure 7. We
can observe, once again, a quasi-perfect agreement between mechanical experimental
results and the predictions of the model. However, a release of the stored energy is
experimentally detected during an upholding of the load at the end of the test. The
classical framework of rate independent elastoplasticity cannot predict an evolution of
Ws during a load upholding.

We refer the reader to the references [19,20] for other experimental results about
complex loading and to [21, 22] for a presentation of the corresponding constitutive



THERMOGRAPHIC STUDIES OF SOLIDS BEHAVIOUR 289

laws taking into account the evolution of stored energy : in these papers, the
thermodynamic forces are no longer the hardening parameters but are function of these
latter. The agreement between the predictions of the enhanced models and the
experimental observations made in the energy plan was considered satisfactory.

Figure 6 : Pulsating test on aluminium alloy. The
experimental and predicted by a theoretical model

data [19,20] are quasi indistinguishable.

Figure 8 : Energy balance for an aluminium alloy Figure 9 : Release of stored energy during un
during a tensile test (figure 6). Release of stored upholding of the load is experimentally observed
energy « elastic » returns can be experimentally after a cyclic test (figure 7). Once again, the
observed. This phenomenon cannot be predicted classical framework of the time rate independence

within the classical framework of elastoplasticity. elastoplasticity cannot predict such an evolution.

Figure 7 : Cyclic test on aluminium alloy. With the
same model as previously [19,20], the experimental

and predicted data are once again in a good
agreement.
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3. Thermomechanical approach of martensite phase transition during pseudo-
elastic transformation of SMAs

Another interesting example of the infrared techniques’ use to study the
thermomechanical behaviour of solid materials is that of SMAs. These alloys are
characterised by a strongly non linear but reversible mechanical behaviour. Hysteretic
stress-strain curves are classically obtained for tests performed at a constant room
temperature. It is now well-known that this hysteresis is due to an austenite-martensite
stress induced phase transition.
Many experimental or theoretical works have been realised about SMAs among which
it is convenient to mention those of M. Berveiller and E. Patoor, C. Lexcellent and B.
Raniecki, I. Muller, P.F. Gobin, G. Guenin, M. Morin, M. Fremond, C. Licht, R.
Peyroux, M. Favier, J. Ortin and Planes, J. Van-Humbeck, J.M. Ball and R.D. James, O.
Bruno, D. Rios-Jara, S. Pagano et a, C. Berriet. Most of references about these works
may be found in [13]. In the present paper, we indicate how it is possible to
characterise, from a thermodynamic point of view, the stress-induced phase transition
process, at a constant room temperature, by mean of infrared techniques described in
section 2 [13-22]. In fact, it is possible to answer two decisive questions. For quasi-
static loading, can the phase change be considered as an isothermal process or not ?
What is the magnitude of the dissipative phenomena being able to accompany the phase
change ? These answers are fundamental to explain the origins of the hysteresis loops
and to identify a behavioural model energetically consistent.
The thermodynamic framework is the same as in sections 1 and 2, but the state
variables α j for j ≥ 2 are now the volume proportions of n martensite variants. In the

case of zero stress, if the temperature T of material is greater or equal to Af (austenite

finish), then α j = 0 and only the austenite phase exists. If T is less than or equal to

M f (martensite finish), then we have and the martensite phase solely

exists. NoW , if Mf < T < A f , then 0 < α j < 1 with and there is a

coexistence of martensite and austenite phases. The heat equation is the same as in
section 1 and 2 but the term represents now the thermomechanical

coupling term due to the phase change, i.e., the latent heat rate.

From an experimental point of view, as shown in section 2, it is difficult to measure
weak temperature variations and to pass from temperature data to the distribution of
heat sources. Experiments were performed on thin and flat samples of Cu-Zn-Al
polycrystalline alloys. The percentage in weight are 70.17% of copper, 25,63% of zinc
and 3.66% aluminium. In table 1, are gathered the thermo-physical characteristics of
such a material. The samples are annealed at 850 °C during ten minutes and the oil-
quenched during one hour. Before testing, a thin coat of black paint was applied on the
surface of the sample to improve its emissivity.
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TABLE 1 : Thermo-physical parameters of a Cu-Zn-AL SMA.
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ρ (kg. m–3) Cα (J. kg–1. K
–1

) λ th (K–1
) L (J) A s (°C) Ms (°C)

7700 393 18.10-6 6000 7 15
E (Mpa) v k (W.m–1. K –1) τ th (s) Af Mf

2.5.104 0.33 80 60 19.5 6

Two kinds of experiments were performed :
- load-unload paths with increasing strain amplitude
- load-unload cycles with constant strain amplitude.

Figure 10 : Hystersis loop increasing Figure 11 : themal and energy responses associated
with figure 10.

The mechanical loading was strain-controlled during the load and load-controlled
during unloading to avoid buckling phenomena. The figure 10 gives the stress-strain
curves during load-unload paths with increasing amplitude of strain. Let us remark that
the hysteresis loops overlap and that the strain vanishes at the end of each loop at zero
stress. In correspondence with the figure 10, the figure 11 shows the evolution of the
strain, of the temperature in the middle of the gauge part of the sample, and of the heat
due to the transformation. The amplitude of the temperature variation reaches up to 7
°C what is important when compared to the difference Af – Mf = 13.5 °C . One other

important characteristic is that the amount of the evolved heat approximately vanishes
at the end of each loop. The same kind of results were found with the second type of
experiments, see figures 12 and 13. The loops stabilised after a slight cyclic softening ;
and as often in plasticity a shakedown was realised.
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figure 12 : thermomechanical shakedown of SMA
after a slight cyclic softening.

figure 13 : thermal and energy responses associated
with figure 12. Note that the loop of hysteresis is

stabilised as soon as the thermal response becomes
symmetric and periodic.

However, from a thermodynamic viewpoint, this shakedown must be related to the
temperature variations that become periodic and symmetric. This is the manifestation of
a strong thermomechanical coupling. Note also that the amounts of heat return
approximately to zero at the end of each hysteresis loops.
The main observations for these two cases are : first, the temperature variations during
the tests are not negligible in comparison with the transition domain « width »
( A f – M f ); second, the heat globally exchanged between the sample and the

surroundings approximately vanishes at the end of a hysteresis cycle. It appeared that
the stress induced phase change could not be regarded any more as an isothermal
thermodynamic process insofar as the temperature variations induced by the phase
change strongly modify the kinetics of the transformation.

What consequence can we deduce from such results ? Can we conclude that the
transformation is non dissipative ? Is it possible to associate a thermodynamic cycle of
duration C to each hysteresis loop, so that we get

(6)

and if it is, can we deduce that the intrinsic dissipation D1 is equal to zero ?
Observing the hysteresis loop, we can admit that the strain at the end of the loop is
approximately equal to the initial strain. At zero stress, the temperature is greater than
Af , the state is afresh austenitic. In accordance with what was supposed higher, we
shall admit that the internal state variables take again their initial value. Two cases may
occur :

- the final temperature equals the initial one as for instance it is the case for the second
experiments after some load-unload cycles and εfinal = εinitial , α jfinal

= αjinitial
, the

hysteresis loop is then a thermodynamic cycle ;
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- the final temperature is different from the initial one : it, is then possible to virtually
close the cycle by adding a fictitious therrnoelastic transformation.

This transformation passes from Tfinal to T initial at zero stress. The energy cost of such
a transformation can be expressed as a function of the temperature difference
Tfinal – Tinital as soon as an isotropic and linear thermoelastic behaviour is supposed :

(7)

(10)

where V0 is the gauge volume of the sample, λ th is the linear thermal expansion
coefficient and E is the Young’s modulus.
For a temperature difference less than 2°C, the energy cost is around 2.10-3 Joules for a
strain amplitude less than 10-4. This order of magnitude is undetectable by our
instruments. We then admit the extension of this experimental result to a thermodynamic
cycle. In such conditions, we can show that the intrinsic dissipation is identically equal
to zero. For all thermodynamic cycle of duration C, the entropy being a state function,
we have :

(8)

The specific heat Cα being constant as the mass density , the corresponding integral

vanishes for a thermodynamic cycle, so that we get :

(9)

Finally, a linearised version of the heat conduction equation, with θ/T0 < 2.10 –2

leads, with the positivity of D1 , to D1 ≡ 0. In practice, this result indicates that the
intrinsic dissipation remains very small in comparison with the latent heat rate. To
examine, the relative importance of the dissipated energy, let us consider the ratio :

(12)

where HLD represents the hysteresis loop duration. The numerator stands for the heat
balance associated with the hysteresis loop and the denominator the accumulated heat as
in plasticity the accumulated plastic strain.
The more the dissipation is preponderant, the more RT is to 1. Conversely, the closer

RT is to 0, the more the dissipation is negligible compared with the heat evolved by
thermomechanical couplings.
Besides, to characterise the mechanical importance of the hysteresis loop, it is useful to
consider the ratio RM :
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where LOD is the loading duration. The numerator represents the work associated with
the hysteresis loop. The denominator is the mechanical work used to deform the sample.
If RM equals zero there is no hysteresis loop.

The table 2 gives the evolution of RT and RM during the tests with increasing strain
amplitude.

TABLE 2 : Evolution of RT and RM indicators for increasing strain amplitudes.

(13)

εmax RT RM

0.5 3585 0.021 6 0.18
1 5173 0.027 27 0. 3

1.5 8010 0.05 55 0.43

We can observe that RT is less than 0.03. The hysteresis energy is around 10 -2 Joules,
what is very small opposite to the latent heat that is greater than 1 Joule. If the hysteresis
loop is small from an energy point of view, it is not negligible in the case of a purely
mechanical description. In fact, RM is greater than 0.15 and it reaches up to 0.43.
Other experimental results, have some interest as the influence of the strain rate, (figures
14 and 15). For compression tests, at a constant room temperature T0 , we observe a
stress hardening due the simple temperature variations induced by the phase change :
because of the heat diffusion, the maximal temperature amplitude increases with the
strain rate, while the evolved heat level remains constant. This could not have been the
case if the stress increase had been related to viscous effects.

Figure 14 : Influence of the strain rate on the stress- Figure 15 : Thermal and energy responses associated
strain curves. with figure 14.
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The figures 16 and 17 show for two very close temperatures the influence of T0 : a slight
and systematic asymmetry was observed between the hysteresis obtained in compression
and that obtained in tension. All happens as if the phase change starts later and develops
more intensively in compression than in tension.

Figure 16 : Cyclic tests at different T0. Figure 17 : Thermal and energy responses associated
with figure 17.

4. Concluding comments

The infrared techniques, in constant progress, at every moment make it possible to know
the distribution of the temperatures of surface of a sample with a good precision. From
these thermal data, it is also possible to locally derive the heat sources intensity and the
energy balance useful to identify the models. More than a simple non destructive
method, the infrared thermography is, when coupled with data processing and with
numerical inverse methods, a powerful investigation mean for studying the thermoelastic
effects, the dissipation phenomena, the energy storages, the phase changes, the strain
localisations due to damage, etc.

In conclusion, the fields to be approached by the infra-red imaging represent in fact a
considerable realm of investigation. The thermomechanical behaviour of materials under
mechanical and thermal loading is still too often treated by identifying the temperature
of material with that of the thermal regulation. When its role is not reduced to that of
parameter, the temperature is often described as variable of control. We are persuaded
that these approximations undoubtedly hide important phenomena which could be
highlighted by following a true thermomechanical approach of the solid materials’
behaviour.
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Abstract

The present paper aims to illustrate three advantages of infrared thermography as a non-
destructive, real-time and non-contact technique to mechanically characterise solid
materials. It permits observation of the macrostructural aspects of. thermoplasticity
describing damage and failure processes in diverse and various engineering materials and
their components subjected to monotonous, cyclic or vibratory loading. It usefully
suggests the definition of a threshold of acceptable damage TAD for materials related to
sport equipment such as leather shoe, leather-like composites or sail synthetics.
Particularly in case of metallic products or automotive components subjected to fatigue
loading, this newly proposed method could evaluate in a non-destructive manner the
fatigue limit FL in a very short time compared to traditional fatigue testing techniques
that are much more time-consuming and excessively expensive. In addition owing to the
thermomechanical coupling, infrared thermography readily describes the damage
location, the dissipative regime and the evolution of structural failure.

1. Introduction

The thermal effect due to thermomechanical coupling at the tip of a moving crack has
been investigated [4] within the framework of thermodynamics, taking into account
stress and strain singularities. Internal energy dissipation was recognised by well-known
scientists [1015-16-25-26-28]. Carrying out experiments on the cyclic twisting of
cylindrical bars, Dillon [7] identified the work done to the system by plastic deformation
as the major contribution to the heat effect, and proposed an internal dissipation rate D.
Well-developed empirical theories of plastic deformation in metal allowed engineers
successfully to predict the behaviour of a variety of structures and machine elements
loaded beyond the elastic limit for purposes of design.

This paper emphasises the application of infrared thermography to detect the
macrostructural aspects of thermoplasticity describing the occurrence of damage in
engineering materials under monotonous loading and metallic products subject to fatigue
testing.
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2. Heat production mechanism

Damage theories rely on assumed discontinuous phenomena at the microscopic scale [5].
Kachanov [13] introduced a continuous variable D, related to the scalar density of
defects. Taking into account the most fundamental aspects of inelastic deformation and
neglecting the details at the microstructural level, Mroz [24] suggested
phenomenological constitutive models for engineering applications. On the basis of
micro- and macro-scale relationships, Dang-van [6] proposed a multiaxial fatigue
criterion with a realistic physical interpretation of fatigue phenomena. During a
polycyclic fatigue test, the stress at the macroscopic scale remains elastic. However, at
the microscopic scale, the metal is neither isotropic nor homogeneous; it is constituted of
randomly oriented crystals. This induces local fluctuations of the microscopic stress and
defines the macroscopic stress. Thus the local microscopic stress can locally exceed the
yield strength in certain unfavourably oriented grains, whereas the macroscopic stress
remains elastic. If the cyclic plastic response of the grain is not an elastic shakedown,
then some microcracks will be nucleated. They could coalesce to form a crack of
detectable size. Since fatigue is generally caused by cyclic plastic strain, the plastic strain
energy plays a very significant role in the damage process [9-12-22-23]. The significance
of such an energy approach is in its ability to unify microscopic and macroscopic testing
data. Therefore, the idea of relating fatigue to the intrinsic dissipation detected by
infrared thermography seems to be highly relevant. Metal fatigue of aircraft components
was detected very early in the history of powered flight [19], and it was also of major
importance in determining the durability of ground vehicles. The failure mode was
identified early by railway engineers. Even very low failure rates can produce an
appreciable number of failures [20]. Fatigue phenomena, leading for example to the
failure of diesel engines [11], were poorly understood until recently because they occur
unexpectedly at relatively low stress levels. Some progress has been made recently in
design methods [2].

Despite this wealth of methods developed by engineers over the years, the principal
question that remains unanswered is this: what is the physical phenomenon called fatigue
damage? The ASTM STP 811 meeting in 1982 on fatigue mechanisms (advances in
quantitative measurement of physical damage) concluded that fatigue damage can be
defined as either: i) a chemical-physical process whereby irreversible degradation of a
specific property results from the application of cyclic stress and strain, or ii) a physical
separation of the material (cracks, cavitation, etc.). Understanding fatigue damage
requires making a clear distinction between the physical damage, the process of damage,
and the manifestation of damage. Various heat production mechanisms have been
proposed by various authors and are now discussed. According to Moore and Kommers
[21], the temperature test was suggested and to some extent used by C.E. Stromeyer of
Manchester in England as early as 1913. However, their search for some short-time test
to predict fatigue resistance, based on the use of thermocouples, was not conclusive
since they could not identify a critical temperature with the endurance limit of steel
specimens subjected to cyclic loading.

This paper proposes using differential infrared thermography to quantitatively
evaluate the evolution of temperature generated by the specimen under reversed stresses
applied for a few minutes or less. Infrared thermography has been successfully used as an
experimental method to detect the plastic deformation of a steel plate under monotonic
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loading [3], or as a laboratory technique for investigating damage, fatigue, and failure
mechanisms occurring in engineering materials [17-18]. Plastic deformation is not
homogeneous and the stress acting on a plastic inhomogeneity embedded in an elastic
surrounding is a function of its plastic strain, diminishing with increasing strain. Due to
the thermomechanical coupling, the generated plastic dissipation is readily detected by
infrared thermography.

3. Thermomechanical coupling in solids

The development of the thermo-elastic-plasticity equations [l-7-10-14] leads to the
following coupled thermomechanical equation:

where β denotes the coefficient of the thermal expansion matrix, r e
0 the heat supply, E

the elastic strain tensor, E I the inelastic strain tensor, Cv the specific heat at constant

deformation, the fourth-order elasticity tensor, e the specific internal energy, K the
thermal conductivity, and finally T the absolute temperature.

This equation shows the potential applications of the infrared scanning technique in
diverse engineering domains: detection of fluid leakage, non-destructive testing using
thermal conduction phenomena, elastic stress measurements, and localisation of
dissipative phenomena. Thus the detected temperature change, resulting from four quite
different phenomena, must be correctly discriminated by particular test conditions and/or
specific data reduction. This is the main difficulty when interpreting the thermal images
obtained from experiments under the usual conditions.

The last term on the right-hand side of the thermomechanical equation defines the
energy dissipation due to plasticity and/or viscosity. The work done by plastic
deformation per unit volume can be evaluated by integrating the material stress-strain
curve. Infrared thermography readily detects the internal dissipation term, which
constitutes a significant part of the non-linear coupled thermomechanical analysis. The
proposed thermographic technique is mainly concerned with the differences in
temperature (or thermal gradients) that exist in the material rather than with the absolute
values of temperature. It conveniently detects the dissipation evolution of the material
under loading. The reported work considers intrinsic dissipation as a highly accurate
indicator of damage manifestation. It highlights the advantages of the infrared
thermographic technique, used for the detection and the discrimination of physical
phenomena involved in this non-linear coupled thermomechanical effect.

4. Infrared thermographic technique

Infrared thermography is a convenient technique for producing heat pictures from the
invisible radiant energy emitted from stationary or moving objects at any distance and
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without surface contact or any perturbation of the actual surface temperature of the
objects viewed. A scanning camera, analogous to a television camera, uses an infrared
detector in a sophisticated electronics system. It detects radiated energy and converts it
into a detailed real-time thermal picture in a video system either in colour or
monochromatically. Response times are shorter than one microsecond. Temperature
differences in the heat patterns are discernible instantly and are represented by several
hues. The quantity of energy W emitted as infrared radiation, is a function of the
temperature and emissivity of the specimen. The higher the temperature, the greater the
emitted energy. Differences of radiated energy correspond to differences of temperature.
The AGA 782 SW infrared scanner unit in use comprises the following:

(a) a set of infrared lenses which focuses the electromagnetic energy radiating from the
object being scanned, into the vertical prism;

(b) an electro-optical mechanism which discriminates the field of view into 104 pixels
by means of two rotating vertical (180 rpm) and horizontal (18,000 rpm) prisms
with a scanning rate of 25 fields per second;

(c) a set of relay optics containing a selectable aperture unit and a filter cassette unit
which focuses the output from the horizontal prism onto a single-element point
detector located in the wall of a Dewar chamber;

(d) a photovoltaic SW short-wave infrared detector composed of Indium Antimonide
InSb which produces an electronic signal output varying in proportion to the
radiation from the object within the spectral response 3.5 µm to 5.6 µm;

(e) a liquid nitrogen Dewar that maintains the InSb detector at a very low temperature
of -196 °C, allowing a very short response time of about one microsecond; and

(f) an electronic control with preamplifier that produces a video signal on the display
screen.

The received radiation has a non-linear relation with the object temperature, can be
affected by atmosphere damping, and includes reflected radiation from the object’s
surrounding. In consequence, calibration and correction procedures have to be applied.
Knowing the temperature of the reference, we can calculate the view-field temperature
with a sensitivity of 0.1 °C at 20 °C. This infrared device is used to scan specimens in the
following two test programs.

5. Threshold of acceptable damage

On August 22, 1851, the yacht America raced a fleet of English cutters and schooners
around the Isle of Wight. According to the legend, America easily prevailed. America’s
sails were unusual [8]. Through innovative technology, engineers have continually found
ways to make stronger, lighter sails. The resistance of the fabric to stretching is
especially crucial, as is its breaking strength. Also, yield strength, or the load beyond
which the material is permanently elongated, is relevant, because even if they do not
break, sails can be ruined by deformation. There is thus a need to detect damage using a
very sensitive and non-invasive technique [27].
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Before 1924 the whole sport footwear (upper and sole) was made in leather, thanks
to its ability to absorb the sweating that is 6 to 8 times higher during a sport activity than
as usual. Today leather is still well present in the sport footwears. Annually France
produces 320 000 pairs for tennis, basket, training and footing, 200 000 pairs with
staples and toes, 930 000 pairs for touring, 24 000 pairs for riding, and 180 000 pairs for
dancing. Leather is a product made by stabilising through tanning the proteins of animal
skins that are by-products of the meat industry. While about five-sixths of all the leather
produced is used by the shoe industry, special uses of leather fill many real industrial
needs. Through its many uses of boots, shoes, clothing, straps, harness or handbags,
wallets, billfolds, leather novelties, etc., leather has become a most essential commodity
of man. Softness, damage and strength behaviour is an important consideration in
connection with designs or regulations. An other concern is to produce leather of
uniform good quality, for example, which is acceptable to the shoe manufacturer and the
wearer of the shoes. Balls for football games were made in leather. Since World Cup
1986 in Mexico, synthetic composites substituted leather. However they are
mechanically considered as leather-like materials. A specimen of soccer ball envelope
was tested under uniaxial tension test. Figure 1 shows the load-displacement curve of
this leather-like specimen. The Agema SW-782 infrared scanner, incorporating a high-
temperature filter and equipped with a real time system Discon (Digital Infrared System
for Coloration) converting thermal images into a ten-colour isotherm display, was used
to record the bulk of the heat emission data. That device displays a ten-colour calibrated
surface-temperature picture of the specimen. Infrared thermography readily detects
intrinsic dissipation announcing the occurrence of damage, preceding the failure of
leather-like specimen. Figure 2 presents the evolution of intrinsic dissipation when
loading increases up to failure and thus defines a threshold of acceptable dissipation or
damage (TAD), separating low and high regimes of dissipation or damage occurrence.

The process of tailoring leather-like products involves the transformation of a two-
dimensional structure (planar sheet fabric) into a three-dimensional form. It necessitates
the formation of extreme curvatures by sewing or fusing and pressing. The joining of
different pieces of leather components is achieved by sewing with sewing threads. There
are many problems associated with the performance of sewing threads during the sewing
process that can reach very high speeds. During the stitching process, thread is subjected
to complex kinematic and dynamic conditions. Tensile and bending stresses, that take
place at very high speeds, localised heating that may cause reduction of strength of
thermoplastic sewing threads by as much as 60 %. In addition the mechanics of the
thread structure and their properties in the seams after sewing include seam strength.
Stretch and pucker are also extremely important. Current design procedures for leather-
like seams are based upon simplified assumptions of connection behaviour. The increased
use of diverse types of seams by sewing and/or glueing suggests that a more thorough
understanding of the behaviour of seams would be beneficial for upgrading design
procedures. As infrared thermographic scanning offers new information on leather-like
connection behaviour, refinement of design procedures can be made as needed and new,
more effective, and specialised seam configurations can be contemplated. Figure 3
presents a tension test on a soccer envelope seam. A threshold of acceptable dissipation
or damage TAD for the seam appears on Figure 4. This experimental result shows that
the process of leather-like seam could be optimised in order to meet a higher value for its
TAD limit.
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Figure 1. Tension-deformation
of a specimen of football envelope.

Figure 2. Corresponding tension-dissipation curve for
the same specimen. The two straight lines define

a threshold of acceptable damage (TAD). This means
that the material fails if this load is exceeded.

Figure 3. Tension testing on a
soccer envelope seam.

Figure 4. Tension-dissipation curve for a football envelope seam
The two straight lines define a threshold of acceptable damage (TAD).

This means that the envelope seam fails if this load is exceeded.

Figure 5. intrinsic dissipation of the specimen
under 390 MPa after 6,000 load cycles

(Temperature scale is given in °C).
Figure 6. Graphical determination of fatigue limit

(FL) of XC55 steel specimen.
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6. Evaluation of fatigue strength

The material for the rotating bending tests was XC55 steel, quite extensively used in
automobile construction. To minimise scatter, the 6.74 mm diameter specimens have
been prepared from a single melt. The number of load cycles was 107, corresponding to
automobile fatigue damage. Cyclic fatigue tests were performed on a 4-point loading
rotating bending Schenck machine, running at approximately 100 Hz. A total of 18
specimens was step-tested according to the Staircase or Up-and-Down method. This
procedure means that each specimen was run for 107 cycles at 370 MPa for example,
whereupon the stress was raised in 10 MPa steps in the absence of failure, and lowered
otherwise. Using standard methods of statistical analysis, we estimated the fatigue limit
to be 399 MPa with a standard deviation of 41 MPa.

A series of five rotating bending tests has been scanned by the infrared system at
different stress levels that were chosen in accordance with the step-by-step procedures
for using statistical methods in usual fatigue testing. All specimens were coated with
matte spray paint to maximise their emissivity. The paint coating raises the surface
emissivity to a uniformly high level. In addition, it allows examination of the surface
which is undertaken at oblique angles, without degradation of sensitivity. The
recommended paint coating also reduces surface reflections and ensures uniformity of
response across the specimen. With a loading frequency of 100 Hz and after stabilisation
of the temperature rise, the load duration chosen was 30 seconds and 60 seconds
corresponding to 3,000 load cycles and 6,000 load cycles respectively.

Computer-aided thermography software TIC 8000 allowed data reduction of thermal
images that shows heat generation after 6,000 load cycles at 390 MPa (Figure 5). These
thermal images provided quantitative values of the intrinsic dissipation of a steel
specimen in rotating bending caused by 3,000 and 6,000 load cycles. The same
procedure has been applied for each load step. The manifestation of the fatigue damage
mechanism is revealed by a break in the intrinsic dissipation regime of the loaded
specimen. Experimental results are summarised in Figure 6 which shows how fatigue
limit is determined using a graphical procedure. The threshold of critical thermal
dissipation is roughly the same for the 3,000 and 6,000 cycle curves. It corresponds to
the value deduced from standard procedure. The star point at co-ordinates (600 MPa,
180 °C) represents the last load step at which failure occurred.

These experiments showed that infrared thermography can provide the fatigue limit
of XC55 steel within a few hours instead of the several months required when using the
standard staircase method.

7. Concluding remarks

This work has demonstrated that material dissipativity is a highly sensitive and accurate
manifestation of damage, owing to the thermomechanical coupling. Infrared
thermography provides a non-destructive, real-time and no contact technique to observe
the physical processes of degradation and to detect the occurrence of intrinsic
dissipation. It readily evaluates the threshold of acceptable damage under monotonous
loading and the fatigue limit in cases of fatigue testing.
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Abstract

A complete definition of stresses requires an evaluation of the magnitude and directions
of the components of stress related to a co-ordinate system. The combination of
thermoelasticity and photoelasticity offers the potential to achieve this objective since
photoelasticity provides the direction of principal stresses and difference in magnitude,
whilst thermoelasticity yields the sum of the magnitude. Recent experiments have shown
that simultaneous measurements can be made. The demands of simultaneous
measurement for a full-field of view imply that all the photoelastic information must be
captured quickly. A hybrid technique based on spectral contents analysis and phase-
stepping has been developed. The methodology and instrumentation for combining the
automated photoelasticity with thermoelasticity has been developed In conclusion, it is
shown that the complete state of stress over an area of the surface of the component can
be evaluated without any prior knowledge of the stress state.

1. Introduction

Thermoelastic stress analysis [Stanley and Chan, 1985] is an experimental tool for non-
contacting stress measurements of cyclically loaded components. The technique is based
on infrared detection of the small changes in temperature that accompany changes in
stress. For isotropic materials, the change in temperature at a point is proportional to the
change in the sum of the principal stresses at that point provided adiabatic conditions
prevail. On the other hand photoelasticity provides full-field information on the principal
stress differences and directions. The advent of automated photoelastic systems
[Ajovalasit et al, 1998] has allowed experimentalists to speed up the rate of analysis
and to perform more complex investigations. Photoelastic analysis provides the
principal stress difference but, like the thermoelastic stress analysis, no information is
provided on the individual principal stresses. Such information is frequently required in
analysis or design and it is important to develop techniques for determining individual
stress values, i.e. stress separation.

305

A. Lagarde (ed.),
IUTAM Symposium on Advanced Optical Methods and Applications in Solid Mechanics, 305–312.
© 2000 Kluwer Academic Publishers. Printed in the Netherlands.



306 S. BARONE, Z.F. WANG, E.A. PATTERSON

A variety of separation techniques have been developed for thermoelasticity by Huang et
al (1990a & b) amongst others, and for photoelasticity [Haake & Patterson, 1992].
Commonly, individual values for the principal stresses cannot be obtained directly from
the experimental data without employing numerical methods or using supplementary
information such as compatibility and/or equilibrium conditions, or progressing from a
known stress state such as a boundary. Consequently, it would be useful to be able to
determine the principal stress components directly from experimental data without
reference to prior knowledge of the stress distribution.

Barone and Patterson (1996) have proposed the combined use of thermoelasticity and
reflection photoelasticity for the separation of the stress components. This approach does
not require any knowledge of boundary conditions and no integration or differencing
procedure is applied. Audenino and Calderale (1996) applied a similar technique to the
analysis of an automotive front suspension link to obtain individual stresses and relative
directions at specific points. However reflection photoelasticity requires the application
of a birefringent coating on the structure to be analysed, whereas thermoelasticity
requires a surface of uniform emissitivity which is usually achieved by applying a matt
black paint to the surface. As consequence of the need for two different coatings, Barone
and Patterson (1996) applied the two techniques to opposite faces of a plate, so that the
analysis was limited to bidimensional problems. Whilst the method developed by
Audenino and Calderale (1996) required either two independent suspension links or one
link with one of the coatings being removed to allow subsequent application of the other
coating.

In a more recent study Barone and Patterson (1998) have shown that polycarbonate,
typically used in reflection photoelasticity, can be used as a strain witness in
thermoelastcity. This has led to the development of a new hybrid experimental technique
based on the integration of thermoelastic and photoelastic stress analyses.

2. Thermoelastic Stress Analysis

Thermoelastic stress analysis is based on the thermodynamic relationship between the
change in stress in a component under elastic loading and the corresponding temperature
change. When the small surface temperature change is measured using an infrared
detector, then for a linear, homogeneous, elastic component under adiabatic conditions:

(1)
where S is the thermoelastic signal (uncalibrated signal units (U)) and Ath is the
calibration factor (Nm-2U-1 ) and is given by the following equation:

(2)

where D is the temperature responsivity of the infrared detector (Kelvin V-1 ), G is the
sensitivity setting (v), R is the surface temperature correction factor and e is the surface
emissivity. The infrared detector used in this work is a SPATE (Stress Pattern Analysis
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by Thermal Emission) system consisting of a computer-controlled scanning radiometer
which measures the small temperature changes produced on the surface of a component
subjected to cyclic loading.

Thermoelastic stress analysis requires a black coating to be applied on the component so
as to provide a surface of uniform emissivity, and to convert the component into a “black
body” thus maximising the emitted infrared signal. The usual high-emissivity coatings
recommended are black paints with emissivity values around 0.92. Most of the viable
coatings typically have a relatively low thermoelastic effect when compared to metallic
substrates. Therefore the coating tends to act as an insulating layer, and the thermoelastic
response shows a progressive attenuation with increasing frequency and thickness of the
coating. However, MacKenzie (1989) reported a recovery of the signal seen in the
region beyond about 50 Hz at thickness above 70 microns. This effect is to be attributed
to the thermoelastic effect of the coating itself and constructive or destructive
interference due to the main effect coming from the substrate.

When the specimen is loaded, the displacements at the specimen-coating interface are
transmitted to the coating to produce a strain field through the thickness of the coating. If
the coating is thin relative to the thickness of the specimen, the strains developed at the
surface of the specimen are transmitted without significant alteration to the coating.
Moreover it is reasonable to assume that the stresses normal to the surface both of the
coating and the specimen vanish. Thus the sum of the principal stresses acting on the
surface of the specimen is linearly related to the sum of the principal stresses acting in
the coating by the following relation:

( 3 )

where E and v are the modulus of elasticity, and the Poisson’s ratio respectively, is

the thermoelastic factor of the coating and the superscripts s and c refer to the structure
and coating respectively. Equation (3) indicates that the coating could be employed as
strain witness to give the sum of the principal stresses in the specimen provided that the
signal Sc is related to the thermoelastic response of the coating. Hence the use of
coatings in the strain witness role requires materials with high thermoelastic effect and
also with adequate infrared opacity in order to have a good emissivity. Barone and
Patterson (1998) have shown the effectiveness of polycarbonate in fulfilling this role.

3. Automated Photoelastic Stress Analysis

The phase-stepping concept has been described as changing the absolute phase of the
reference wave in equal steps and measuring the local light intensity after each step.
This change in phase is achieved in practice by rotation of the output optical elements of
the polariscope, i.e. the analyser and output quarter-wave plate. In this study an
instrument developed by Patterson and Wang (1998) was employed. The new
polariscope, known as PSIOS (Phase Stepped Images Observed Simultaneously), allows
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four phase stepped images, i1 … i4 to be observed and captured simultaneously. The
instrument consists of a focal lens through which the light is received from the
photoelastic component, then collimated and subsequently split into two twice using
cube beam splitters to generate four beams of nominally equal intensity. The four beams
are collected by identical focal lenses and are incident onto four identical CCD cameras.
Appropriately orientated quarter-wave plates and polarisers are placed in the path of
each of the beams so that the phase-stepped images are generated. The polarising effect
of the beam splitters is accounted for in processing the data. The output from the four
cameras can be fed to a multiplex device which will combine them into a single picture
that can be read by a digitiser, thus permitting simultaneous capture of the four phase-
stepped images. These maps of intensity were used in well-established phase-stepping
procedures to evaluate the isoclinic parameter and the relative retardation at individual
points in the field of view without reference to neighbouring points.

The isochromatic fringe order, N is obtained as a fractional value from the phase-
stepping method. The phase map can be calibrated by the operator or alternatively an
automated approach can be employed. It has been shown by Ji and Patterson (1998) that,
whilst the use of broadband light introduces errors in the results of phase-stepping, these
errors are acceptable if the bandwidth is limited to approximately 100 nm. Hence, it is
viable to use the three colours from an RGB camera to generate three sets of results by
phase-stepping. By considering the output from the RGB camera as a spectrum that is a
characteristic of the fringe order viewed, it is possible to automatically calibrate the
phase-map for fringe orders upto three. A continuous map of the isochromatic parameter
can be obtained by stacking the periods of the data and taking account of the first
derivative of the data with respect to its spatial position.

In reflection photoelasticity, the relationship between the isochromatic fringe order N
and the principal stresses  σ1 and  σ2 in the surface of the component can be written as
[Zandman et al, 1977]:

(4)

where as before the subscripts s and c refer to the component surface and reflective
coating respectively, and Aph  is a constant defined as:

(5)

where hc and fc are the thickness and material fringe constant of the photoelastic coating
respectively.

4. Simultaneous Thermo- and Photo-elastic Stress Analyses

The experimental approach proposed in this paper is based upon acquiring and
processing the data corresponding to thermoelastic signals, isochromatics and isoclinics
to completely define the stress field in an engineering structure. The thermoelastic
information and the isochromatic and isoclinic data were obtained from the same
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surface of a component coated with a commercially available birefringent coating, using
a SPATE 8000 system and the new automated reflection polariscope. The configuration
of the experimental set-up is shown in Figure 1. An optical low-pass filter (hot mirror)
which transmits light in the visible while simultaneously reflects light in the infrared
spectrum, was placed in front of the specimen. This low-pass filter should generally be
used in collimated light at normal incidence. Figure 1 shows that the angles of incidence
depend on the distance between the filter and the measurement devices, i.e., SPATE scan
unit and CCD cameras. Angles other than those corresponding to normal incidence can
produce a shift of the cut-off wavelength, however, no appreciable variation of the
characteristics of the edge filter were observed.

The number of the measurement points in the area to be analysed is controlled by the
operator both for the thermoelastic and the photoelastic analysis. The working-distance
between the SPATE scan unit and the surface of the specimen determines the spatial
stress detail, whilst the resolution is chosen by the operator. In the photoelastic set-up the
number of measurement points (pixels) is controlled by the choice of lens. The
experimental data are stored in the form of two arrays of values corresponding to the
fringe order N (i.e., Np,q for p q data points) and the thermoelastic signal S (i.e., Sm,n
for m x n data points). Generally the number of measurement points in the analysed area
are not the same because of the different resolutions of the two systems. The bigger
array is then reduced to the same format as the smaller array by computer processing
and, considering equations (3) and (4), the individual principal stresses were then
achieved respectively as:

(6)

(7)

Equations (6) and (7) enable the individual stresses to be evaluated directly using the
thermoelastic infrared signal S and the photoelastic fringe order N at each point j,k.

5. Experimental results

The evaluation of the individual stresses by using thermoelastic and photoelastic data
was validated by the application of the procedure to an aluminium plate of width 120
mm and thickness 6 mm with a central hole of radius 10 mm. A thin (1 mm thick)
photoelastic coating (type PS-1D, Measurement Group Inc.) was bonded onto the plate
of the surface of the plate in its central section. The tests were carried out in a servo-
controlled hydraulic test machine applying a sinusoidal cyclic load at a frequency of 10
Hz to achieve adiabatic conditions. The load was tensile over the whole cyclic range and
the far-field nominal stress was σ0 =27.7 N/mm2.

x
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Figure 1. Schematic diagram of the experimental set-up

The SPATE data were obtained by scanning a rectangular array selected on the coating
bonded on to the component. The calibration factor Ath was evaluated by a uniaxial
resistance gage bonded on to a uniformly stressed area of the coating. The strain gauge
readings were converted to stress using values for the Young’s modulus and Poisson’s
ratio of the coating of 2.5 GPa and 0.38 respectively. The SPATE 8000 head was placed
in front of the beam splitter and the total working-distance was 500 mm. This working-
distance allowed the measurement of a spatial stress detail of 0.5 mm and the resolution
was chosen so as to define a spacing between each measurement point of 0.76 mm
which resulted in 55x48 measurement spots. The isochromatic and isoclinic data were
acquired from the same area of the component using the PSIOS system. The number of
measurement points (pixels) was 255×225

Figure 2 shows the contour maps of the sum and the difference of the principal stresses
obtained by the thermoelastic and the photoelastic analysis for a rectangular patch in one
ligament of the plate, centred on the axis of symmetry perpendicular to the direction of
loading and with one edge passing through the hole. All the data presented in the figures
that relates to stresses are normalised with respect to the nominal, applied stress σ0

.
Figure 2 also shows the individual principal stresses as obtained by equations (6) and (7)
respectively.

The experimental results were compared with those obtained from the theory for an
axially loaded strip of infinite width with a central circular hole [Savin, 1961] as shown
in figure 3. In general the agreement between the experiment and theory is good. No
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smoothing of the measured data was performed. The average differences were 0.05 and
0.026 and the standard deviations 0.032 and 0.02 for maximum and minimum principal
stress, respectively.

6. Discussion and Conclusions

Clearly the combined technique, other than the compliance of the double experiment,
inherits the restrictions of both techniques such as the need for a coating. Errors are
evident in the thermoelastic data at the edge of the specimens. These errors arise due to
the movement of the edge during cyclic loading causing the detector to average data
from the specimen and the adjacent free space. It is difficult experimentally to avoid this
boundary effect. However, the principal stresses at the edges could be evaluated either
by post-processing the thermoelastic data or by using only the photoelastic data on free
edges. The data produced using reflection photoelasticity are influenced by the diffuse
nature of the reflected light field due to the irregular reflectivity of the bonding agent,
the non-uniformity of light source, and defects in the coating and bond. The scatter in
the distributions of principal stresses is no greater than found in the thermo- and photo-
elastic data, and the comparisons with theoretical data showed good correlation.
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Figure 2. Contour maps of the sum of (top, left), the difference in (top, right), the
maximum (bottom, left) and the minimum (bottom, right) principal stresses normalised
with respect to the nominal stress.

Figure 3. Separated normalised principal stresses along the axis of symmetry normal to
the loading on the plate together with the theoretical solutions due to Savin (1961).
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Abstract - The linked evolution of heat source distributions and strain rate fields was
determined on the surface of steel samples during monotone tensile tests using infrared
thermography and speckle techniques. We first showed that one or more narrow and
dissipative bands, characterized by high strain rates, propagate along the gauge part of
the sample during the plastic plateau that precedes strain hardening. We then describe
the early and progressive concentration of strong dissipation zones during the strain
hardening phase, which prefigures the localized necking of the sample.

1. Introduction

When a structure is mechanically loaded, its deformation passes more or less suddenly
from a diffuse mode characterized by regular strain fields to localized modes defined by
zones where the strains develop and concentrate. The research fields related to
localization phenomena are very active. Many authors have worked and still work today
on the experimental, theoretical and numerical aspects of such deformation
mechanisms. In the bibliography references, just a small part of the very large diversity
of scientific approaches proposed in the literature is mentioned. In the particular case of
the plastic or viscoplastic materials, the studies have tried to take account of the large
variety of loading and have naturally focused on the kinematic aspects of the
localization. Let us mention for instance the works of Consider-e [1], Hill [2], Mandel,
[3], Hart [4], Rice [5], and more recently Benallal [6] and Fressengeas [7]. When the
material behaviour is time-independent, the localization phenomenon is to appear as
soon as a bifurcated solution to the linearized problem exist. This bifurcation can then
be physically translated by a spatial discontinuity of the strain rate field. If the
behaviour is time-dependent, a perturbation analysis of the linearized problem is often
proposed. In such a case, the localization is related to an instability ; the perturbation
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(3)

amplitude does not diminish but on the contrary increases. Other works as those done
by Estrin [8], Neuhauser [9], Zaizer [10], describe the microstructural origins of
localization phenomena that sometimes occur under the form of Lüders or PLC bands.
Sometimes authors like Ferron [11], Marchand, [12], give an account of the thermal
effects accompanying some localization processes. In this paper, the aim is to show that
the experimental improvements made in the field of infrared thermography and speckle
image processing allow the dissipative and kinematic manifestations related to
localization to be observed. The dissipation is deduced from the thermal data via a
numerical inversion of the heat equation while the strain rate field is more classically
derived from the displacement fields obtained by intercorrelation of speckle image.
After having given a brief reminder of the thermomechanical context, the experimental
arrangements and the respective data processing are succinctly introduced. Results then
exhibit the prominent dissipative and kinematic features associated with the Lüders
band propagation and put forward the early and progressive emergence of the local
necking during quasi-static tensile tests on steel samples.

2. Heat evolved during plastic hardening

The thermomechanical framework used here, is the Generalized Standard Materials
formalism [13]. The thermodynamic state of a material volume element is defined by a
set of variables. In the case of elastoplastic material, the following set of state variables
is generally chosen : the absolute temperature α0 = T, a large strain tensor α1 = ε , and n-
1 internal variables  {α i}i=2 , . . n, characterizing the hardening state of the material. The
chosen thermodynamic potential is then the Helmholtz free energy ψ. The mass density,
the Cauchy stress tensor and the Eulerian strain rate tensor are denoted by ρ, σ, and D,
respectively. For finite transformations, the strain rate tensor is no longer the time
derivative of the strain tensor.
The relative smallness of the thermal dilatability of steels allows to suggest that the heat
source due to the thermoelastic couplings becomes rapidly negligible when compared
with the intrinsic dissipation d1 developed during the elastoplastic transformation

(1)
In addition, we can reasonably admit that the small temperature variations induced by

the deformation process have no influence on the hardening state. As a consequence,
the heat sources related to the coupling terms between temperature and the hardening
variables can also be neglected :

(2)
If Cα denotes the specific heat at {αi} i = 1,.., n constant and if the isotropic

conduction coefficient k is supposed to be constant, the heat equation can then be
averaged throughout the sample depth and written as [14] :

,
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where θ = T - T0 represents the temperature variation depthwise averaged with respect
to the equilibrium temperature T0 . The constant τ th symbolizes the heat losses
perpendicularly to the plane of the sample and the heat conduction in the plane is taken
into account by the two-dimensional Laplacian operator.

3. Experimental Arrangement and Image Processing

Both experimental set-up use 100 kN tension-compression testing machines. The lens
axes of the cameras are kept fixed regarding the frame of the testing machine and
perpendicular to the sample surface. Quasi-static monotone tensile tests have been
performed on standard. thin and flat samples (2.5mm × 12.5mm × 50 mm). The
experiments are displacement-controlled and the room temperature is kept constant
(300 K). Several shades of steel, frequently used in metal forming, were chosen,. They
are named S355MC, HR55, DD14 and have been given by the steel industry Sollac.

3.1. INFRARED IMAGE PROCESSING

The dissipation is determined by evaluating the left hand member of equation (3) and
by using the digitized temperature charts recorded by the infrared camera. The thermal
information being discrete and noisy, the differential operator is estimated by law-pass
convolutive filtering and discrete Fourier transform. To avoid high spatial frequencies
due to the non-periodicty of images and to reduce the boundary effects, strongly
amplified here by the Laplacian operator, a C2 periodic extension of the data is first
performed. The thermal noise is well modeled by a white noise characterized by a
Gaussian probability distribution and a uniform power spectrum. Note that this last
feature implies that the filtering method, whatever it is, is unable to eliminate
completely the parasitic frequencies.

A calibration of the method in conditions close to the experimental situation is then
inevitable. The validity check of the data processing is realized as follows : starting
from a given heat source distribution, the corresponding temperature charts are
calculated using spectral methods with realistic boundary conditions. The influence of
noise on the data processing is then tested. The heat sources derived from the noisy
thermal data are compared to the given initial ones.

More information on the data processing and its performances can be found in [15]
and soon in [16]. The data processing check shows that the calculation error on the
source determination grows rapidly with the thermal noise level. This unstable nature of
the temperature-source passage (inverse problem) comes from the regularizing effects
of the diffusion phenomena (direct problem). To limit noise effects, the cut-off
frequencies of the numerical filters may be reduced ; in return, one observes as it does a
diminution of the sources intensity and a sprawl of zones where the heat sources
concentrate.
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3.2. SPECKLE IMAGE PROCESSING

The fundamental influence of experimental results on the theoretical views led us to
develop, in parallel, another and independent experimental approach using speckle
images and correlation techniques to get two-dimensional fields of kinematic variables
(displacement, strain rate, …). Pictures are registered via a CCD camera. A better
contrast can be achieved, if necessary, by speckling with paint the investigated surface.
This later is “virtually” meshed in the reference configuration. Each point of the grid
M(x0 , y0 ), representing a material particle, is defined at each time t, by the distribution
of the light intensity f(x, y, t) in a chosen M’s neighbourhood, say V. For two times t1
and t2 (i.e. two images I1 and I ), corresponding to a small strain increment, the

χ, ξ
2

displacement components ( ) are given by maximising the intercorrelation function :

(4)

Step by step the displacement data can be used to construct the paths of the material
points and to upgrade the mesh. To get strain and strain rate evolution, the noisy
displacement data have to be filtered before time and space differentiation. The filtering
uses a Savitsky-Golay method based on a local least square approximation of the
displacement field. The differentiation is then applied to the approximation function to
obtain the different Lagrangian or Eulerian strain tensors. To preserve the boundary
data and to reduce boundary effects, a C1  continuity extension is made.
To check the image processing, the algorithms of intercorrelation and of differentiation
are tested on several analytic examples and on computer-generated speckle images. The
direct intercorrelation calculation shows a one pixel periodic and systematic error. Its
amplitude depends on the speckle’s properties and it can be efficiently reduced by
superimposing a random displacement and a filtering. The differential operators are
estimated with these noisy displacement data and compared to the analytic results. More
information on the method and its performances are available in [17].

4. Experimental Results

The passage from dissipation to dissipated energy is possible while the displacement
fields of the transformation are known as it is the case in the framework of small
perturbations (negligible displacement) or homogeneous tension tests (uniform strain
fields). In order not to prejudge the homogeneity of the sample response, we would
rather present the time evolution of the dissipation distribution. The kinematic
observations, using the speckle method, have supported this prudent attitude.

To get a first and simple insight of the thermomechanical behaviour of the three
steel shades, profiles of dissipation and of strain rate, captured along the longitudinal
sample axis, have been gathered in a one-dimensional space-time chart. To further
simplify the figure interpretation, contour plots have been chosen to quickly visualize
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level curves. The normalized evolution of the load is also plotted to enable the reader to
see a correspondence between the global response of the sample and the local
measurements. The maximal amplitude of load is systematically told in the figure
legends.

When a plastic plateau exists, a first mode of localization is observed between the
bounds A and B. In such cases, one (figure 1) or more (Figure 2) dissipative and strain
rate « waves » propagate at a constant velocity along the gauge part of the sample. Both
energetic and kinematic effects have naturally been associated with Lüders band
propagation. The angle between the loading axis and the band front during its
movement is around 70°. The waves break when strain hardening starts.

Figure 1 : S355MC steel ; lengthwise profiles of the intrinsic dissipation (left) and of the longitudinal
component of the Green-Lagrange strain tensor rate (right). The dissipation unit is W .cm- 3 ; the strain rate

unit is 10-2  s-1.. The maximum load is about Fmax  = 16.2 kN.

Figure 2 : HR55 steel ; lengthwise profiles of the intrinsic dissipation (left) and of the longitudinal
component of the Green-Lagrange strain rate tensor (right). Fmax = 24.5 kN

At the beginning of the strain hardening (stage B-D), the dissipation field remains
approximately uniform, then, stronger dissipation zones with high strain rate appear and
concentrate progressively until the maximum of load is reached (stage D-E). During the
strain softening (stage E-F), the dissipative and kinematic effects of localization
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explode. In the particular case of S355MC steel, the dissipation chart corresponding to
each step previously mentioned is drawn in figure 5. Remember that infrared and
speckle tests are for the moment separately performed. As a consequence, energetic and
kinematic results are not obtained with the same sample. The loci where necking takes
place may naturally be different from one sample to another.

Figure 3 : DD14 steel ; lengthwise profile evolution of the intrinsic dissipation (left) and of the longitudinal
component of the Green-Lagrange strain rate tensor (right). Fmax  = 13.5 kN

Note that the DD14 load-elongation curve does not present a plastic plateau (figure 3) ;
as mentioned above, no band effect has been observed. The kinematic and dissipative
phenomena related to band propagation are illustrated in detail in figure 4 for S355MC
steel by plotting several lengthwise profiles between points A and B.

Figure 4 : S355MC Steel ; Thermomechanical manifestations associated with a Lüders band propagation :
(a) temperature, (b) intrinsic dissipation, (c) longitudinal displacement, (d) longitudinal component profiles

of the Lagrangian strain rate. Profiles  n°36, 44 and 52 have  been selected for the infrared approach and
profiles n° 8, 11 and 14 for the  speckle  one.
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Figure 5 : Dissipation charts in the case of the S355MC steel. The X and Y axes are lengthwise and
widthwise taken, respectively. Charts a) and b) evidence the band propagation. Charts c) to f) illustrate the

progressive concentration of strong dissipation zones

5. Discussion

This paper aimed to show that thermography and speckle techniques could be combined
to good effect. The present performances of both image processing allow the local
thermomechanical effects of localization mechanisms to be observe. Sudden and violent
manifestations occurring during the plastic plateau have been related to Lüders band
propagation, whereas early and progressive features arising during the strain hardening
have been interpreted as heraldic signs of the local necking. An important information
given by such experimental analyses seems to be the precocity of the heterogeneity
development in the macroscopic fields of thermomechanical variables. The gauge part
of the sample must be considered as a structure and no longer as an elementary material
volume uniformly strained and stressed. This unpalatable fact is currently difficult to
reconcile with the theoretical views since classical formalisms are based on the subtle
knowledge of the constitutive equations of the material. These equations are in effect
identified on the basis of a range of tests, such as the classical tensile test, for which the
existence of homogeneous strain and stress fields is very often implicitly assumed. For
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the moment, only the pioneering Considère criterion will be briefly evoked here [1]
because it concerns the whole specimen. This criterion claims that the necking starts in
tension as soon as the maximal load supported by the sample is reached. To make the
classical Considère construction the uniaxial « true » stress is defined as the load
divided by the instantaneous sample section which is deduced from the initial section
assuming isovolumic and homogeneous transformation. This last assertion is obviously
not in agreement with the results shown here. The localization develops during the
hardening of the structure and sometimes just after the yield load.

Acknowledgements : The authors are indebted to the Research Center of Sollac-Fos for
provinding steel samples.
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HIBRID STRESS ANALYSIS BY CONSTRUCTION OF

APPROXIMATE ANALYTICAL SOLUTION

M. TAKASHI, S. MAWATARI
Aoyama Gakuin University
6-16-1 Chitosedai, Setagaya, Tokyo 157-8572, Japan

1. Introduction

Methods for elastic stress/strain analysis are broadly classified into the well known
three categories, namely theoretical, experimental and computational analyses.
Although some merits and demerits surely exist in all cases, there still exist some
difficulties for each method in the categories to accomplish analysis by itself in closed
form involving error estimation under general mechanical conditions. The authors
have investigated for long time on a new hybrid method which reconstitutes together
not only basic concepts but also various techniques involved in the three categories, in
order to improve the accuracy and preciseness of 2-D and 3-D elastic stress/strain
analysis. The fundamental concepts of the method have been already proposed in the
previous paper [1]. In this paper, the authors discuss a method for the determination
of unknown coefficients involved in the discretized representative function of analytical
solution in Somigliana type.

2. Formal Solution of Displacement

2.1. STRUCTURAL EQUATION OF DISPLACEMENT

It is well known that there are several types of formulation for the structural equation of
elastic stress/strain analysis. In this paper, for convenience, the authors adopt the
Navier equation in a closed bounded domain G ∈Rn (n = 2or 3) having the
piecewisely smooth boundary ∂ G. The equation about displacement u is expressed
as;

(2.1)

where λ and µ are Lamé’s constants, f(x) is body force on G.
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2.2. DISTRIBUTION EXPRESSION OF DISPLACEMENT

Let Γ(x) be an elementary solution of Eq. (2.1). One of the distribution solutions of Eq.
(2.1) is expressed as;

(2.1)

where, in case of n = 2,

and in case of n = 3,

3. Equivalent Transformation of Boundary Condition

Unknown function u(y) on ∂G in Eq. (2.2) has to be determined as to fit with
boundary conditions.

3.1. PROBLEMS IN BOUNDARY CONDITIONS

Boundary condition is usually expressed with Dirichret, Nuemann, Robin condition or



HYBRID STRESS ANALYSIS 323

(3.2)

their combination. Furthermore, since the original domain deforms under load, Euler
or Lagrangian coordinate system has to be selected in order to discriminate the state
before and after deformation, in a strict sense. However, since the shape of boundary
after deformation and transformation formulae from one state to another is not known
in advance, a certain consideration is necessary to handle boundary conditions.

3.2. UTILIZATION OF EXPERIMENTAL DATA

In order to avoid the difficulties mentioned above, the authors have proposed to utilize
reliable experimental data in actual situation. Here, we pay attention to some data of
firinge order of isochromatics in photoelasticity.

3.3. THEOREM OF RELATIVE FRINGE ORDER

The determination of fringe order of isochromatics is somewhat delicate in general.
When we look at two different fringes, however, the difference of orders between them
could be found easily, then the concept of relative fringe order comes up.

Let a domain D be a part of an isochromatics image pattern. Retardation δ is
connected with principal stress difference as

(3.1)

where λ is the wave length of incident light, c: photoelastic constant and d : specimen
thickness. The brightness intensity of isochromatics in the dark field, I, is expressed
as;

Figure 1. Schematic diagram of explanation for relative fringe order
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Here, let us call a point at which δ =mπ (m: integer) as a fringe point. In Fig.1,
curves Ci except a curve [P,P1 ,…,Pn ] and boundary lines show isochromatics
schematically. On point P ∈D , we denote the values of I and  δ as I(P) and δ (p),

respectively. Taking another fringe point Q ∈D , let us consider a continuous curve
C ⊂ D which is connecting points P and Q ;

(3.3)

The point P is called as a regular point, when the following two conditions are satisfied.
1) δ varies from P to Q on curve C monotonically, and 2) between P and Q, there exist
at least one fringe point excluding themselves. Then, the point Q and the curve C are
named as a fringe point and a curve subordinating to the regular point P.

Let P be the regular point and Q the subordinating point. A point array {Pk}n
k - 1

is called as a fringe point resolution of the regular point P, when we can recognize the
following facts such as; i) Pk  = C( tk )  (0 = t0  < t1

. . . < tn = 1), (1 ≤ k ≤ n -1) is all
fringe points, and ii) there is no fringe point in an open interval ( t k -1 , t

k
). In this

context, the following relation is obtained;

where

(3.4)

(3.5)

When P lies on a fringe point, the value of α comes to π/2. We call here the right
hand side in Eq. (3.4) the relative fringe order. Relative fringe order is equivalent to
boundary condition within the domain governed by corresponding structural equation,
namely an equivalent transformation of boundary condition. Thus, we can treat
hereafter the relative fringe order as an alternative of boundary condition.

4. Discretization of Representative Function in Terms of Stress Components

4.1. THE FORM OF REPRESENTATION OF STRESS COMPONENTS

From Eq. (2.2) and the stress-displacement relation, we have;
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( x G ) (4.1)

where ξ(y ) is an unknown function on ∂ G and a vector Dij is expressed as follows;

for n = 2

(4.2)
for n = 3

and

(4.3)

for n=2,  k=1, 2; p = 1 ; b =2
for n=3, k=l ,  2 ,  3;  p= 2 ; b=3

Also, the function ξ is called a density function. Attention should be paid to the
following items. That is, (1) the integration in Eq. (4.1) is defined on every point in
the original domain G, and (2) the integration in Eq. (4.1) involves the first kind
discontinuity at x 0 ∈∂ G where ξ (x0) ≠ 0, and is continuous on any other points.
Namely, we can denote as;

(4.4-l)

(finitely determined) (4.4-2)

4.2. DISCRETIZATION

Utilizing photoelastic data, we can reconstruct the deformed boundary shape of
specimen under load. Now, let us confine our discussion into the case of 2-dimension
for convenience, hereafter. In a domain, ∂ G = {(y1(t), y2 (t)): t ∈[0, L]}, let us put
as;

(4.5)

Then, the unknown function ξ(x) is approximated by use of spline function as follows;
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(4.6)

Here, we have an approximation of Eq. (4.1) as;

where

(4.7)

(4.8)

(4.9)

5. Formulation of Density Function Determination Problem into mathematical
Programming

5.1. SAMPLE POINT EXTRACTION BASED ON EQUIVALENT BOUNDARY
CONDITION

To determine unknown coefficient υl  Eq. (4.7), we select several fringes of which
relative fringe order are known, and extract sample points on them appropriately as
same as the number of unknown coefficient.

Now, recalling the relation between principal stresses and other stress components,
we can obtain the following expression from Eq. (4.7),
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(5.1)

When putting,

(5.2)

we can evaluate the followings.

(5.3)

(5.4)

5.2. MATHEMATICAL PROGRAMMING FOR DETERMINATION OF DENSITY
FUNCTION

The problem of determination of unknown coefficient υl  as that relative fringe order on
sample points calculated by Eq. (5.2) fits to experimental data, is formulated into the
following optimization problem as;

(5.5)

6. Solution for Problems of Nonlinear Mathematical Programming

6.1. PROBLEMS IN NONLINEAR MATHEMATICAL PROGRAMMING

Since Eq. (5.5) is a type of nonlinear mathematical programming problems of degree
four, local solution could be found by usual techniques such as Newton method or
steepest decent method. However, there exist severe difficulties as follows [2].

1) Selection of Initial Value for Global Optimum Solution
Eq. (5.4) has, in general, multiple local optimum solutions. The solution obtained by
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starting from an arbitrary initial value is one of those local solutions. To find a global
or true optimum solution, a suitable initial value has to be selected adequately.
However, it is usually difficult to be attained.

2) Speed of Convergence
In cases that an optimum solution exists at the top/bottom of locally convex/concave
surface, a step-by-step solution along the surface converges rapidly. However, since
there often exist some ill points in a domain related to nonlinear optimization problem,
the behavior of function value in the neighborhood of a local solution is so complicated
that the value and the speed of convergence in step-by-step procedure are not known in
advance.

6.2. IMPROVEMENT OF PROCEDURE TO SOLUTION

In order to overcome the difficulties and improve the solution, the authors developed a
method of “Depth-First Homotopy.”

1) Homotopy Method
Taking µ-smooth functions Fk (υ) (k = 1,2, … , µ) , we consider a -dimensional
vector function F(υ) of which components are given by Fk (υ). Homotopy method
is explain as follows. To solve the µ-dimensional nonlinear equation F( υ ) = 0,
settling an arbitrary point υ in the domain, the following equation in a domain

(x,t) ∈R µ  ×[0,1] ,

(6.1)

is translated into the following equation, by use of the implicit function theorem.

(6.2)

Taking the Jacobian as follows;

µ µ
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In the numerical solutions of Eq. (6.2), the solution for t = 1 is one of solutions we look
for .

2) Depth -First Optimization
For a real value function Φ(υ) with µ -variables defined in a domain D ⊂R µ , the
following algorithm is called as “Depth-First Optimization.”

[1] Let us take as E=D.
i) Divide E into m-pieces of subdomain, E1 , … , Em, with a certain procedure.
ii) From each subdomain, extract a sample point P1 , … , Pm .
iii) On each sample point, find the minimum value of Φ( υ). Here let us denote

the point of minimum Φ ( υ ) as Pk  and the subdomain as Ek .
[2] Repeat the above procedure, considering the subdomain Ek  as a new domain E.
[3] Taking a certain stopping rule into account, [1] and [2] procedures are repeated.

3) Depth-First Homotopy Method
For the variables involved in Eq.(5.4), the variable υ 2m +1  holds different characteristics
from other variables. Taking the fact into account, we construct an algorithm called
“Depth -First Homotopy Method.” To apply the Homotopy method to experimental
data, a point x0  in Eq.(6.1) is selected arbitrarily and the initial value of α is settled as
zero, namely α  = 0.

[1] For a given initial integer L, let us search the variable Vµ   within a finite closed

α + 9 x 10L  into Vµ , other variables remained are solved by Homotopy method.
[3] When the point at which the error H(υ ) in Eq.(5.4) comes to minimum is

obtained as α + k × 10L, we denote the solution by Homotopy method as υ .
[4] Then, after decreasing the value of L by 1 and setting new values of a and υ

as to be α  + k × 10L  and υ , repeat the procedures from [l] to [3].
[5] According to a certain stopping rule, the same procedure is repeated within a

designated times.

4) Discussion from Viewpoint of Mechanical Engineering

interval of [ α –9x10 L , α +9x10L ] .

[2] Substituting the values α  – 9 x 10 L , α – 8 x 10L , … , α + 8 x 10L ,
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The solution obtained by the method of Depth -First Homotopy proposed in this paper is
a local solution approved within a certain accuracy. On the other hand, since the
variable Vµ  corresponds to the value of principal stress difference in the domain under
consideration, it is expected that the value would not oscillate so steeply. Taking these
into account, the solution obtained by the method proposed could be expected to be very
close to the true optimum solution.

7. Example Application

Now, let us apply the method and algorithm to a photoelastic data in contact problem.
The experimental conditions and the results obtained are shown as follows.

1) Experimental conditions
Fig.2 shows a schematic diagram of a rectangular plate specimen loaded by a
concentrated contact force of 50 kN at the top surface. The bottom of the specimen is
rested on a rigid bed. Dot marks on the boundary curve show the selected knots for
the construction of basic spline function N (t) in Eq.(4.6). Two isochromatics arei

selected for sample points of relative fringe order.

Figure 2. Schematic diagram of specimen and sample data selected.



2) Results obtained
Fig.3 shows the whole field distribution of photoelastic fringe obtained by the method
proposed. Particularly around the contact point, fringes are successfully reconstructed.
Not only aorund the contact region but on the free boundary and the bottom region, we
can see fairly good reconstruction of fringe distribution in comparison with the original
experimental data.
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Figure 3. The whole field fringe pattern reconstructed by the method proposed.

8. Concluding Remarks

In this paper, the authors discussed on the determination of unknown coefficients
involved in a representative function taking an example of the formulation of Navier
equation. The method mentioned here is available if the distribution (hyperfunction)
solution of displacement in linear elasticity is obtainable. Even in cases that it is
difficult to obtain some formal solution, if a certain basic function that has similar
characteristics with structural equations under consideration such as multi-harmonic
nature, the procedures proposed will be applicable except the techniques in Chapter 2
and 4. Furthermore, the method mentioned is a part in the series of Hybrid Method
for Stress Analysis that can include error estimation. From the viewpoint of the global
system of the hybrid method, it is important to develop and complete the techniques and
to increase examples of application.
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HYBRIDIZING OPTICAL METHODS WITH ANALYTICAL AND
COMPUTATIONAL TECHNIQUES FOR STRESS ANALYSIS

R. E. ROWLANDS
Mechanical Engineering
University of Wisconsin
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1. Abstract

Contemporary needs involve effective, accurate and expedient nondestructive methods of
stress analysis. Individual experimental, numerical or theoretical techniques are often less
than ideal. Shortcomings of specific approaches include difficulties in obtaining stresses
theoretically in finite shapes or for other than isotropic material, reliable numerical re-
sults when loading or geometry are not adequately known, and dependable measured data
at geometric discontinuities where most serious stresses frequently occur. The typical
need for many small elements when evaluating stress concentrations by conventional
FEM increases computer storage demands and run times. This paper demonstrates syner-
gizing experimental and numerical methods with theoretical concepts to stress analyze
components fabricated from isotropic or orthotropic composite materials. Although
thermoelastic data are emphasized, applications to moire, isochromatics, isopachics,
holography and finite elements are discussed.

2. Analytical Background

The classical analytical method of stress analyzing a component such as that in the lower
portion of Figure 1 typically involves satisfying equilibrium and compatibility, subject
to the boundary conditions. In terms of the Airy Stress Function F, for orthotropy one
obtains the following compatibility equation [1]:

(1)

where aij are compliances. The plane problem of classical elastic theory is now reduced
to determining F throughout the component such that Equation (1) and the boundary
conditions are satisfied. Considering F must be a real function of variables x and y , it
can be expressed as follows:
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(4)

Figure 1. Loaded component.

• In the case of different complex roots µ1 and µ2  :

(2)

• In the case of pairwise equal complex roots µ1  and µ2
:

(3)

where z j = x + µj y, µj  are complex material properties whose values are obtained from
the characteristic equation associated with Equation (l), and j = 1,2. For isotropy,
z1 = z  = x + iy, z1 = z . One can sometimes construct a representative stress function for
a specific problem. On the other hand, many plane problems of elasticity can be solved
by representing the stress function in terms of a truncated series, satisfying boundary
conditions along only the edge adjacent to the region of interest, and combining the re-
sulting equations with measured data.

in terms of two analytical functions, i.e. [ 1, 2],

where the stress function of Equation (1) is

For isotropy,

and the individual stresses can be written
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(5)

and primes denote differentiation. The compatibility relationship of Equa-
tion (1) becomes

(6)

Stresses of Equation (4) satisfy equilibrium and associated strains satisfy compatibility.
One can therefore solve plane problems analytically by ensuring that the stresses associ-
ated with the stress functions φ and ψ satisfy the boundary conditions. However, ana- 
lytic solutions are generally only possible for problems having simple geometries. As
an aid in analyzing plane problems having complicated shapes, conformal mapping tech-
niques can be used to transform the complicated geometry of the physical plane into a
simpler shape in a different plane, Figure 1. Moreover, at least for a region adjacent to a
traction-free boundary, the individual stress functions φ and ψ can be related to each
other through the concept of analytic continuation.

Assume the function

(7)

maps the region Rζ of the   -plane into region Rz of the physical z -plane,
Figure 1. Stress functions of Equa-
tions (4) and (5) are analytic functions of ζ. Analyticity of the mapping function ω(ζ)
guarantees that equilibrium and compatibility equations are satisfied inside region R z .
For isotropy, combining Equations (4) through (7) gives

(8)

For orthotropy, expressions for the stresses corresponding to Equations (8) can be writ-
ten as

(9)
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where

(10)

The functions Φ (z1 ) and ψ (z 2) are analytic in the complex z1 - and z2 -planes, respec-
tively, where z 1 = x+ µ1y and z2 = x + µ 2 y . Substituting z j = x + µ j y into Equation (7)
yields the following induced mapping function in terms of  ζ j (= ξ  + µ j η) :

(11)

Stress functions Φ and Ψ are now analytic functions of ζ1 and ζ 2 , respectively.

The classical stress analysis boundary-value problem entails satisfying equilibrium and
compatibility throughout the entire engineering component (say bottom portion of
Figure 1), subject to the boundary conditions. However, one can collect measured infor-
mation in only the region of interest, say Rz  of Figure 1, and then using relevant analyt-
ical and/or numerical tools, plus boundary information on the adjacent edge, Γ, evaluate
the individual stresses throughout Rz . The region Rz  might well involve a stress con-
centration. In some cases, because the measured data are unreliable on the edge  Γ, exper-
imental information is collected only away from the edge, although the final individual
stresses are evaluated throughout the entire region Rz , including along the edge, Γ, of
Rz . It may then only be necessary to map the edge Γ and its adjacent region Rz  into the
ζ plane, Figure 1.

For a region Rz  adjacent to a circular fillet or notch of radius R, the conformal trans-
formation

(12)

maps the region Rz of the ζ -plane into the physical region Rz  of the z -plane, Figures
1 and 2, where zc  is the center of the discontinuity [ 1, 2]. The circular boundary Γ in
the physical z-plane is conformally mapped onto Γζ , a section of the real axis (η = 0
surface) of the ζ-plane. For orthotropy, one has the following induced mapping func-
tions:

(13)

The relationship between the two relevant stress functions of Equations (9) is

(14)

where
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Figure 2. Thermoelastically measured S* in vertically-loaded
symmetrically notched (radius R) composite strip.

(15)

Traction-free conditions on the boundary of the physical z-plane are enforced by these
relations which reduce the two stress functions into a single stress function, i.e., Φ for
anisotropy. This is accomplished by introducing the conformal mapping function ω(ζ )
which maps the traction-free physical boundary onto say the real axis (η = 0 surface) of
the ζ-plane.

The representation of the stress function Φ in the ζ1 -plane can be approximated by a
truncated power series,

(16)

Location ζ0  is some point on the boundary Γζ  (η = 0 surface). From Equations (9),
(14), (15) and (16), for orthotropy,

(17)
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(17)

By using conformal mapping and continuation techniques, Equations (17) imply that the
stresses satisfy traction-free conditions in the adjacent portion of the entire boundary.
However, unlike a classical boundary-value problem where one would typically evaluate
the unknown coefficients, Aj, by satisfying the boundary conditions around the entire
shape, one can use some combination of the measured stresses of Equations (17) from
the interior of the region Rz  of interest to determine these unknown coefficients. Addi-
tional known boundary conditions can also be imposed at discrete locations.

An example of employing some combination of the stresses of Equations (17) is to
choose the x-axis of an orthotropic composite material parallel to its strong, stiff direc-
tion (i.e., l-direction) such that thermoelastic data S* can then be expressed as

S* = K1σx + K2σy

(18)

The Aj coefficients can now be evaluated from thermoelastically measured input values
of S* and Equations (18). Thermal mechanical coefficients K1  and K 2  of Equation (18)
are normally determined experimentally.

3. Results

Figure 2 shows thermoelastic data throughout an edge section of a vertically-loaded
strain-gaged composite (E11  / E 22 = 2.4) strip containing symmetrical side notches of
radius R = 6.35 mm. These measured values of S* were used with Equation (18) to
evaluate the Aj coefficients and hence the stress functions of Equations (14) and (16),
from which individual stresses along and adjacent to the notch boundary were obtained
from Equations (17). The resulting strain between the side notches is compared in Figure
3 with those from strain gages and FEM. In this case 141 measured interior values of
S * were used between 1.2 R and 2.5 R, together with σx , = τ xy = 0 imposed at 13 loca-
tions along the traction-free vertical straight edge below the notch and τ xy  = 0 at 20
positions along the vertical and horizontal lines of symmetry to evaluate the 26 un-
known coefficients of Equation (16).

Displayed results use measured thermoelastic data. We have also found this general
hybrid approach to be advantageous for determining stresses from holographically
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Figure 3. Longitudinal strains between the side notches in the tensile
composite strip of Fig. 2 as obtained from strain gages (G),
FEM and thermoelasticity.

measured isopachics, pure isochromatics (without the need of isopachics or isoclinics)
and moiré [1-9]. Moreover, synergizing such analytical and numerical concept tools
enables one to determine accurate stresses at reentry corners using essentially classical
FEM but with only a few, very coarse elements [10]. Applications include stress analy-
sis of isotropic and orthotropic structural and machine elements, wood engineering and
fracture mechanics. Reference 11 describes a new, nondestructive hybrid experimental-
theoretical-numerical method for stress analyzing 3-D components from thermoelastic
plus photoelastic surface information.

4. Sumary, Conclusions and Discussion

Whereas individual experimental, theoretical or numerical methods of stress analysis are
often lacking, synergizing aspects of the specific approaches can be very advantageous.
Space permits emphasizing here only the benefits of combining theoretical and numeri-
cal concepts with measured thermoelastic data, but the references contain applications to
moiré, isochromatics, holography and finite elements.
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H Y B R I D  S T R E S S  A N A L Y S I S

W I T H  I N T E G R A T E D  P H O T O E L A S T I C I T Y

H.ABEN AND L.AINOLA

Institute of Cybernetics,
Tallinn Technical University, 21 Akadeemia tee,
EE0026 Tallinn, Estonia

Abstract. In the case of weak birefringence integrated photoelasticity al-
lows for the determination of the distribution of the normal stress in any
section of a 3-D specimen. In the case of axial symmetry distribution of the
shear stress can also be determined. The question arises how to determine
the other stress components. This problem of hybrid mechanics is espe-
cially complicated by investigating residual stresses in glass since residual
stresses are caused by incompatibility of residual deformations. Due to that,
direct application of the compatibility equations is not possible. In this pa-
per formulas are derived for the complete determination of residual stresses
in glass in the axisymmetric case and in the case of plane deformation.
Examples of complete residual stress analysis are given.

1 .  The  Case  o f  Weak  B ire fr ingence

In integrated photoelasticity [1] the specimen is placed in an immersion
bath and a beam of polarised light is passed through the specimen (Fig.1).
Transformation of the polarisation of light in the specimen is measured on
many rays. In certain cases this integrated optical information enables one
to determine distribution of some components of the stress tensor.

In the general case, due to the rotation of the principal stress direc-
tions on the light rays, optical phenomena are complicated and so are the
algorithms for the interpretation of the measurement data. Howewer, if
birefringence is weak, photoelastic measurements with a 3-D specimen can
be carried out similarly to the 2-D case [2, 3]. That is, on every ray it is
possible to measure the parameter of the isoclinic ϕ and optical retardation
∆. The latter are related to the components of the stress tensor on the ray
by simple integral relationships
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Figure 1. Experimental setup in integrated photoelasticity,

(1.1)

(1.2)

Here C is the photoelastic constant and σx , σz  a n d zx are components
of the stress tensor in the plane zx which is  perpendicular  to  the wave
normal y .

Using numerical experiments it has been shown [2] that in the case
of axial symmetry relationships (1.1) and (1.2) are valid if ∆ is less than
3λ / 4  (λ denotes wavelength), and rotation of the principal directions is not
strong. In the general case Eqs. (1.1) and (1.2) can be used if ∆ < λ/3.

2 .  Ax i symmetr i c  S tre s s  D i s t r ibut ion

2.1. STRESSES DUE TO EXTERNAL LOADS

In the case of axisymmetric stress distribution, Eqs. (1.1) and (1.2) permit
determination of the distributions of the axial stress σz  and  shea r  s t r e s s

rz . The other stress components, σ r and α θ , can be determined using the
equilibrium equation

(2.1)

and the compatibility equation

(2.2)
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where ε r a n d  εθ  are components of the deformation tensor in cylindrical
coordinates. Introducing into Eq. (2.2) the Hooke’s law

we obtain, taking T =const :

(2.3)

(2.4)

(2.5)

(2.6)

Here E is the elasticity modulus, µ is the Poisson coefficient, α is the
thermal expansion coefficient and T is temperature. The algorithm for de-
termining  σr  and σ θ from Eqs. (2.1) and (2.6) has ben elaborated by Doyle
and Danyluk [4, 5].

2.2. THE CASE OF RESIDUAL STRESSES

In the case of residual stresses in glass, in Eqs. (2.3) to (2.5) the term
αT must be included. Since residual stresses in glass have thermal origin,
they can be considered as being caused by a fictitious temperature field
[6, 7]. Unfortunately, this temperature field is not known. Therefore, the
compatibility equation cannot be used when investigating residual stresses
in glass and one has to look for other analytical relationships between the
stress components.

Thermal stresses in an axisymmetric body can be expressed as [8].

(2.7)

(2.8)

(2.9)

(2.10)

where F is stress function and L Love’s displacement function,

(2.11)
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Let us assume that a long cylinder or tube is manufactured by solidify-
ing it in an axisymmetric temperature field without gradient in the axial
direction. In this case the thermal (and residual) stresses are the same in all
cross sections of the cylinder, except the parts near the ends of the latter.
Now from Eqs. (2.7) to (2.9) follows the classical sum rule

σr  + σ θ  = σ z . (2.12)

The classical sum rule (2.12) was in a somewhat different way first
derived by O’Rourke [9].

Using the equilibrium equation (2.1) and the classical sum rule (2.12),
all the residual stress components can be determined. This method has
been widely used for residual stress measurement in glass cylinders, and in
axisymmetric fibers and fiber preforms [10, 11].

In the general case, in axisymmetric glass articles stress gradient in axial
direction cannot be ignored. Let us try to derive from Eqs. (2.7) to (2.10)
a relationship between stress components for that case.

If stress gradient in axial direction is present but smooth, we may write

Now from Eqs. (2.7) to (2.10) follows

(2.13)

(2.14)

Differentiating (2.10) relative to z and integrating along r reveals

(2.15)

where C (z ) is the integration constant.
From (2.14) and (2.15) follows

(2.16)

The last relationship is named the generalized sum rule. It is valid when
stress gradient in the axial direction is present, with certain restrictions
(2.13) upon the functions F and L, Actually, Eq. (2.16) is first approxima-
tion of the generalized sum rule. By handling Eqs. (2.7) to (2.10) asymptot-
ically, higher approximations of the generalized sum rule can be obtained.

As a practical example, residual stress distribution in a section of an
axisymmetric article of optical glass is shown in Fig. 2.
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Figure 2. Geometry of the axisymmetric article of optical glass (a), and distribution of
residual stresses in section 06 (b).

3 .  Spec imens  o f  Arb i t rary  Shape

In the case of articles of arbitrary shape, measurement of the integrals
(1.1) and (1.2) should be carried out scanning two parallel cross sections,
∆ z apart from each other, under different angles Θ (Fig.  3) .  From the
equilibrium condition of the segment ABC one obtains

(3.1)

Here V ´
2 denotes the value of V 2  for the auxiliary section.

Formula (3.1) enables one to calculate the line integral of σz  for any light
ray. From tomography it is known that if one can measure line integrals of a
certain field along many rays then the field can be reconstructed using the
Radon inversion [13]. In this respect we are actually dealing with optical
tomography of the stress field which has been considered in papers [14, 15].

Unfortunately, in the general case of a 3-D article axial stress σ z  i s  t h e
only stress component which can be determined directly from the measure-
ments.

4 .  T he  C as e  o f  P lane  De format i on

In cylindrical coordinates an algorithm for complete stress determination
has been considered by Puro and Kell [16] who have used their method for
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Figure 3. Illustration to the investigation of the general 3-D state of stress.

Figure 4. Considering plane deformation in rectangular coordinates.

stress measurement in an optical fiber preform of complicated cross section.
Let us consider the same problem in rectangular coordinates (Fig. 4).

Our aim will be to express the stress function ϕ through the axial stress
σz which we can determine directly from the measurement data.

Let us express the stress function ϕ (x,y) in the form

where

(4.1)

(4.2)



HYBRID STRESS ANALYSIS... 347

Figure 5. Distribution of the normal stresses σ x (a) and σ z (b) in a quadrant of the
glass prism.

It can be shown that the coefficients ∝ ik  can be determined if distribu-
tion of σ z  is known. Knowing the stress function, the normal stresses σ x :
and σy  are determined as

(4.3)

The method described above has been used for complete determina-
tion of the residual stresses in a glass prism of quadratic cross section
40 × 40 mm. Axial stress distribution was determined with an automatic
polariscope passing the light through the cross section of the prism in 60
directions (step 3 deg). For every direction of observation optical retarda-
tion was recorded at 140 points. Since in the middle of the prism stress
gradient in axial direction can be ignored, we have practically the case of
plane deformation.

The stress function was approximated in normalized coordinates as

(4.4)

Distribution of the normal stresses σz and σx is shown in Fig. 5. Macrostatic
equilibrium conditions for σx  a n d  σz are well observed.

5 .  C o n c l u s i o n

I t  has  been shown that  af ter  dis t r ibut ion of  the normal  s t ress  σ z  has
been measured experimentally with integrated photoelasticity, axisymmet-
ric thermal stresses (or axisymmetric residual stresses in glass) and stress
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distribution in the case of plane deformation can be completely determined
using relationships derived from the equations of the theory of elasticity.
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DIGITAL IMAGE PROCESSING BY PHASE SHIFTING METHOD
USING FOURIER TRANSFORM
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Sakaedani, Wakayama 640-8510, JAPAN

Abstract

Phase analysis methods provide accurate results of fringe pattern analysis. A phase
shifting method using Fourier transform uses many images obtained by changing the
phases of fringe patterns. The phase at each pixel point is analyzed by calculating the
argument using Fourier transform of the phase shifted brightness at the pixel point. It is
applied to the analysis of fringe patterns obtained by a Twyman-Green interferometer and
photoelastic fringe patterns obtained by a linear polariscope. Furthermore it is extended to
a phase shifting method using correlation with rectangular functions to measure a 3-D
shape by a grating projection method.

1. Introduction

Small displacement, stress and optical shape of specimens are able to be measured by
using optical interferometry such as moire interferometry, Twyman-Green interferometry,
Fizeau interferometry and photoelasticity. The shape of a 3-D object is also measured by
grating projection methods. The displacement and the shape are measured by analyzing
the images of fringe patterns. The analysis of fringe patterns by hand requires great skill.
It is, furthermore, tedious and it consumes much labor and much time because of an
enormous amount of two-dimensional data. The images are recently analyzed by a
computer using digital image processing technique to perform automated, high speed and
accurate analysis [1-3]. In the early stage of fringe pattern analysis using computers, the
analysis methods were similar to the method by hand. It required skillful technique to
obtain the positions of the center lines of fringe lines and to determine fringe orders.

To analyze interference fringes accurately, phase-measurement techniques [4-19]
becomes popular. A fringe pattern obtained by optical interferometry usually has a
cosinusoidal brightness distribution. If the phase information of the cosinusoidal
brightness is analyzed at each pixel point on the image, the displacement at each point of
the whole interference field is obtained accurately.
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There are some methods for the phase analysis. The first is the phase stepping
method (PSM) [5-6] using a few images obtained by changing the phase shift amount.
The second is the Fourier transform moire and grid methods (FTP, FTM or FTMGM) [7-
12] using one image. The third is the phase shifting method using extraction of
characteristic (PSM/EC) [13-14] using many images obtained by changing the phase shift
amount. The method obtains the phase distribution by detecting the maximum brightness
on each pixel point of the fringe images while the phase of the images shifts through 2π.
As the fourth, the authors developed a method using wavelet transform to analyze phase
information from one image [16]. The authors also proposed a method using Gabor
transform [17].

In the PSM, the accuracy is not good in case that the image input equipment has
nonlinearity or the images have noise and phase shift error. In the FTMGM, the results
include some errors at the both edges of the image if the image has a discontinuity at the
both edges of the image. The PSMZEC does not require any complicated processing
which the PSM and the FTMGM require. It resists the nonlinearity of the image input
equipment. But this method is more sensitive to noise such as random noise and phase
shift error than the Fourier transform methods. Though the wavelet transform method
gives accurate strain distributions, it requires too much time to calculate. The Gabor
transform method can be applied to wider frequency region than the FTMGM.

Bruning et. al. [4] proposed a phase analysis method using several images obtained
by changing the phase shift amount. The authors applied this method to the measurement
of beam deflection [14]. The authors also applied it to the photoelastic fringe pattern
analysis to separate the isochromatics and the isoclinics from the images obtained by a
plane polariscope [15]. The authors call this method the phase shifting method using
Fourier transform (PSMZFT). These methods are useful to obtain a wrapped phase
distribution using a 3-D image. Huntley et al. [18] introduced a phase unwrapping
method using a 3-D image.

Furthermore the authors extend it to a phase shifting method using correlation to
measure 3-D shapes by a grating projection method.

In this paper the phase shifting method using Fourier transform applied to Twyman-
Green interferometer and a plane polariscope are introduced, and also the phase shifting
method using correlation of the rectangular brightness of a projected grating and two
rectangular functions to analyze 3-D shapes are explained [19].

2. Phase shifting method using Fourier transform applied to Twyman-Green
interferometer [14]

2.1 THEORY OF PHASE SHIFTING METHOD USING FOURIER TRANSFORM

Let us show the theory of the phase shifting method using Fourier transform, PSM/FT. A
fringe pattern obtained by interferometry such as Twyman-Green interferometry, moire
interferometry and holographic interferometry has a cosinusoidal brightness distribution.

The fringe pattern is usually produced by the interference between two beams i.e. an
object beam and a reference one. If the optical path of one of the beams is moved a little in
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the direction normal to the optical path, the phase of the fringe at every point is shifted by
a constant value. The brightness distribution ƒ(x, y), when the phase shifting is performed,
is expressed as follows:

( 1 )

where a(x, y) is the amplitude of the brightness, b(x, y) is the average brightness, φ(x, y)
is the phase value which we have to analyze at any point (x, y) on the original fringe
pattern, and α is the amount of the phase shift of the optical path. When the interferometer
has an object beam and a reference beam, the phase shifting is usually performed by
moving a mirror with a piezoelectric transducer (PZT) or by tilting a glass plate in the
reference beam. The phase is shifted little by little until the amount of the phase shift α
covers from 0 to 2π, and every 2-D (x, y) image is recorded. A 3-D (x, y, α ) image
consists of the sequentially phase shifted 2-D (x, y) images. Figure 1 (a) shows an
example of a 3-D image when the number of the 2-D images is six. Figure l(b) shows the
brightness distributions along an x-directional line of the 3-D image. In the same pixel
point on the x-y plane of this 3-D image, the α -directional brightness distribution is one
cycle of a cosinusoidal form. An example is shown as a thick line in the figure.

In the method PSM/FT, the brightness distribution ƒ(x, y) expressed in Eq. (1) is
regarded as a function of α. The α -directional brightness distribution ƒ(α) is expressed in
the Fourier series with respect to α, because it is a periodic function with a period T= 2π .
That is

(2)
where

j is the imaginary unit and ω0(=1) is the fundamental frequency.
The α-directional Fourier transform of Eq. (2) is

(3)

(4)

where ω is frequency and δ is the Dirac delta function. If the phase shifting is performed
perfectly and the 3-D image data have no noise, the frequency spectrum expressed in Eq.
(4) appears only at the frequency ω = -1, 0, 1. By substituting Eqs. (1) and (3) into Eq.
(4) when ω = 1 and n= 1, F (ω0 ) is obtained.
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(5)

This means that the phase value φ is obtained by calculating the argument, i.e., the

arctangent of the ratio of the imaginary part to the real part of F( ω0 ) :

(6)

Like this, the phase distribution φ(x, y) is obtained. The displacement or the shape of the
specimen is calculated from the phase distribution.

In this method, because only the harmonic with frequency 1 is extracted, phase
shifting error and the other experimental noise which appears at other frequency
components are eliminated.

(a) Phase shifted fringe pattern (b) Brightness distribution along a line
Figure 1. x-directional brightness distributions of phase shifted fringe patterns of 3-D image

2.2 EXPERIMENT FOR CANTILEVER BEAM

2.2.1 Experimental procedure
Figure 2 shows an application of the PSMZFT to the measurement of the out-of-plane
displacement distribution of a cantilever beam using a Twyman-Green interferometer.
Figure 3 shows the specimen and the measured area of this experiment. The specimen is a
glass plate and it has an initial deformation. One end of the plate is fixed on a thick steel
plate with a plastic glue and it is deformed at one line near the other end shown as the
dashed line in Fig. 3. The displacement value at the loading point is 2µm.

In this study, the phase shifting in the interferometer is performed by moving the
reference mirror with a PZT control stage. The resolution of the stage movement is fine in
the order of a few nanometer, the stage is moved along the optical path, as shown in the
plain arrow line in Fig. 2. A reference mirror is moved little by little, and all the images
are recorded in an image grabber system through a CCD camera. The phase at each pixel
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Figure 2. Schematic diagram of experimental system Figure 3. Specimen and measured area (Unit mm)

point of the interference image is analyzed as mentioned in the previous section. In order
to calculate displacement, the sequential phase shifted images before and after deformation
are recorded respectively. The difference ∆φ of the phases at each pixel point between
images before and after deformation is analyzed. The displacement is calculated from the
following equation.

(7)

where u is the displacement and λ is the wavelength of the laser. In this experiment, a He-
Ne laser is used as the light source, the wavelength λ is 633 nm.

2.2.2 Experimental results
Fig. 4 shows some parts of the sequential phase shifted fringe patterns before and after
deformation respectively. The fringe images before deformation represent the initial
deformation of the specimen and the optical system. The amount of one step of the phase
shift is π /15. The 3-D image consists of 30 phase shifted 2-D images. Figure 4 shows

(a) Before deformation (b) After deformation
Figure 4. Phase shifted fringe patterns of 3-D image;
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Figure 5. Fouriere spectrum (After  deformation)
π (rad)- π

(a) Before deformation (b) After deformation
Figure 6. Wrapped phase distribution

Figure 7. Displacement distribution obtained by the PSMIFT (3-D plot)

Figure 8. Displacement curve along x-directional center line
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only 4 2-D images  to understand easily in visualization. After performing the α-
directional Fourier transform on the 3-D image using the mixed radix FFT as used in our
previous method [11, 12], the Fourier spectrum for the data after deformation are
obtained as shown in Fig. 5. This figure shows only 5 2-D images although there are 30
2-D images. The brightness corresponds to the real part of the frequency at
the pixel point. The brightness is low in the images except the frequency 1, 0 and -1.
They are showing the error components. By extracting the frequency with 1 and
calculating the argument at every point, the wrapped phase distribution is obtained as
shown in Fig. 6. After connecting the wrapped phase distributionsare smoothly by adding
±  2 π at the discontiunity, the unwrapped phase distributions are obtained. The
displacement distribution is calculated from the difference of the phase between before
and after deformation. the result is shown in Fig. 7. Figure 8 shows the displcement
curve along the x-directional center line. The theoretical curve is shown in Fig. 8 for
comparison.

3. Phase Shifting method using Fourier transform applied to plane polariscope [15]
polariscrope [15]

In  photoelasticity, the image obtained in the field of a plane polariscope consists of
isochromatics and isoclinics. In analysis of stress, though it is necessary to separate the
isochromatics and the isoclinics, it is difficult. The most popular method is to use the
isochromatic fringe image captured in the field of a circular polariscope [20]. The
isoclinics are not obtained by a circular polariscope. the positions of the isoclinics
obtained by a plane polariscope are not so accurate because of the wide width of the
isoclinics lines and the accuracy of quarter wave plates. The authors [13] developed a
software of 3-D image processing, and applied it to the analysis of the 3-D (x, y, θ )
image data consisted with the spatial coordinates (x, y) and the angle θ of the crossed
polaroids.

In this section, the phase shifting method using Fourier transform applied to the 
separation of the isochromatics and the isoclinics is shown.

3.1 THEORY OF SEPARATION OF ISOCHROMATICS AND ISOCLINICS

The light intensity obtained in a dark-field plane polariscope, shown in Fig. 9, is
expressed by

(8)

( 9 )

where a is the amplitude of the incident polarized light,  φ is the angle of the principal
stress and θ is the angle of the analyzer and m is the isochromatic fringe order. The fringe
order m is expressed as follows:
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Figure 9. Schematics of polariscope and image processor Figure 10. Specimen

m =(C/λ)d(σ1-σ2)

where C is the photoelastic constant, d is the thickness of the specimen,  λ i s  t h e
walvelength and (σ 1 -σ2 ) is the principal stress difference of the specimen.

Equation (8) is expressed in the Fourier series with respect to  θ, because it is a
period function with a period T= π/2. That is

(11)
where

(12)
and

(13)

The Fourier transform of Eq. (11) is

(14)

where j is the imaginary unit, ω is frequency and δ is the Dirac delta function.
Equation (14) indicates the discrete frequency spectrum which appears only on the

frequency components nω 0 (n=0, ±1, ±2…). By extracting the delta functions
27π· c 0 δ(0) and substituting Eq. (9) and Eq. (12) into Eq. (14) when n=0, 2πc0 (n=0) is
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obtained

(15)

2πc0= πa2  sin 2(mπ) is obtained from the amplitude at ω=0 of the Fourier spectrum of
the θ directional brightness distribution. Equation (15) indicates that the isoclinics are
eliminated. That is, the image of 2πc0 shows the isochromatics in the whole field of the 
specimen.

In the same way, from Eq. (9), Eq. (12) and Eq. (14) where n=-1, can be written
as

(16)

The argument 4φ  is obtained by calculating the arctangent of the ratio of the

imaginary and real parts of 2πc - 1 :

(17)
Equation (17) indicates that one fourth of the argument is equal to the direction of

principal stress.
In this method, by calculating the Fourier transform of the sequential images

captured by the rotating the angle θ of the crossed polaroids, the isochromatic image is
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obtained from only the intensity data of the frequency where ω = 0. The direction of
principal stress on each point is computed from only the argument where  ω = - ω0. T h e
other frequency components, in other words, experimental noise is completely eliminated.

3.2 EXPERIMENT FOR PLATE WITH ELLIPTIC HOLE

The photoelastic experiment system with the crossed plane polariscope is shown in Fig. 9.
Figure 10 shows the specimen made of epoxy resin. The rectangular plate has an elliptic
hole at the center. The constant tensile load along the y axis yielding on the specimen is
6.5 N. The Polaroids are rotated in the crossed position when the angle θ is from -45° to
44°

Ninety sequential 2-D images recorded at every 1° angle of θ from -45° to 44° with
a CCD camera are stored into a hard disk. One mm corresponds to 1.98 pixels. The
ninety 2-D images are treated as a 3-D image as shown in Fig. 11. The size of the 3-D
image is 128 (width) × 120 (height) × 90 (depth) pixels. The 3-D image data are directly
processed using the 3-D image processing program including Fourier transform
programmed by the authors.

The mixed radix fast Fourier transform (MRFFT) in the θ direction yields the 3-D
image data, i.e. the Fourier spectrum as shown in Fig. 12. In this figure, the 2-D image at
ω = 0 shows the isochromatics. Figure 13 is the isochromatics.

By calculating the arctangents of the ratios of the imaginary parts and the real parts of
the data in the frequency at ω = - ω 0, the directions of principal stresses are determined in
the whole field of the specimen as shown in Fig. 14.

This method is insensitive of high frequency noise, because the high frequency
components are eliminated using Fourier filter. The positions and angles may have finer
resolution than those in the conventional method, because the data obtained using Fourier
transform is naturally smooth.

Figure 11. Three-dimensional image data Figure 12. θ directional frequency spectrum of
image data of Fig. 11
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Figure 13. Isochromatics obtained by PSM/FT Figure 14. Distribution of principal stress direction

4. Phase shifting method using correlation with rectangular function
applied to 3-D shape measurement [19]

In this section, we propose a new phase shifting method to analyze phase distribution
using the correlation between the brightness of the projected grating and a rectangular
function. Figure 15 shows the brightness distributions of the projected grating at a pixel
point while the projected phases are shifted. Figures 15(a) and (b) show examples when
the initial phases of the grating projected at the points are 0 and φ, respectively. The
distribution is a rectangular function with a period 2π . The upper and lower brightness
intensities are mainly depending on the reflection ratio of the object. After normalizing the
brightness, the normalized brightness is multiplied by two weight functions ƒ0  and ƒ1

shown in Fig. 16 (a) and (b), respectively. Figure 16(a) is a rectangular weight with
phase 0. Figure 10(b) is a rectangular weight with phase π/2. The products are integrated
from α=0 to α =2π , respectively.

Figure 17(a) shows the relationship between the initial phase φ and the integration
values S. From the two integration values S0  and S 1  obtained by two weight functions ƒ0

and ƒ1 , respectively, the phase φ is determined as wrapped phase φ´ uniquely from the
following conditions.

(18)

The results are shown in Fig. 17(b).
Since this algorithm is very simple, it is easy to perform high-speed processing.

Since the grating brightness function is rectangular, the non-linearity of input devices
does not affect the results.

This method is applied to shape measurement of a rubber ball and a metal spoon.
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(a) Phase 0

(a) Relationship between initial phase φ and
integration values S 0 and S 1

(b) Phase φ
Figure 15. Brightness distribution of projected

grating obtained by shifting phase

(b) Calculated wrapped phase
(a) Phase 0 Figure 17. Relationships between initial phase φ

and integration values and calculated phase

(b) Phase π/2

Figure 16. Weight distributions of filters

The projected grating is shifted by 2π /32, and the 32 products are calculated and added.
All the images are used for this analysis. As we use only a conventional personal
computer, in this paper, the processing time is a few second. It is, however, possible to
make a real-time hardware for this method.

Figure 18(a) shows one of the 32 images. The resultant phase distribution is shown
in Fig. 18(b). This method is useful even if the material of an object is metal because the
use of a grating with rectangular brightness can detect the brightness change.
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Figure 18. Phase distribution of rubber ball and metal spoon obtained by phase shifting method using

correlation with rectangular

5. CONCLUSIONS

The phase shifting method using Fourier transform (PSWT) has been introduced to
analyze the phase distribution of interference fringes. In this method many sequentially
phase shifted fringe patterns are required, however, the effect of noise and phase shifting
error of the patterns are eliminated by performing the a-directional Fourier transform and
extracting the harmonic with frequency 0, 1 or -1. This method is more insensitive to
noise than the other methods and error does not appear at the both edges of the image
unlike the results obtained by the conventional 2-D Fourier transform method (FTMGM).
If accurate phase shifting is performed, the phase is analyzed from only a few phase
shifted fringe images. The PSM/FT has been applied to measurement of the displacement
distribution of a cantilever beam using Twyman-Green Interferometer.

The PSM/FT has been applied to the separation of the isochromatics and the
isoclinics obtained in the plane polariscope. The isochromatics and the isoclinics are
separated almost automatically from the 3-D image data obtained by rotating the crossed
polaroids.

Full automated analysis is possible and this method is useful for not only optical
interferometric fringe analysis but also the other fringe pattern analysis such as shape
measurement by the grating projection method.

The authors have also proposed the real-time phase shifting method using correlation
with two rectangular functions. By using this method, the 3-D shapes of a ball and a
spoon have been analyzed.

This study is supported by Research Project (Project No. 09555033), the Grant-in-
aid for Scientific Research of the Ministry of Education, Science and Culture.
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Abstract. Optical methods of deformation measurements represent one of the oldest and
the most widespread area of experimental mechanics. The optic methods of strain
measurements are generally-interferometry, stereo image analysis and digital image
analysis. The above-mentioned optical methods are of particular importance for
deformation analysis in microstructures and microobjects, where they are the only
possible experimental tools. The basis of the stereoscopic technique of deformation
measurements is the taking of pair stereoscopic photographs of objects, using the time
base principle, i.e. photographs of objects before and after the deformation under the
entirely same conditions are taken. The further step in stereoimage method of the strain
analysis is the stereocomparation of the pair of images. Up to now we have used for it
the analog apparatus ZEISS-Stecometr. The paper which is presented describe a digital
system of reading and comparation of the pairs of stereoimages.

1. Introduction

Optical methods of deformation measurements represent one of the oldest and the most
widespread area of experimental mechanics. The furthest and the most frequently used
principle of optical methods is interference [1], and almost a hundred years old history
has the stereoscopic principle [2]. Newer are photomethods applying image analysis to
calculate coordinates of identification points fields [3].

The above-mentioned optical methods are of particular importance for deformations
analyses in microstructures and microobjects, where they are the only possible
experimental tool. Evolution of optical methods of deformations measurements in the
field of experimental micromechanics commences at the end of 1980s. In the field of
interferometry there are contributions of Sciammarella [4], and Michel and Kuhnert [5].
Stereoscopic method was employed by Davidson [6], and Berka and R ek [7]. Image
analysis of microidentification point structures was worked-in-progress by Allais [8] and
Fischer [9].

At present, the best sophisticated and the most frequently used method in this area is the
interferation micro-moire’ technique of D. Post [10]. In our country, Vaclavík and
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Minster [11] are working with this technique. Advantage of it is the fill-surface scan of
deformations field and the high accuracy, reached by using grids pairs with the density
of 1200 lines/mm, positioned both in the interferometer and also in the measured object.
Development of the technique was influenced also by the rapid evolution of image
analysis and digital technique, enabling measurement in the real time.

Evolution of the stereoscopic method of deformation analysis is connected with the
overall development for evaluation of pairs stereoscopic photographs. This results from
the fact that taking photographs and their analysis does not take place simultaneously.
With regards to specific conditions of taking ground photographs by using special
cameras, the evaluation systems are equipped with the high resolution scanners that
markedly enhance purchase and operating expenses of these systems, and thus they
become hard available. Users of stereoscopic measurement technique, who can work
with digital image recording, gained by CCD camera or scanning electron microscope,
therefore try to create on-line system enabling record, processing and comparation of
images obtained by the time base method (Fig. 1). The system described in the following
contribution is a digital image of the hitherto used analog system for recording and
evaluation of stereoscopic photographs pairs, that was referred to on the previous
conferences EAN [12].

2. The deformation analysis by the stereoimage technique

The basis of stereoscopic technique of deformation measurements is the taking of
stereoscopic objects photographs pairs, using the time base principle, i.e. photographs of
objects before and after the deformation under the entirely same conditions. To fulfil
this requirement, it is necessary not only for the image-taking apparatus, a microscope in
our case, but also for the CCD camera to ensure, by their external (sample and apparatus
position) and also internal (magnification stability, orientation) a reproducibility of
photographs with accuracy attributed on the deformation measurement accuracy. This
can be different according to the nature of solved problem (elastic or plastic
deformation). According to it, it is also necessary to choose an appropriate method.
Taking into consideration deformation measurements in the vicinity of the agreed
plasticity limit of steel, having a size of 0.2 % with accuracy 10 %, i.e. value of ∆ε=
0.02 %, the requirement follows on the accuracy of the couple of stereoscopic
photographs evaluation of undeformed specimen, obtained by the time base method. It
means that after the first image processing, the specimen is undertaken to all necessary
measurement operations, and then the second image is performed. Found values of
fictive deformations represent faults of measurements that must be lower than the
required value of 10% of plasticity limit. Deviations may result from:
-- differences in the position and microscopic identity of sample surface in its taking out
and reloading into the vacuum microscope chamber
-- differences in the resetting of microscope electronic regime during exchange or the
switching the device off.
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Figure 1. The schematic drawing of the measuring systém

To minimize these deviations, it is necessary, regardless the type of a microscope, to
choose such a method that will limit changes in the setting of device parameters, used in
the first photographs processing, at maximum. This is the question of keeping the
working distance and set magnification, whose deviations are equal to a relative error in
their deformations measurements. Errors in the measured deformation can be caused
also by overfocusing and higher differences in the brightness and contrast setting, which
change dimensions of microobject image and thus conditions of the photographic
comparison.

Further group of errors is connected  with the quality of image recording, both
photographic and digital. In case of the stereocomparation, besides identity of
microsurface images, it is also internal resolution of stereocomparator ∆1, which at
device ZEISS Stecometr is 2 µm. The necessary precision in the deformation
measurement equal to ∆ε = 0.0002 is reached at the photographic distance of compared
points 1 equal to ∆1/∆ε = 2/0.0002 = 1.10 µm. At the smaller points distance, the error
is bigger than presumed 10%.

At digital system of evaluation of a stereoscopic pair of photographs, the accuracy of a
points position is measured mainly by the resolution at which the image is taken.

3. The reading and image processing - system TESCAN

TESCAN has developed a device for digitization, preprocessing and recording of
electron microscopic image. Hardware of the device is composed of personal computer,
digital generator of scan signal and acquisition device of video signal, positioned on the
special developed card in the ISA computer bus and converters units D/A and A/D
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in the separate box, where there are the circuits for an option of input analog signal,
signal filters, power supplies and auxiliary circuits.

Signal for electron beam sweeping in the microscope tube is generated in the computer
in the digital form. According to the generation principle, it is necessary to resolve fast
and slow raster scanning. In the fast raster scanning mode - called “fast” in the program -
the step signal is generated mainly by hardware tools - everything is subordinate to
reaching the maximum speed of raster scanning. Sweeping is not synchronized with the
power supply. This mode serves to the rapid scanning of specimen and to the
microscope setting.

Generated sweeping signal is then, in the D/A converters units, transformed from the
digital form onto the analog signal, and in the output circuit, it is possible to set its
polarity, amplitude and ss level suitable for an appropriate type of microscope (between
-10 and + 10V). The basic setting of system magnification is carried out here in order
that the operating field of system may be concordant with the original field of electron
microscope.

Analog video signal generated and strengthened in the microscope is brought via input
switching circuits into an A/D converter. Even four signal from different detectors from
the microscope is possible to transfer into the input circuits, and one of them to choose
for display by means of the program. In the A/D converter, the analog video signal is
converted onto the digital form simultaneously with the filtration - all higher frequencies
that are not necessary for real image signal transmission are reduced, and thus the image
noise is reduced. Digital video signal is then via special interface, located on the same
card in the computer as a generator of sweeping, brought into the computer video
memory and - as far as an operator commands by means of the control program - the
image is set also on the chosen memory medium.

The entire process of sweeping and image acquisition is controlled by the program that
operates in the Window 95 environment and uses the standard image format BMP. The
program includes also procedures for image preprocessing - brightness and contrast
manipulation, image focusing and noise reducing. Program offers ample possibilities in
the software calibration field of image magnification on the basis of known objects and
measuring of formations in the image.

The big attention in the program creation has been also payed to the comfortable and
users-friendly storage system, which enables quick scanning, copying and opening of
stored images by means of “album” of their miniatures, sorting according to the data in
the head stored with each image etc. Program enables to make images with the
resolution of 256x256 up to 4096x4096 of image elements (pixels).

The researchers payed an extraordinary attention to the problem of necessary
resolution (i.e. fineness of the raster step) and its fitting with the other requirements on
the system. These requirements are rather controversial. As mentioned above,
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improvement of the signal/noise ratio is possible to reach by the duration of electron
beam in each pixel, while in order to reach the higher resolution of optical microscope
system, it is necessary to operate with “thinner” and unfortunately less intensive
electron beam. Increasing of requirement on the duration in each pixel and
simultaneously increasing of numbers of pixels in the given image leads to the
disproportionate prolongation of time for one image - above the level, which is usually
guaranteed by producers for stability of their devices and after all above the time
acceptable for an operator. Thus, the probability is increased that during the long time of
photo performing , a random failure of power supply or a shake etc. may happen, which
is displayed by the image error. For example, in the size magnification of units of
thousands and image division onto the 4096×4096 pixels, which is a requirement for
microdeformation measurement with the above mentioned accuracy, at the microscopes
with thermoemission electron gun is the time necessary for one pixel about 200 µs,
which at 4096×4096 pixels represents the time of image processing 60 minutes. During
this time, defocusing of image may happen as well as its shifting by device drift or a
change of brightness. When solving this problem, the procedure has been developed,
which enables in the lower resolution raster regime (as a basic raster regime we consider
resolution 512×512 pixels) to choose a window of the chosen size (using the multiple of
two), to place this window on the chosen object decisive for microdeformations
evaluations, and then to scan the image in this window with the very fine raster
scanning, which corresponds to 4096 image elements on the row throughout the whole
image. Thus, scanned chosen parts of image are screened on the display with the full
resolution, and can be used for evaluation of microdeformations by digital comparator.

In conclusion, it is necessary to add that the proposed system requires the best quality
computer hardware. The necessity is the high quality resolution monitor and a graphic
card with the memory 4 MB, fixed disc with the high capacity, or further tools for
recording of digitized images sets.

4. The digital comparation of stereoimages - system COMPARAT

To evaluate a stereoscopic pair of raster electron microscope images, the software
system has been developed. The system enables an operation with images up to
maximum dimension of 2048x2048 pixels. Both compared images are displayed
simultaneously on the computer display in complementary colours. The high sensitivity
of the human eye on the change of colour tone, which is near to neutral gray, is utilized.
Changes in images are shown as garish colour changes. A user marks in an interactive
way a certain amount of points corresponding each other in the both images. Thus, the
relative shifts in these points are determined. The absolute shifts are possible to
determine only after the precise matching of both compared images. Three following
methods are possible to employ.

1) The precise matching of compared images is guaranteed by the technical solution of
experiment. In this case, relative shifts are considered as absolute ones. In practice, it is
very difficult to find such a technical solution.
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2) During images scanning, it is guaranteed that both images have the same scale, i.e.
magnification of the raster electron microscope is in both images identical. In this case,
such a translation and rotation of the second of the images pair is searched in order that
the sum of deviation quadrates in the users tagged points was minimal. Practically it is
carried out in such a way that both images are placed into the complex numbers plane
and linear transformation

w = a.z. + b

is searched, where a, b are complex constants and abs (a) = 1 is valid. After the linear
transformation with required attributes has been found, the second of the images is
transformed. Shifts between marked point in the first image and transformed second
image are considered to be absolute.

3) This method is used then, when it is not possible to guarantee that compared images
have the same scale. In this case, such a translation, rotation and homotetie (a scale
change) is searched in order that the sum of deviation quadrates in the points marked by
the user may be minimal. Analogously with the item 2), the linear transformation is
searched in the complex plane with the difference that abs (a) need not to equal to 1. It is
possible to employ this method only if we accept an assumption that the size of surfaces
has not been changed by deformation. After the linear transformation with required
attributes has been found, the second of the images is transformed. Shifts between
marked points in the first image and transformed second image are considered to be
absolute.

After the absolute shifts have been found, the conform scan, determined by the absolute
shifts in the set points is searched. This display is then employed for shifts matrix
generation in the sufficiently dense grid of points. For images of 2048x2048 pixels, the
grid with the step of 64 pixels is applied. This matrix of shifts is an output of the
comparator. The system has also a possibility of graphic output in which the shifts
vectors are plotted in the nodal points of a grid. To reach the maximum possible
accuracy of printing on all possible types of printers, the system TEX has been chosen.
The comparator generates automatically the source set for TEX, and therefore it is
sufficient to translate this set using some of the TEX version (quite sufficient is the
version Plain TEX) and print out. When employing laser printers 300 dpi or some better,
the printing accuracy is comparable or better than an error caused by discretization of
the image processed by the comparator.

5. Objects of microstrain analysis*

The deformations caused by machining were analysed. The machine technologies give
many exemples about the influence of machining conditions on the resulting properties
of produced parts. The next figure shows the deformation of the plate due to the
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grinding (Fig. 2) and its analysis was carried out according the technique and by the
equipments describes in the paper.

Figure 2. The plate edge after grinding, 400 x magnification. The mechanically cut grid with the step of 10
µm can be seen on the  lef t hand side.

The microscopic pictures of analyzed area are recorded by using of the WinTip
software, before and after grinding. The software Comparat is then used for interactive
comparation of both images. The relative displacements of individual points in the x , y
directions of the area are then determined , (Fig. 3). The obtained data are processed
further by the program for strain analysis. The dispalcement values in the ninepoint
matrix are processed by the affine transformation and the deformation gradients are
calculated from them. The finite strains in x , y directions are then determined , (Fig. 4).

Figure 3. The displacements between the Figure 4. The strains between the compared points
compared points in the x - in the x - direction after grinding.
direction after grinding.

* P. Hoftian, PhD Thesis, CTU Prague, Fat. of Mech. Eng., 1998
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1. Abstract

Explicit analytical expressions for families of 3-point, 4-point, 5-point, and 6-point (m-
point) phase-measurement formulas are presented, which are exactly valid for 1, 2, 3, 4,
(m-2) different values of the phase-steps, applied in the sequence of intensity-
measurements. These values are the “design phase-steps”, which can be chosen in ac-
cordance with the actual necessity. These formulas are equally suited for the temporal as
well as for the spatial case. In the spatial case, the formulas can be used as components
to design very compact two dimensional convolution kernels, which lead to high spatial
resolution and minimized sensitivity to higher-order miscalibration errors.
We also present formulas with m points, which have (m-2) design phase-steps located
symmetrical with respect to π/2. These formulas give the lowest errors over the largest
range.
Finally we present formulas which are insensitive to linear phase-shifter calibration
errors and at the same time to nonlinearity of the intensity measurements or non-cosine
fringe profiles.
The basic theory to derive these formulas and to design two dimensional convolution
kernels was established by the author in 1986 and applied during the production of the
ESO-NTT primary from 1986 to 1987 within the Carl Zeiss company [1]. It was pat-
ented by Carl Zeiss [2], was called the “Direct Measuring Interferometry” (DMI)
method, and implemented in the Laser-Interferometer DIRECT 100, which has real-
time wavefront measuring and evaluating capability on a set of 480 × 480 measurement
points [3]. The features of this method have been presented in different papers [4,5,6],
the theory behind some of the formulas is given in greater detail in [7].

2. Introduction

It is the purpose of this paper to present phase algorithms, which are robust and precise
at the same time: now, before telling how, I want to say, why and give an idea for the
benefits!
Measurements are taken in real world conditions, that means, they are prone to harmful
influences in many respects. As one cannot expect measurement results with mathe-
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matical precision, it makes sense to search for procedures, which give the most precise
result in a given situation. So it was the goal, to find methods and the appropriate for-
mulas which are intrinsically “good conditioned’, that means, if the error function is
plotted against any of the error influences, one should encounter a nearly horizontal
tangent around the working point. When you are lucky enough to establish such a pro-
cedure, then - may be after some calibrations -, you will end up with a stable, robust
and precise method!

In order to explain what I mean with good condition, I want to give an example from the
field of optics. Suppose you have to design a lens which is intended to be used with a
diode laser on the axis only. At first glance one would guess, that it would not be neces-
sary to correct the lens for more than the working wavelength and not for any field
angle. But correcting it for a second wavelength will generate a horizontal tangent for
the dependence of the focal length from small changes of the wavelength emitted and
field correction will generate a horizontal tangent for the aberration coeffcients plotted
against the field angle. This will ensure, that no difficulties will be encountered during
alignment. I would say, a corrected lens is a “better conditioned creature” than a single
(aspherical) lens corrected for spherical aberration and for one wavelength only.

Phase shifting is the most common technique for fringe evaluation in interferometry,
fringe projection, moire techniques and other fields, where „ftiges“ are involved. Two
principles have established themselves and are widely used:
• the temporal phase shift techniques have a high resolution in space but suffer from

the fact, that several very precise phase steps have to be realized in the (time) se-
quence of measurements, a demand which is difficult to fulfill in production envi-
ronment;

• the spatial phase shift technique, where the acquisition of only one fringe-
measurement is necessary but where the spatial resolution might be not optimal.¹

In both cases it is difficult to precisely control the values of the phase steps. Especially
for the second case, where the intrinsically given phase variations from one camera
pixel to the next are used as the phase steps, there is a systematic deviation of the actual
phase step from the nominal value by principle. So, one has to deal with a phase step
error (linear or higher order, as described later) , which varies across the fringe map and
would lead to severe measurement artifacts (reported by others, see for example [9]),
unless an algorithm is applied, which is highly tolerant for phase step deviations.

Another source of errors with both, the temporal phase shift technique as well as the
spatial phase shift technique, is the nonlinearity of the device, which measures the
fringe intensity (normally a CCD-camera). For instance, when the signal is clipped due
to saturation, the intensity values transferred to the computer might not be well de-
scribed by a function a + b cos( φ). The same applies in the case of the fringe projection

techniques, if a Ronchi  ruling is used for projection.

1
Our aim was therefore to develop a spatial phase shift technique, which is intrinsically robust against vibra-

tions and has a uniform high spatial resolution, which is not the case with the Fourier-method [8].
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Phase-shifting formulas with m points, which are valid for m-2 values of the
phase-step

THEORY

The theory of deriving the following phase-shifting formulas is given in greater detail in
[7]; the following outline is rather briefly.
In two-beam interferometry, we end up with an equation, given below in different
forms:

(la)

(Ib)

(Ic)
In (la) A is the mean intensity, B is the modulation of the fringes², φ is the phase to be
measured and δ is the additional phase, which is added to the fringe map for phase
shifting purposes. Whereas A, B and φ depend on the spatial coordinates x,y of the cam-
era, δ is constant over the whole interferogram and is changed in steps in order to gen-
erate additional equations. For (lb) the cos-term is expanded and the products Bcosg φ
and Bsinφ are substituted by N and Z respectively. For (1c) Bcos(φ+δ) is substituted by
the real part of the complex expression Bexp( i φ) · exp( iδ ). We interpret Bexp( iφ) to be

a vector B in the complex plane, which has the two components iZ and N in a Cartesian
coordinate system and the magnitude B and phase φ in a polar coordinate system:

(2)

For phase-shifting, three intensity measurements I1 , I2 , I3  are taken at each pixel of the
CCD-camera., with the extra phase-values of δ1 , δ2 , δ3  applied to the interferogram:

Provided that the determinant

(3a)

(3b)

(4)
of this linear system of equations is not zero, we get the solutions for N, Z and A:

(5a)

(5b)

2
The quantity C=B/A is the ,,contrast“ according to the definition of Michelson; in some of the literature C is

called the ,,modulation“.
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(5c)

For us, the equations (5a) end (5b) are the most interesting. Both vector-components, N
and Z, which establish the vector B in the complex plane, are built up as a weighted
sum of the three intensity measurements. It is important to notice, that the equations (5)
are mathematical identities, provided that the phase constants δk and the intensity meas-
urements Ik are known with infinite precision. In this case, the computed quantities
DET1 2 3 , N, Z, A are exact; the same is true for the derived quantities B and  φ. If under
real world conditions, the phase-values δk deviate from the values which we suppose
they would have, but instead have the values δk*, then the equations will not deliver the
correct results for DET1 2 3, N, Z, A, B and φ . Instead the more or less faulty values
DET1 2 3*, N*, Z*, A*, B* and φ* are derived. So errors occur due to wrong values for the
additional phase δk , especially the phase-error

Until here, there was nothing really new! Now we will introduce the new and most
important idea (see also [2]): the only thing actually said about the values for δ1 , δ2 , δ3

is, that the determinant DET1 2 3 should not be zero. If we would use another set δ2 , δ3, δ4,
for the additional phase-values for instance, we should end up with essentially the same
vector B! So if we use in total m different values for the additional phase δk , performing
m intensity measurements and collect them into (m–2) packages, each package contain-
ing three successive measurements, we will be able to compute (m–2) vectors B1 to
B(m-2) , which all shall point in the same direction and all shall have equal magnitude.
So, we are free to build a new “super-vector” B , as a weighted vector-sum of those
vectors, using the weighting-factors ∝1 to ∝ (m-2)

Figure 1: Example of the construction of a 5-point formula: three vectors B1 B2 B3 added with weighting
factors ∝1 =0.25, ∝ 2 =0.5, ∝ 3 =0.25, to set up the new vector B, shown for a case, where the phase-steps ∆δ

deviate considerably from their nominal value

(6)
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We will show, that this new vector B will not only act as the individual components,
but can have new characteristics concerning the phase-values δk, for which the mathe-
matical correct value for φ results. Like an achromatic lens has the same focal length
for more than one wavelength, the new vector B can have the correct argument φ for
more than one set of phase-values δk  or phase-steps δ=δk –δ(k-1) . Tailoring of the features
of B is done by calculating and applying the appropriate weighting factors α1 to α(m-2) to

the vectors Bk . We will show, that B can either be given ultimate robustness against
false phase-steps with reasonable errors ∆φ in between the design phase steps, or can be
made to create very small errors ∆φ over a smaller range for δ.
For reasons of simplicity, we will restrict ourselves to equal phase-steps (linear phase-
shift miscalibration). The basic phase-step, from which all the vectors Bk are originally
calculated, is named δ. Additional phase-steps, for which only the super-vector (the
weighted sum of the vectors B k) has the correct argument φ are named β1 , β2 , … ,β(m-3) .

3.2 THE GENERAL 3-POINT FORMULA

We suppose, three measurements are taken with the phase-values increasing by δ in
each measurement, and having a zero additional phase for the central measurement (this
is an important assumption!): δ1 =–δ; δ2  =0; δ3 =δ.

I1 = B cos(φ – δ) + A (7a)
I 2 = B cos(φ) + A (7b)
I3  = Bcos(φ + δ) + A (7c)

Then the general 3-point formula (which is only exact for the phase step value δ) is
immediately derived from (5a) and (5b):

N = –sin δ · I 1 + 2sin δ · I2  – sin δ · I3 (8a)
Z = (1 – cos δ) · I 1 + 0 · I2 – (1 – cos δ) · I 3 (8b)

According to (8), Z and N are derived by a convolution of the intensity measurements I1
to I 3 by one kernel for the numerator and one kernel for the denominator. In the follow-
ing we will associate with the components of those kernels the symbols z1,  z2 , … , zm and
n 1, n 2 , … , nm  for a m-point formula. The general form for the computation of φ is then:

(9)

Rather than to compute absolute values for B, it is sufficient in most cases, that a quan-
tity proportional to B is achieved. Then it is possible to cancel out common factors in
the denominator and the numerator of (9), in order to simplify the kernels further. We
will do so for the rest of the paper. Then we can present the general form for the 3-point
formula as:

(10a)

(10b)
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3.3 GENERAL 4-POINT FORMULAS

Due to the limited space, we will give only the results, without any derivation. With our
theory, it is possible to derive 4-point formulas, which work exactly for two different
values of the phase steps. We have computed two different general 4-point formulas
with this feature; the first one has its design phase-steps at π/2 and δ, the second one
has its design phase-steps at δ and (π−δ). Given are the convolution kernels for Z and N :

Z : 0

N : – 1

2sinδ
1

(11)
–2sinδ 0

1 - 1
(12)

3.4 GENERAL 5-POINT FORMULAS

In the case of 5-point formulas we present here 3 types, which are different with respect
to the location, symmetry and multitude of the design phase-steps. It is possible to have
3 zero–positions in the error function at maximum, but that is not guaranteed in any
case.
The following formula (13) is the most simple one, and is related to formula (12) for 4-
points. It has a fixed design phase-step at π/2 and an other, which can be chosen, at

β 1 , where zero-positions of the error function are located. Then due to the symmetry of

the formula, an additional zero position at β2 = π – β1 is generated.

Z: –1 +2(1+sin β1) 0 –2(1+sin β1) +1

N : –1 –2sin β1 +2(1+2sinβ1) –2sin β1 –1
(13)

In the next formula (14) the design phase steps are δ and β1 , which can be chosen ad lib.
and where zero-positions for the error function are generated! Provided 2δ + β1 < 2π ,

then there exists another zero-position of the error function at β2  = 2π – 2δ – β 1 .

(14)

The third formula has only one design phase-step δ, but the error function has a double
zero position there. Provided that δ < 2π/3, a third zero position is at β1 < 2π – 3δ.



We present here only one 6-point formula, which has the two design phase-steps δ and
β1 , where zero positions are located. Then the formula generates two more zero-
positions for the phase-steps β 2  = π – δ and β 3  = 2π – 2δ – β 1 . Since the formula is

lengthy, we have used abbreviations. Care should be taken when the 4 zero-positions
are selected: the formula is not valid for any two-fold zero-position!

3.5 GENERAL 6-POINT FORMULAS
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z1 = –z 5 = –(1– cos δ)

z2 = –z 4 = 4(cos δ)³ – 6(cos δ)²  – 2 cos δ + 4

z3  = 0

n1 = n5 = –sinδ (15)

n2  = n4 = –2 sin δ(1 – cos δ – 2(cos δ )² )

n3  = 2 sin δ(3 – 2 cos δ – 4(cos δ)² )

(16)

(17)
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3.6 m-POINT FORMULAS WITH A (m-2)-FOLD ZERO AT π/2

As a special case of the formulas presented so far, one can compute m-point formulas
with a (m-2)-fold zero at π/2 by a very simple rule: in this case, the weighting-factors

α 1 , α 2 , …, α (m-2)  are simply the binomial coefficients. Another alternative for computing
the final values of the kernels is by a very simple recursion, which we can not present
here due to the limitation of space. In the following table, the coefficients for the con-
volution kernels are given until to a 16-point formula. Every first row shows the kernel
for the numerator, every second the kernel for the denominator.

TABLE 1. Convolution kernels for m-point formulas with a (m-2) fold zero of the error function at π/2.

3.7 SYMMETRICAL m-POINT FORMULAS WITH DISTRIBUTED ZERO-
POSITIONS

The following formulas are extremely useful, since they produce the smallest errors
over the largest region. They are constructed as a superposition of the formulas shown
in Table 1. When for instance a new 9-point formula has to be designed, the convolution
kernels for the numerator and the convolution kernels for the denominator are estab-
lished by a weighted sum of the kernels from the 3-point, 5-point, 7-point and 9-point
formulas of table 1. Depending on the weighting factors chosen, the new formula will
have its zero-positions at different locations. But it is also possible to compute the nec-
essary weighting factors which produce exactly the desired zero-positions. This proce-
dure is best done numerically. I have written a program which delivers the final for-
mula, when I type in the desired number of points and locations of the zero-positions
(e.g. the design-phase-steps). As there is a nearly infinite multitude of different formu-
las, which can be computed, I will only give some examples to demonstrate the superior
quality of these new kernels. Since the 9 coefficients have odd and even symmetry, we
only give the first 5 of them.



PRECISE AND ROBUST PHASE MEASUREMENT ALGORITHMS 379

9-point formula with an oscillating error function; useful range 30° < θ < 150°:
design phase-steps: 31°, 41°, 61°, 90°, 119°, 139°, 149°
P/V error smaller than 1.2 10-4 fringe-numbers³ over the range 30° < θ < 150°
Z: 1 –6.091 433 622 –7.448 639 941 31.535 820 411 0
N: 1 4.091 433 622 –17.631 507 185 –6.455 673 284 37.991 493 694

Figure 2: Error function for the 9-point formula given above. The oscillating character is seen clearly, also the
location of the design phase-steps, which are the zero-positions of the error function. The units of the abscissa

are degrees, the units of the ordinate are fringe-fractions.

9-point formula with an oscillating error function; useful range 50° < θ < 130°:
design phase-steps: 51°, 58.4°, 72°, 90°, 108°, 121.6°, 129°
P/V error smaller than 4 10

-6
 fringe-numbers over the range 50° < θ < 130°

Z: 1 –7.159 858 824 –10.844 265 315 44.204 264 421 0,
N: 1 5.159 858 824 –23.163 982 962 –10.196 016 144 54.400 280 564

9-point formula with an oscillating error function; useful range 67.2° < θ < 112.8°:
design phase-steps: 67,7°, 72°, 80°, 90°, 100°, 108°, 112.3°
P/V error smaller than 7 10-8 fringe-numbers over the range 67.2° < θ < 112.8°
Z: 1 –7.722 147 975 –12.910 753 065 51.920 419 395 0
N: 1 5.722 147 975 –26.355 049 016 –12.654 617 314 64.575 036 709

8-point formula with an oscillating error function; useful range 71° < θ < 109°:
design phase-steps: 72°, 80°, 90°, 90°, 100°, 108°
P/V error smaller than 4.4 10-7 fringe-numbers over the range 71° < θ < 109°
Z: 0 –5.871 728 539 5.871 728 539 19.236 319 724
N: 1 –1 –14.489 888 400 14.489 888 400

³
one fringe-period is equivalent to 2π or 360° respectively; in interferometry one fringe-period equals 1 λ
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4. Phase-shifting formulas which are insensitive to a nonlinear characteristic
curve of the camera and at the same time to fringes, which deviate from the
cos-profile.

The formulas given so far can compensate linear “phase-shifter” calibration errors to an
extent, which is far beyond measurement precision. This feature is absolutely necessary,
when the formulas are used for the purpose of extracting the phase from a map of high
density fringes (the DMI technique) and high precision is wanted. We have also used
the DMI kernels for extracting the phase out of fringe maps, which have been photo-
copied or published in papers and had been “hard-clipped”, that means, they contain
only black and white. The technique still works amazingly good, but it is clear, that you
will end up with high frequency artifacts. In this case, the fringe intensity is no longer
well described by equation (1a), so the formulas cannot give error free results. The same
applies in any case, where the fringe intensity deviates from (1a), as in fringe projection
technique, when a Ronchi ruling is projected or in the case of a nonlinear characteristic
function for the device, with which the intensity is measured.

In all these cases, the resulting intensity pattern can be described to any level of preci-
sion by a function, containing higher harmonics of the phase-function φ. Making this
function the new starting point for the phase-shifting formulas, the problem is solved
totally!

If the series expansion (18) for the fringe intensity is truncated after the fourth har-
monic, as given in the example of equation (20), one can see, that at least 9 intensity
measurements are necessary to solve the resulting linear system of equations. Normally
one is only interested in the quantities Z 1 and N 1, from which the phase φ can be com-

(18)

(19)

(20)



PRECISE AND ROBUST PHASE MEASUREMENT ALGORITHMS 381

puted, but nevertheless it is necessary that the rank of the matrix is 9. In order to end up
with robust formulas, the magnitude of the determinant of the matrix in (20) should be
as big as possible. This is the case, if the phase-steps are properly chosen, for instance in
our case of 9 intensity measurements phase-steps of δ = 2π/9 equally to (40°) would

be a good value to be considered. But you can compute the magnitude of the determi-
nant as a function of δ and chose the phase-steps with regard to that.

Solving eq. (20) for Z 1 and N1 in a general (analytical) manner gives the general phase-
shifting formula for the case of harmonics up to the 4th  order; this is then the basis to
compute the vector B1 as described in section 3.1. If one applies two additional phase-
shifts, e.g. in total m=11 measurements in our case, it is possible to compute another
vector B2, which can be added up with the first one in such a way, that the resultant
vector B will have a zero position of its error function at a second phase-step value, e.g.
the formula works with two different design phase-steps. In general, you need
m=2w+2r-1 intensity measurements to construct a formula which is exact for r differ-
ent design phase-steps and take into consideration an intensity profile up to the wth har-
monic of the phase φ.
I have written another program, that computes the kernels for the numerator Z and the
denominator N, after typing in the design phase-steps and the harmonics to be taken into
account. There might be situations, where you know that the fringe profiles are symmet-
ric, and therefore do not want that the odd-harmonics (3, 5,…) are considered. In this
case, you can compute smaller kernels, reducing the effort.

Before I give explicit examples, I want to point out an important special case. This is to
consider only the second harmonic, which will cover the biggest part of detector non-
linearity, see for example [10]. In this case, it is not necessary to establish a new theory,
but simply construct a new odd-point kernel out of an even-point and an odd-point ker-
nel, by interlacing the two kernels. If both known kernels have the same design phase-
steps (the odd kernel will have one in addition, but this doesn’t care), then the new ker-
nel will have the same design phase steps, but divided by two! I will give an example to
make things clearer.

If you superimpose the last two kernels given in section 3.7, you end up with the fol-
lowing (9+8)-point=17-point kernels (due to symmetry only the first 9 coefficients!):

17-point formula with an oscillating error function; useful range 35.5° < θ < 54.5°:
design phase-steps: 36°, 40°, 45°, 50°, 54°
P/V error smaller than 8 10-8 fringe-numbers for α=0.1: range 35.5° < θ < 54.5°
Z: 1 0α –7.722 147 975 –5.871 728 539α –12.910 753 065

5.871 728 539α 51.920 419 395 19.236 319 724α 0
N: 1 1α 5.722 147 975 - 1α –26.355 049 016
-14.489 888 400α –12.654 617 314 14.489 888 400α 64.575 036 709

This formula will work for any value of α, for instance for α=0.1, but can be optimized,
by applying to α an optimal value. A total set of error-functions can be computed with
different values for α (having zero-positions as stated) and then the optimal one chosen.
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A very interesting new 9-point phase-step function is gained, if you combine equations
(12) and (13) to new kernels:

– 1 0α + 2 ( 1 + s i n 2β1 ) +2αsin2δ 0 −2αsin2δ –2(1+sin2 β1 ) 0α + 1

– 1 - 1α –2sin2β1 +1α +2(1+2sin2 β1) +1α –2sin2β1 - 1α – 1

(21)
π/4 is here the naturally given design phase-step. Therefore δ = β1 = π /4 will give

very good results, but also δ = β1 = 2π/9 equal 40° could be considered for example.

In this case there will be a second zero-position of the error function located 50°, due to
the symmetry of the formula with respect to 45°. Again, the factor α is another degree
of freedom in this formula, which can be used for optimization.

Now going back to the general case: as an example of the result of my program, I will
now give a 17-point formula, which takes into account all higher harmonics till  the  4th

and at the same time has 5 design phase-steps 36°, 40°, 45°, 50°, 54°, the same values
as in the example above! These are not totally optimal distributed, but for reasons of
comparison I chose them. Fig. 3 shows the error-function for the first harmonic φ.

Figure 3: Error function for the 17-point formula given below. The units of the abscissa are degrees, the units
of the ordinate are fringe-fractions.

The coefficients for the kernels are:

Z: 1. .277 370 –4.482 025 1.060 792 –14.159 974
11.724 757 10.599 099 10.941 335 0

N: .226 979 1.209 593 3.281 505 –.540 325 –7.540 562
–10.123 640 –3.281 505 9.454 373 14.627 167
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5. Miscellaneous

There are some things left, which are important in constructing robust procedures,
which I can not consider in detail, but rather would mention it here.

Due to limited space, I can not describe, how to construct two-dimensional convolution
kernels, which are based on the new formulas. What I want to do is to give some hints
with respect to phase shifting in time as well as in space.

It is very useful to study the error function ∆φ = ∆φ( φ,θ) of the formulas as a function

of the two variables φ and θ, where φ is the phase to be measured and θ is the phase-
step value actual applied. As was already pointed out by Schwider et al, this is a peri-
odic function in φ. The extreme values of this function are normally found around
π /4 ± n · π /2. Our sketches of the error functions are traces computed for values

φ = π /4. Due to the periodic character of the error function with a main period of 2 φ ,
one can cancel out residual phase-errors by accumulating phase-results from measure-
ments with a randomly distributed starting phase. Alternatively one can accumulate
phase-results and applying a continuously changing starting phase, as is done in the
interferometer DIRECT 100 with a measurement frequency of 25 Hz.

My new idea is, to add an odd number p=(2n+1) of measurements (n=1 or 2 or 3 all
would work perfectly), and changing the starting phase in steps by ψ = n · 2π/p . This

is a much better procedure than the “Averaging 3&3” technique, which is reported fre-
quently and was first introduced by Schwider et al [11] and by Koliopoulos [12]. The
reason is, that the error function contains mainly terms with an even symmetry with φ,
which are cancelled out completely by this procedure.

The next point to be considered are higher order phase-calibration errors. I have not
dealt with that problem analytically till now, but numerical simulations proved me, that
the zero-positions of the error-functions of my formulas are shifted a little bit away from
the design phase-steps, when I apply a higher order calibration error to the phase-steps.
Therefore one can conclude, that the robustness of the formulas prevent them for going
obsolete, and that higher orders can be taken into account by the design of the formulas,
if their values are known a priori.

The last point concerns the number of fringes, which one introduces in an interfero-
gram. It is clear, that with higher numbers of fringes, the test set-up is less “common
path” and therefore more prone to errors, which are not cancelled out to the same de-
gree, as when the fringes are nulled. This is for the optical side; now we want to con-
sider the phase-measurement side: assuming that you have a phase-measurement error
due to any reason, this error by principle will be located between 0 and 2π. In other
words, only fringe fractions are subject to errors, not the integer fringe numbers (it is
impossible, that 2π is not one period!). Therefore the more fringes you introduce, the
higher is the spatial frequency of the errors. These errors are filtered out very easily by
any low-pass filtering procedure, as for instance applying a Zernike fit to the phase-
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map. Since the most pronounced remaining errors have a period of π which equals half
a fringe period, they are nearly completely washed out by averaging 2x2 pixels, if the
carrier frequency is chosen to have 4 pixels at one fringe period (→ phase-shift of 90°).
With the DMI method, a reproducibility of better than 0.05nm r.m.s. is reached by aver-
aging during one minute, but without any averaging in space!
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Abstract

We present a holographic camera based on a photorefractive crystal. The historical
interest of this recording support is first discussed for its application in holographic
interferometry. Afterwards, based on our experiences, a prototype instrument is described and
attention is paid on the accuracy and interpretation of the measurements (from the
interference pattern to the object displacement). Some applications are presented and show
the versatility of the instrument as well as the high quality of the results. Future prospects
are then discussed.

1. Introduction

1.1. HOLOGRAPHIC INTERFEROMETRY BASICS

Holographic Interferometry (HI) is a powerful whole-field optical method permitting the
contactless displacements measurement in the micrometric to submicrometric ranges
[1,2,3]. It is employed in numerous applications such as strain/stress analysis, flow/damage
detection, resonance modes visualization and measurement, monitoring of crystal/protein
growth, velocity fields and convection processes observation in fluids, among others [3,4]

HI consists in producing the interference between two (or more) wavefronts (WF), at
least one of which being recorded as a hologram in a photosensitive plate. The recording
step requires the superimposition of the object beam having travelled via the studied object
and of a reference beam taken from the same light source (figure 1). At the readout step the
hologram is illuminated by the same reference beam that has served for the recording. One
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generally distinguishes several procedures. In real-time HI only one hologram is recorded. At
the readout step, the object is still illuminated and one observes the interference pattern
(interferogram) resulting from the superimposition of the WF diffracted by the hologram and
the one coming directly from the object (transmitted through the hologram). Each variation
is then observed directly  (live fringes). The double-exposure HI requires the recording of two
holograms in the same plate. A further readout step shows the superimposition of both
stored WF (frozen fringes). A third technique exists for the case of vibrating objects : the
time-average HI. The hologram is recorded during the vibration of the object and over a time
longer than the vibration period.

Figure 1.

In real-time and double-exposure, the interference pattern in the observation plane is of
the type

(1)

where I average is the average intensity of the interferogram, m is the contrast and Ø is the
phase difference between both WF. In time-average HI, it can be shown that the fringes have
the profile of the Bessel function J0

2  with maximum of the latter at the vibration node. In
the case of opaque objects that reflect the light diffusively, the quantity Ø is related to the
displacement vector L of each object point by

(2)

where S is the sensitivity-vector defined as the bissector of the illumination and observation
vectors (resp. k 1 and k2. Equation (2) indicates that bright fringes appear when the phase
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difference is a multiple integer of 2π. We will see later how to calculate the displacement L
from a measurement of φ .

1.2. THE PHOTOREFRACTIVE CRYSTALS FOR HOLOGRAPHIC RECORDING

recover the holographic image). Other features are important for the applicability of HI : the
self-processing and the erasability/reusability of the medium.

A crucial element of HI is the photosensitive medium used for the hologram recording.
The interesting figures of merit are principally the energetic sensitivity (that gives the
response time) and the diffraction efficiency defined as the ratio between the diffracted
intensity and the reference/readout intensity (giving the quantity of light that can be used to

The classical media used for the hologram recording are the silver halides and the
thermoplastics [5]. Both have a high sensitivity (so they require few luminous intensity for
a fast recording) and generally exhibit high diffraction efficiency (of a few % to tens of %)
which is largely cumfortable to observe with CCD cameras. Nevertheless, silver halides
require chemical processing in a remote location (dark room) and repositioning before the
readout step, what limits their use. Thermoplastics require electric charging and heating
before recording and cooling down after. They can in principle be reused (plates) but a
limited number of times (about 100) due to their deterioration by dusts (rolls can be used to
avoid this problem). Nevertheless thermoplastic systems are cumbersome and the hologram
is available after tens of seconds. With both materials, at the readout step, the ratio of the
beams (object/reference) has to be changed in order to equalize the intensities of both WF
and to maximise the interferogram contrast. This decreases the userfriendliness of the
recording media.

Another class of recording materials for HI is the one of the photorefractive crystals
(PRCs) [6]. In these crystals charge migration appears, under the photoconduction effect,
between illuminated and dark zones that result from the interference between the object and
the reference beams. After trapping in crystal defects of the non illuminated zones, a local
space charge field is created and modulates the refractive index through the linear electro-
optic effect, yielding a phase hologram. This process is dynamic and reversible and can take
place under thermal diffusion (diffusive regime) and/or and external electric field (drift
regime). Particularly, the PRCs belonging to the sillenite family, Bi12SiO20 (BSO),
Bi12GeO20 (BGO) and Bi12TiO20 (BTO), have been studied for applications in HI because they
are among the most photosensitive. One generally distinguishes two particular
configurations with these crystals which exhibit interesting properties that can be used

that can be observed when no electric field is applied to the crystal (diffusive regime). Before
advantageously in HI. The first one is the anisotropy of diffraction, or polarization transfer,

entering the crystal, the polarizations are linearized and, if the angle is correctly chosen, the
polarization of the transmitted object wavefront is perpendicular to the diffracted. They can
interfere after a second polarizer and the contrast of the interference can be maximised. The
second interesting possibility is the coupling effect between beams inside the crystal. It can
be shown that all or a large part of the energy can be transfered under some conditions from
the reference beam into the diffracted beam. This can be interesting to amplify weak object
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beams. The major part of works in HI with PRCs are based on one of these configurations.

Pioneering experiments have been carried out by the group of Huignard. They proposed
the double-exposure with BSO at 514 nm for observing phase variations in transparent
objects [7]. Later they showed the use of energy transfer applied to vibration visualization
by the time-average method [8]. In 1985, Kamshilin and Petrov propose for the first time
the use of the anisotropy of diffraction applied to the time-average method with a BSO at
514 nm and a BTO at 633 nm [9]. This configuration has been successfully used later by
Troth and Dainty who showed high quality interferograms with double-exposure and time-
averaged methods with BSO at 514 nm [10]. In all these examples, the diffuse objects are
relatively small (a few cm2). The largest object studied by holography using PRCs in these
early works was a 20×20 cm2  plate under vibration and with the time-average method as
shown by the group of Huignard [11]. They used an external field applied to the crystal to
increase the diffraction efficiency and, although the diffraction anisotropy is not insured, a
certain degree of polarization separation is present and can serve to obtain good quality
interferograms.

Recently, some groups have focussed their works on the development of instruments for
applications in industrial or medical fields. They all aim to perform quantitative
measurements on opaque objects. The group of von Bally has developed a holographic
camera that records sequence of double-exposure [12,13]. It is based on a BTO crystal at 514
nm. Each double exposed hologram is readout and the interferogram is processed by the
Fourier transform filtering technique [12] or by phase-shifting [13] considering the double-
reference technique (we will discuss these techniques in a further section). With the double-
exposure method, they need very short recording times, i.e. high intensities on the crystal.
As a consequence, very small objects are examined but this technique is suitable for medical
applications. The group of G. Roosen proposed the use of the energy transfer with a special
polarization separation technique for obtaining simultaneously two phase-shifted images of
the same object displacement [14]. They can so perform quantitative phase measurement of
high accuracy based on a single shot. Their holographic camera is breadbaorded and has been
successfully used in cw at 514 nm and was furtherly used in pulsed illumination with a ruby
laser (694 nm) [15]. In the last case, the wavelength is badly adapted to the sensitivity range
of the sillenite crystal. For that reason, a BGO doped copper crystal has been especially
developed for increasing the response at these wavelengths. Though the response is weak in
these conditions, the quality of the results is acceptable. This is the first use of pulsed
illumination with a PRC on an industrial example (turbine blade under vibration).

2. Development of a holographic camera

2.1. CHOICE OF THE METHOD

We have developed a breadboarded holographic camera with the following aims [16,17].
The instrument must be transportable, as compact as possible, observe displacements on
large objects (typically 50×50 cm2), easy to use (the fewest manipulations at the level of the
optics), the results must be obtained rapidly and easy to interpret (good quality of images
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and computer-aided pattern evaluation). Also the range of applications covered must be as
large as possible and the instrument must be sufficiently versatile in its adaptation to the
different kind of measurements. Following these considerations, a method was first chosen
and a thorough study has been carried out to optimise the set-up. It has to be noted that only
continuous lasers were first considered in this development. We will analyse further the
possibility of pulsed illumination with this system.

The method used is the real-time HI (RTHI) associated with the crystal configuration
exhibiting anisotropy of diffraction. The choice of the latter is justified by the fact that it
appears when no electric field is applied to the crystal. It can be shown in these conditions
that the diffraction efficiency is maximised at large angles between reference and object
beams. This permits to use short focal lengths optics close to the crystal without being
disturbed by the reference beam. As a consequence, large objects placed close to the
holographic head can be observed. Also, short focal lengths render the optical system very
compact, what is also an advantage. At last, anisotropy of diffraction leads to very high
contrast of the interferograms. In this configuration, once the necessary polarizers are
correctly orientated, there is no further adjustment needed, what copes with the “ease of use”
condition. The choice of the RTHI technique is justified by the fact that it is a priori open
to more applications than other techniques (double-exposure (2EHI) and time-averaging
(TAHI)). Indeed, static, dynamic and vibratory displacements can be examined in RTHI.
2EHI can be used also in all cases but is more complicated in the case of the dynamic
(continuously evolving) displacements because sequences of double exposed holograms
must be related one to another, what necessitates multiplexing procedures. Also, phase
quantification techniques are more complicated to introduce with 2EHI. TAHI is only
applicable with vibrating objects so basically it is too much limited. Also, phase
quantification technique are generally addressed to sinusoidal fringe patterns, what is not the
case in TAHI (bessel fringe profiles).

2.2. WORKING PRINCIPLE

The basic scheme of our instrument is shown in figure 2. The whole instrument is
included in a casing, including the laser (YAG diode pumped solid state, P=500 mW, λ =532
nm). The light from the laser source is separated by a variable beamsplitter (VBS) into two
parts : the reference beam (RB) and the object beam (OB). The OB illuminates the object via
a microscope objective (MO). The RB is spatially filtered (SF) and collimated by a lens
(L1) before entering the crystal (PRC). With the chosen method, both beams are always
incident upon the crystal. Once recorded within a certain response time, the reconstructed
image of the object is observed by self-diffraction of the hologram by mean of a CCD
camera and objective lens after the crystal. Any variation of the object beam is then directly
visualised and if the object is in a new stable status, the first hologram is erased and a new
hologram is recorded. Of course, the interferogram disappears during this process and a frame
grabber is necessary to record the image. The response time is inversely proportional to the
total intensity impinging the PRC and it is mainly given by the reference beam intensity
(the object beam intensity is weak when diffuse objects are considered). With the crystal of
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BGO doped copper and a reference beam intensity of 2 mW/cm², the response time of the
hologram recording (or erasure) is about 8 seconds. This intensity value is a good
compromise: if it is higher, the noise by diffusion becomes higher and can degrade the
quality of the interferograms. The object areas observed are typically 55 × 37 cm² with
object placed at 1 meter. All operations are managed by a computer : holographic operations
(shutters SH openings/closing), PZT actuation for phase-shifting (to be explained later),
switch for any object stimulation unit (SU) and image acquisition and post-processing.

Figure 2.

This prototype has been built after an optimization study [16] of which results are
summarized hereafter.

2.3. OPTIMIZATION OF THE TRANSPORTABLE HOLOGRAPHIC CAMERA

2.3.1. Study of the optical set-up

The scope of this study is to optimise the ratio of observed area to illumination power.
For that purpose, A first solution is to set the object as close as possible to the optical
head. This implies to use large crystals : the largest that can be obtained with good optical
quality have windows of typically 3×3 cm². Two optical systems were studied with such
crystals and their performances compared. The only constraint was that they have to observe
the same object area and that the luminous intensity coming from the object at the level of
the crystal is the same for both systems. The first system uses a single objective lens after
the crystal, with a short (16 mm) focal length (f.1.) and the object is set at 1.3 m from the
optical head. The second system uses 2 objective lens : a first one (frontal objective, 50 mm
f.1.) images the object at the level of the crystal and the second one (relay objective, 26 mm
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f.1.) images the intermediate image onto the CCD. In this case, the object is closer to the
optical head : 1 meter.

On this basis, both systems achieve the same field of view (55x37 cm²) but the second
system requires only 340 mW to illuminate the object while the first one requires 2 W.
Afterwards, their respective response (diffracted, transmitted and diffusion intensities) were
measured and the interferometric quality was deduced (average intensity and contrast of
interferograms). It is found that the interferogram quality is slightly smaller with the second
system, principally due to the fact that the diffusion noise is higher in that case.
Nevertheless it has a negligible influence on the final results (quantified phase calculated
after phase-shifting). For the final prototype, the second system is then selected because it
requires less than 400 mW to achieve typical surfaces of 50×50 cm² and also because the
distance of the object is smaller.

2.3.2. Study of the crystal

It was interesting to compare the performances of crystals of the sillenite family that can
be grown in large sizes, typically 3×3 cm² : BSO, BGO and BGO doped copper (BGO:Cu)
samples (although showing interesting responses, the BTO cannot be grown in such
dimensions). The response times and diffraction signals were measured for these 3 species. It
was found that the BGO:Cu is the one diffracting the most, while BSO has the shorter
response times. A BGO:Cu was then selected mainly because it has the best level of
diffraction and response homogeneity.

2.4. INTERPRETATION OF THE INTERFEROGRAMS

An important point of this kind of instrument is the way to interpret the fringe pattern
in terms of displacement/deformation of the object studied. Two consecutive steps must be
considered. First, the analysis of the fringe pattern (1) that gives a continuous mapping of
the phase difference φ across the surface of the object. Second, the calculation of the
displacement in each point of the object on the basis of the phase map (equation (2)).

2.4.1. Phase quantification

Several phase quantification techniques exist [18]. A first class is the phase-shifting
methods. They consists of introducing a known phase constant in the cosine of (1) in
addition to the phase difference φ to be determined. They can be introduced temporally
(temporal phase-shifting, TPS) at the holographic readout step by shifting an optical
element of one of the beam (e.g. the reference beam) by mean of a piezo translator (see
figure 2). Several interferograms with the same object displacement (same φ) are acquired
sequentially with a given phase steps between each other. The phase φ is then calculated
with formulas similar to what is used in synchronous detection. This technique is known
for giving the best accuracy. The drawback is that the object cannot undergo any
displacement during the phase-shifting acquisition (typically 1 sec.). Figure 3 shows the
kind of results obtainable with TPS. Figure 3(a) is one of the phase-shifted interferograms
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(intensity pattern), (b) is the corresponding phase map modulo 2π (displayed in grey level, 0
rad = black, 2π = white) after phase calculation. A continuous phase map (c) can be derived
from (b) by suppressing the 2π phase jumps (phase unwrapping process).

Figure 3.

When fast events are considered, TPS is not applicable so one has to apply alternative
techniques. A first one, the simultaneous phase-shifting (SPS), consists of observing the
same scene with several channels simultaneously, each of them visualising an image that is
phase shifted with respect to the other ones (by considering polarization separation
techniques). A second alternative, the Fourier transform (FT) technique, requires only one
interferogram for the phase calculation, so it is well adapted to fast events. Before the
readout step, a spatial carrier phase φc =2π xƒx is introduced in the cosine of (1), giving a
high number of rectilinear fringes parallel to direction x. The interferogram is then Fourier
transformed and the information of the phase φ is present in the sidelobes that are located at
a distance ƒx from the Fourier space origin. This lobe is filtered from the remaining and the
result is Fourier transformed inversely to obtain the phase φ (result similar to figure 3(b)).

We have studied the possibility of introducing TPS and FT techniques in our
instrument. The main idea was to analyse the problems arising from the particularities of
the PRCs. Also, the possibility of SPS has been analysed by the group of G. Roosen.

Temporal phase-shifting. With PRCs, during the readout of the hologram, the interferogram
disappears due to the hologram erasure. This has a consequence on the error on the calculated
phase φ. It is obvious that this error will depend on the erasure time and the time needed to
acquire the sequence of phase-shifted interferograms. In practice, the PRC response time that
is set in our instrument is typically 8 to 10 sec and the phase-shifting total time (for 4
interferograms) is 600 msec. In this case, the error is negligible compared to other error
sources that are usual to this technique. These other errors have been studied [16,19] and it
is found that the prominent limitations to the accuracy are the environmental perturbations
(vibrations, air turbulences). An accuracy of λ/40 RMS is found on the object displacement,
say 13 nm for a wavelength λ=514 nm.

Spatial phase-shifting. As described in section 1.2, The group G. Roosen has used this
technique with continuous and short pulse illuminations [15]. It is a based on a 2-channels
system with a relative π/2 phase-shift and preliminary acquisition of an average intensity
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image. The accuracy of their instrument was certified at 514 nm on a 20×20 cm² object and
the error found is λ/31 RMS. It was found to be λ/15 RMS at 694 nm (ruby laser), which
is lower (though acceptable in NDT) due to the higher noise and lower level of response of
the crystal at that wavelength.

Fourier transform. Generally, the carrier fringes are introduced in the interferogram by
producing a tilt in the reference beam before the readout. This is not possible with thick
holograms such as those recorded in PRCs, due to the known angular selectivity property.
To overcome this we have shown that carrier fringes can be introduced by translating
laterally the microscope objective illuminating the object. The errors level is mainly
depending on the filtering process and has been analysed previously by numerous authors
[18].

2.4.2. Calculation of the displacement

This final step, that links the observed phase variation deduced from the interferogram to
the determination of the object displacement, involves different kinds of problems and must
be carefully carried out if one wants to benefit of the high resolution level of HI. First, as
mentioned before, the measurement is the projection of the displacement onto the
sensitivity-vector (equation (2)). As a result, totally different displacements can give the
same interferogram. If one does not know a priori the object movement, 3 measurements
have to be performed with different directions of the sensitivity-vector. The displacement of
each object point is then computable in any coordinates set by solving a linear equations
system. There exist several ways to vary the sensitivity vector (e.g. by considering several
illumination sources or camera heads). On this point of view, the use of a photorefractive
sensor gives no difficulty in its principle with regards to other systems. We will have the
opportunity to illustrate this problem later. Secondly, even if the displacement is
predictable, the sensitivity-vector field inhomogeneity (in direction and magnitude) over the
object surface cannot be neglected is some cases. This is particularly true when the
observation distance, the object dimension and/or the distance between illumination and
observation points are of the same magnitude. Such conditions are common in HI
measurements and also with our instrument, simply because it is necessary for the
compactness and minimises the illumination power. This effect is depicted by the example
of figure 4 where an aluminium plate (20 × 16 cm², not represented at scale) undergoes a
rotation around a vertical axis. The latter lies in the center of the object plane. Consequently
for small and relevant angles, the movement is essentially out-of-plane and the fringes
pattern would consist in straight and equally spaced fringes. We measure the rotation angle
by computing on a line the slope of the continuous phase map data coming from this
interferogram. Moreover, this process performed on different lines gives us the possibility
to refine the measurement with a large statistical basis. However, the short distance from
the camera (≈ 40 cm) induces significative variations of the sensitivity-vector in direction
and magnitude (up to 10%). Therefore we can observe distortions from the straightness in
the edges of the pattern. Angle of rotation directly deduced from this interferogram shows
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deviations around 5% from the one obtained with a control interferometer (HP 5529
calibrator). After correction of the sensitivity-vector non-uniformity, the correlation with the
HP interferometer data is perfect (within its error range) and the dispersion line-to-line is
less than 0.4% (< 0.1 arcsec over a range of ± 30 arcsec).

Figure 4.

3. Applications

One can distinguish 3 classes of displacements that can be studied : static, dynamic (non
vibratory), and vibratory.

3.1. STATIC DISPLACEMENTS

A static displacement is when the object is in a new stable position or is permanently
deformed after a given stimulus. This is the simplest case that can be found. All phase
quantification techniques can be applied in this case. An interesting particular applications
of this type is found in the search of damages and defects of composite structures (here used
in the aeronautical industry). The following results were obtained in the framework of the
project EUCLID-CEPA3-RTP3.1. The procedure consists in first recording the hologram of
the sample at the rest, afterwards it is heated a few seconds by IR lamp. The heating is then
switched off and the object is under thermal relaxation. After a certain time (tens of
seconds), the object is in a sufficiently stable deformation status and the hologram can be
readout. A typical interferogram observed is shown in figure 3 (a) and the TPS can be
applied, to obtain the phase map (figure 3 (b), (c)). The defects and damages are found as
local variations of the global residual deformation. To enhance the visibility of the defects,
one can use post-processing techniques, such as the differentiation of the continuous phase
map. The corresponding result of figure 3 (c) is shown in figure 5 (a). Figures 5 (b) and (c)
are other examples.
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Figure 5.

Another example of static displacement is thermal deformation analysis in order to
evaluate a finite element model (FEM) and correlate it to the temperature distribution
prediction. The sample is here a honeycomb (core and skin both in aluminium). One of the
goal of these measurements is also to determine the influence of the presence of inserts. The
thermal stimulation is applied by a sheet electric resistance strapped on the back side of the
panel which is clamped on the table by thermally insulated holder. Fig. 6 shows 2 examples
of typical interferograms acquired after thermal stabilisation (≈ 1 hour after hologram of
object at rest recording). Typical temperature increases are around 3 to 4 °C from ambient.
The heater is centred on the honeycomb (25 × 25 cm²) and the observe area is about 15 × 19
cm² (located 7 cm above the holder). A strong but local perturbation is clearly induced by
the insert (fig. 6 (b)) in comparison with the case without inserts (fig. 6 (a)). On the
methodological point-of-view, more instructive is the comparison of out-of-plane
displacement predicted by the FEM (fig. 7 (a)) to the measurement (fig. 7 (b)) that is
essentially out-of-plane sensitive. Qualitatively, both shapes appear to be in excellent
agreement. However quantitatively the agreement is less good and a more advanced analysis
(contribution of the in-plane displacement projected onto the sensitivity-vector) increases
this discrepancy. After complementary investigations the basic problem appears to come
from the holder. The latter, due to its insulating character and the fact that thermal
stabilisation is waited before measurement, is thermally unstable and moves significantly.
This superimposition of displacements induces a complicated situation that can only be
described by using a 3 sensitivity-vectors set (e.g. 3 viewing directions) and knowing a
reference fixed point (e.g. on the holder).

Figure 6.
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Figure 7.

3.2. DYNAMIC DISPLACEMENTS

A hologram of the object at the rest is recorded. When the object undergoes a continuous
displacement, one can observe a sequence of interferograms at different further instants. The
problem is that the hologram is erasing at the readout, so the successive readouts must be
limited to the time necessary to the image acquisition. When the displacements are too fast
to analyze with the TPS technique, a single interferogram analysis technique has to be used,
in this case the FT [20]. Figure 8 shows a sequence of 3D plots of the deformation of a
wooden panel under heating. The time delay between each image is 1 minute. This
application is also an example of the rather good ability of sillenite crystals to store
information at medium terms (when kept in darkness). Indeed, storage times up to 1 day can
easily be reached.

Figure 8.

3.3. VIBRATORY DISPLACEMENTS

The example shown below is an adpatation of our instrument which combines the real-
time HI method and the stroboscopic illumination readout. It allows to visualise stationary
vibration modes of objects stimulated by sinusoidal excitation. In a first step, an hologram
of the object is recorded at the rest. In a second step (readout), a stroboscopic shutter (at the
laser output) is synchronised to the vibration and is open at the maximum of modal
displacement, when all object points are in a quasi-stationary position. The real-time



HOLOGRAPHIC PHOTOREFRACTIVE IMAGES STORAGE … 397

method (live fringes) allows an interactive and rapid detection of the resonance frequencies.
The sinusoidal shape of the fringes optimises the contrast over the entire image and
authorises the use of classical phase quantification techniques. The counterpart is the loss of
light due to the duty cycle of the stroboscopic illumination that has to be low (10-20 %) to
obtain good fringes contrast. This technique was certified in regard to the particularities of
the PRC [21]. Figure 9 shows two examples of turbine blade modes excited by a
piezoelectric transducer.

Figure 9

4. Conclusion and future prospects

These examples show that, if HI is a high resolution investigation method, it absolutely
implies to dispose of an instrument which is dynamic, with a high repetition rate and easy
to use and to configure to the specific problem. Photorefractive systems naturally bring
these properties and provide in the same time high spatial resolution with low noise
interferometric images. We have shown that the apparent disadvantages of the PRCs
(relative weak sensitivity, low diffraction efficiencies and erasure at the readout) do not cause
significant problems or can be solved by the present evolution of peripheral systems (lasers,
cameras, image acquisition HW/SW). In addition, crystals with large sizes and a good
optical quality can be obtained now. Consequently, user-friendly systems can be built in
order to start metrological works that can be more dedicated to the comparison between
measurements and modelling (FEM).

In terms of the system itself, several developments are still needed in order to render the
device more flexible and enlarge its field of applications. The improvement of the
holographic head compactness is presently under investigation, mainly by considering the
use of optical fibers. It offers the main principle advantage to make easier the interfacing
with a large fixed laser and to limit the optical head to some basic components (camera,
crystal and imaging objectives). It is well known that the main drawback of high resolution
methods such HI is the influence of the environmental perturbations (air turbulences,
vibrations). This problem must be solved by shortening appropriately the hologram
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recording time, the readout time and also the delay between both steps. For this purpose,
pulsed lasers are generally useful. In regards of appropriate wavelengths for PRCs, the YAG
Q-switched are good candidates. This choice is all the more relevant that these lasers are
presently mature for applications in HI (high energies with excellent beam quality) and in
good evolution for industrial use (in terms of robustness, compactness and decrease of power
consumption). We are investigating the best optical scheme and the laser characteristics
which can constitute the basis for an industrial system.
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NEW GENERATION OF OPTICAL ULTRASONIC SENSORS
ADAPTED TO INDUSTRIAL CONSTRAINTS
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In the field of non destructive testing the ultrasonic techniques are widely used
for thickness measurements, flaw detection or material characterization [1]. Ultrasonic
vibrations are usually generated and detected with piezoelectric transducers, coupled to
the tested part by a direct contact or through a water bath or a water jet. This contact, as
well as the presence of a coupling liquid, have a negative impact for their use in a lot of
industrial applications, particularly for on line control, for the characterization of parts
at high temperature or for the inspection of advanced materials. This explains the
interest of optical techniques for the detection of ultrasound [2,3] which, despite the fact
that they are less sensitive than piezoelectric sensor, have the great advantage of being
non contact and of having a large frequency bandwidth. Optical systems developed until
now are based on the coherent detection of phase modulation, imprinted on the beam by
the vibrating surface, that uses the exact superposition of the wave issued from the
target with a plane reference wave. These devices thus only operate with a plane wave
signal beam. This requires either to polish the tested surface (what is generally not
possible in industrial environment) or to filter the beam (what leads to a strong loss in
light power, and subsequently a strong reduction of the detection performances). As a
consequence, although largely used in laboratories, laser ultrasonic systems see their
spread in industry greatly slowed down by these constraints.

The use of dynamic holographic materials as, for example, photorefractive
crystals, relaxes these constraints and allows to realize an interferometer with a large
field of view and thus with a large light gathering power. Different systems were
proposed and two of them, which have led to industrial developments, will be presented
below. They are the photorefractive beam combiner, that is an homodyne detection set-
up in which a reference wavefront adapted to the signal beam is reconstructed
holographically, and the adaptive photodetector, based on an effect close to the
photorefractive effect, the non steady state photoelectromotive force, in which the phase
modulation is electronically detected directly on the photorefractive crystal.

1. The Photorefractive Beam Combiner

The first system we will describe is the photorefractive beam combiner that
uses two-wave mixing [4-7]. This is the first photorefractive system developed for phase
demodulation. This is the system we more particularly studied, as we see it as the most
promising among the different systems described in this paper.
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The photorefractive crystal is used as a dynamic holographic medium in which
an hologram of the wavefront of the signal beam is written by interference with the
pump beam (Fig. 1). This pump beam then reads the hologram that diffracts, in the
direction of the transmitted signal beam, a local oscillator that has exactly the same
wavefront structure than the transmitted phase modulated signal beam. The signal and
its local oscillator are then sent on a detector to demodulate the phase modulation in an
homodyne detection scheme. The scheme is then identical to a classical reference beam
homodyne detection scheme with the main difference that the local oscillator now
perfectly matches the signal beam whatever its structure and without any active
stabilization required.

Figure 1 : Schematic diagram of the photorefractive beam combiner

The recorded index grating adapts itself to low frequency variations of the signal
beam while it is transparent to the high frequency phase modulation to be detected,
leading to a high pass frequency response of the device. The cut-off frequency of the
device is proportional to the inverse response time of the photorefractive effect
(governed by the pump beam irradiance), whereas the high frequency cut-off is only
limited by the detector used and its electronics.

This ability to detect phase modulations on large étendue speckle beams and to
be insensitive to slow variations of both the spatial and the temporal structure of the
incident signal beam makes this photoerfractive beam combiner very attractive for the
detection of ultrasonic signals in industrial environment.

The system presented can be easily described theoretically [8,9]. We take the
simplest configuration of a photorefractive crystal in which s-polarized beams write an
index grating, characterized by a photorefractive gain in amplitude γ = γ’ + i γ” (the
real part represents the gain related to the index grating component that is π/2 phase-
shifted versus the illumination grating and the imaginary part the unshifted component).
The diffracted beam is also s-polarized. This geometry is the so-called “beam coupling
geometry” of photorefractive crystals. In the high frequency domain (phase modulation
frequency higher than the frequency cut-off of the device) the amplitude of the signal
beam E d(x,t) at the exit of the crystal (of thickness d) is [8] :

(1)
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The first term of the expression is the diffracted beam amplitude, whereas the second
term is the transmitted beam amplitude. From this expression, in the limit of low
amplitude phase shift (ϕ (t)<<π/2), we have for the intensity incident on the detector :

(2)

From this expression and in the limit where the photon noise of the beam on
the detector is the limiting noise, we have for the phase measurement a signal to noise
ratio :

(3)

where η is the quantum efficiency of the detector, hv is the photon energy and λ its
wavelength,  δ is the RMS displacement that creates the phase modulation, ∆f is the
measurement bandwidth and Id (0,0) is the signal beam intensity incident on the
photorefractive crystal.

We then calculate a normalized detection limit (corresponding to a signal to
noise ratio of 1 and normalized to a bandwidth of 1Hz and an incident power of 1W) :

(4)

In the limit of zero absorption and optimum gain (γ”d=π/2) we obtain the classical

homodyne detection limit This absolute limit can only be reached

asymptotically as zero absorption can not be obtained in photorefractive crystals (the
photorefractive effect is based on the absorption of photons that creates carriers).

The two parameters that govern the sensitivity of the photorefractive beam
combiner are the absorption that has to be reduced and the imaginary part of the
photorefractive gain in amplitude γ”. For CdTe crystals, successful effort was achieved
by the growth laboratory [10], to eliminate all the causes of losses that were not purely
photorefractive (inclusions, precipitates,…). For the gain, the aim is to obtain a value

of parameter sin(γ”d) the closest as possible to 1. In usual photorefractive crystals, the

only way to have a non zero value of  γ” is to be in the drift regime, i.e. to apply an
external electric field to the crystal. We have shown that for a sufficiently small grating
wave vector, and a moderate value of the electric field (far from the trap limited regime),
we have [11] :

(5)

where n 0 is  the  refractive index, r eff effective  electrooptic coefficient, θ the is half
angle between the beams inside the crystal. In this expression E0 is the amplitude  of  the
applied electric field.

This dependence of the photorefractive gain with the applied electric field
allows us to control the efficiency of the photorefractive combiner, and to obtain values

of the gain such that sin(γ”d)=1. This high value of the gain combined with a low
absorption of the crystal such as αd < 1.5), leads to a device having a detection limit of
5×10 - 8 that is only two times above the ideal detection limit of an

homodyne detection working with plane waves. This sensitivity corresponds to the
detection of vibrations having an amplitude of the order of 50pm at 1.06µm with a
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returned power of 100µW and a detection bandwidth of 100MHz. These values are
obtained in a set-up in which the signal beam is carried by large core multimode fiber
(corresponding to an étendue of 0.1mm2 .sr).

Regarding the frequency response we measure the expected high frequency
behaviour of this device [11]. The cut-off frequency is of some tens of Hz for a pump
power of 22mW.cm- 2. This would lead to a cut-off frequency of the order of 1kHz for a
pump power of 1W.cm-2. Such a value is enough to eliminate most of the vibrations
that can be encountered in the industry. Higher values of this cut-off frequency (greater
than 10kHz) were even obtained using a high power long pulse (50µs) laser [9]. In such
conditions of measurement, Doppler frequency shifts as high as 1MHz (and
displacement velocity around 1m.s- 1) could be tolerated [9] indicating the possibility of
using such a system for a control on parts moving on-line. At high frequency we are
just limited by the detector and its electronics, signals up to 350MHz were obtained
with this kind of set-up [12].

Different laboratory prototypes of the device were developped (Fig. 2) and the
system is now commercially available [13].

Figure 2 : Photograph of a laboratory prototype developed at the
Laboratoire Cherles Fabry de l’Institut d’Optique

2 . Adaptive Photodetector

The adaptive photodetector is the simplest of the techniques using
photorefractive materials for the detection of ultrasound. It just requires that the phase
modulated speckled beam is sent on a photorefractive crystal with another coherent
beam. The ultrasonic signal is just given by a measurement of the current that runs
through the crystal. The working principle of this adaptive detector based on the non
steady state photo electromotive force (photo-emf) [14, 15] is the following. The two
incident beams write in the material a space charge field grating through the
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photorefractive effect (Fig.3). It also creates in the material a photoconductivity grating
and under steady state conditions, without electric field applied to the crystal, no current
runs through the crystal. If now a high frequency phase modulation is applied to one of
the interfering beams (such as the phase modulation signal induced by the ultrasonic
vibration) the illumination grating, and thus the photoconductivity grating shifts with a
displacement that reproduces the phase modulation, whereas the space charge field
grating does not react (Fig.3). We have thus a photoconductivity grating that moves in
a fixed space charge field grating, what induces a non steady state current (or a non
steady state photo electromotive force) that reproduces the temporal structure of the rapid
displacement. A simple measurement of this current allows to go back to the phase
modulation then to the ultrasonic signal.

Figure 3 : Schematic diagram of the adaptive photodetector. At right is shown a scheme of the working
principle of photo-emf : the bold line represents the space charge field Esc(y) ; the dark line represents the

carrier concentration n(y) (i.e. photoconductivity) at equilibrium giving a null current ; the gray line
represents the moving carrier concentration n(y) in the presence of a phase modulation giving a transient

current.

We see that the operating principle is very simple as it reduces to the
measurement of an electronic signal. But the system has other properties that enhance
its interest for the detection of ultrasonic signals. First the grating written in the sample
can be generalized to an hologram : the hologram of the speckled structure of the signal
beam. Second, if the structure of the signal beam changes slowly (compared to the
response time of the space charge field grating), the space charge field grating will
follow the displacement of the illumination and the system will always remain in steady
state, i.e. without any current circulating. So the photo-emf detector, will adapt both to
the spatial and the temporal structure of the incident signal beam and will work with
slowly varying speckled beams making it very attractive for the detection of ultrasonic
signals in industrial environment.

Going further we now make some remarks about the practical realization of
this adaptive photodetector. We mentioned in the above description the use of a
photorefractive material. The reason is that most of the studies on photo-emf effect were
performed in photorefractive materials (GaAs, Bi12SiO20). But there is no need of a pure
photorefractive material, as its electrooptic properties are not used. What is only needed
is a photoconductor with a high dark resistivity. In addition, a transparent material is
not even required. A possible limitation is that the adaptive photodetector has an high
cut-off frequency that is inversely proportional to the carrier recombination time. Also,
the amplitude of the photo-emf depends on the grating period with a maximum that
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occurs for grating spacings of the order of the diffusion length of carriers, typically of
the order of a few micrometer in semiconductors. The noise characteristics of the system
were described in Ref. [15], the sensitivity of the adaptive photodetector to the detection
of small phase shifts is at best within a factor of 4 of that of a coherent detector
working with plane waves [16].

The implementation of a ultrasonic vibration sensor using this adaptive
photodetector was performed with a GaAs crystal illuminated with green (frequency
doubled Nd:YAG laser λ=532nm) or red light (He-Ne laser λ=633nm) [17-19]. In such a
system, the laser beam is split to form first a signal beam that is sent on the sample
under test, and second the pump beam, with which the signal beam that returns from the
sample will interfere on the crystal. The current is measured at the electrodes that
sandwiched the crystal.

If we now look at the performances (all the data are taken from Ref. [18]) of the
ultrasonic detection system based on the adaptive detector, we have first to consider the
sensitivity to surface displacement. This sensitivity is reduced compared to a coherent
detection system by a factor 4 . Experimentally, the sensitivity was measured with
an Argon laser (λ=514.5nm) at a value of 3.9 × 10-6 which is about one

order of magnitude larger than the theoretical value. The frequency bandwidth was around
30MHz limited by the electronic circuitry after the crystal (recently a higher bandwidth
of 80MHz has been reported, due to a better electronic [20]). In the system the angle
between the two beams was limited to 1.5° by the value of the diffusion length in the
crystal. This low value of the angle limits the étendue of the system to a value of 5 × 10
3 mm2 .sr (taking into account the surface of the detector) and thus reduces its light
gathering power. Regarding the low frequency cut-off and the adaptivity of the system to
low frequency vibrations it was estimated to 10kHz. This low frequency cut-off also
characterizes the ability of the system to measure on samples moving perpendicularly to
the line of sight. This photo-emf sensor is able to make measurement on plates moving
at speed up to 2m.s -1 with only a small reduction of the ultrasonic signal.

We can make some comments about these performances. First the sensitivity
is rather low, even if one considers the maximum theoretical value. This will be the
most important limitation of this kind of device especially if we compare it with
concurrent techniques as the photorefractive beam combiner. The frequency response is
adequate. The low frequency vibrations that perturb the measurements are well
eliminated (cut-off around 10kHz) and the frequency bandwidth is good (of the order of
80MHz). This frequency response makes the system very efficient for measurements on
moving parts, case that is encountered in industry. Nevertheless the system can be
limited at very high frequency (>l00MHz) by the presence of a high frequency cut-off
linked to carrier recombination time. The étendue of the system is rather poor due to the
small angle between the two beams for an optimum signal. The system is very simple
to implement and compact (a system comprizing the crystal and its amplifier electronics
is announced in a TO-8 photodiode package). An ultrasound detection system based on
this adaptive photodetector is commercially available [21].
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3. Conclusion

We have described two different systems based on the photorefractive effect and
used for the detection of ultrasounds on rough surfaces. Both systems have their
advantages and drawbacks. Regarding their performances for the detection of ultrasonic
signals, the best system is the photorefractive beam combiner that reaches the
sensitivity obtained with plane waves by the heterodyne detection system. For the
adaptive photodetector, the sensitivity is inherently smaller by a factor 4 (with even
lower experimental values), a factor that is important if one reminds that all optical
systems have a reduced sensitivity compared to piezoelectric devices, due to photon
noise. Note that the development of systems that can amplify the phase modulation will
enable to overpass this limitation. Such components based on photorefractive rings [22]
have been successfully implemented [23]. However their operating conditions are still
too critical for industrial systems.

Regarding the response time of the systems, the adaptive photodetector and the
photorefractive beam combiner are equivalent, with perhaps a little advantage to the
adaptive photodetector, that is slightly more rapid at equivalent incident power. These
performances are sufficient to give the system a certain insensitivity to a Doppler shift
eventually present on the beam (until some m.s -1 of speed for the target).

The étendue of the adaptive photodetector is smaller but should be improvable
by an optimization of the crystal used as detector. The actual étendue is generally
limited by the multimode fibers that are used to carry the beams.

The last point of comparison is qualitative only; this is the ease of use, the
simplicity, and versatility of the device. An universal device, that will be optimum in
all conditions that can be encountered in industry certainly does not exist. But a system
that can cover most of the applications with perhaps slightly changes in its architecture
is certainly feasible. To realize such a system, the photorefractive beam combiner is
certainly the best, as it has several variants which satisfy various demands (differential
response, possibility to work with depolarized beams, …). Less simple than the
adaptive photodetector that can be implemented as an electronic circuit, it is still very
simple to implement and operate.

These photorefractive sensors bring new perspectives for the spread of laser
ultrasonics in industry, allowing for the development of systems that can work on
rough surfaces with a sensitivity at least equivalent to other optical systems. The
adaptivity of these photorefractive devices to low frequency vibrations gives systems
that are insensitive to external perturbations that can be found in an industrial
environment.
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Abstract: Holographic interferometry can be used to measure the stress-field in
optically transparent phase objects, as well as to measure the deformation of diffusively
scattering opaque objects. The high spatial resolution of holographic interferometry is
desirable in situations where the deformation gradients are so high that the resulting
high fringe density requires a high-resolution imaging system. However, classical
holography has not always been the technique of choice in experimental stress analysis
due to the rather cumbersome processing associated with either photographic or
thermoplastic recording media. In this paper, we present two adaptive holographic
interferometers that use photorefractive BSO crystals as the dynamic reusable recording
medium. The first scheme is for deformation measurement on a diffusively reflective
opaque aluminum specimen, and the second scheme is a dual-reference beam system
for measurement of stress-induced changes in refractive index of a transparent phase
object. Both schemes have been implemented in conjunction with phase stepping in
order to provide phase maps rather than just fringe patterns. Applications to modal
analysis of vibrating plates, and experimental fracture mechanics are demonstrated.

1 Introduction

In photorefractive crystals (PRCs) under non-uniform illumination, electrons/holes that
are trapped in impurities can be photo-excited into the conduction band. These
electrons/holes migrate toward areas of dark illumination, where they get trapped again.
A non-uniform space-charge field is thus created, leading to spatial modulation of the
refractive index via the electro-optic effect. Thus, PRCs can be used to store phase
holograms. Since the first observation of the photorefractive effect in LiNBO3 [1], many
photorefractive materials with different physical properties have been investigated. In
order for PRCs to be widely use as dynamic holographic recording media, they must be
able to perform fast recording with moderate laser power and still provide good contrast
holographic fringes. The serious difficulty that arises when one uses PRCs for
holographic interferometry of diffusely reflecting object is the limited amount of object
light that can be collected into the crystal. The sillenite family (Bi12SiO20, Bi12TiO20,
Bi12GeO20) exhibits the highest sensitivity among presently known PRCs. Using the
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high-sensitivity of BSO in conjunction with its efficient polarization separation of the
recorded and reconstructed waves when using the anisotropic self-diffraction effect,
high quality dynamic holographic interferograms can be obtained [2-4].

In this paper we show that BSO crystals can be used to develop quasi-real-time
holographic interferometers. It was found that the slow time response of BTO crystals
makes them less suitable for quasi-real time setups such as those described in this paper.
In the first part, we demonstrate phase shifting interferometry of vibrating diffusely
scattering opaque specimens. For this, a sequence of at least three double pulse
interferograms are recorded with different phase shifts of the reference beam. Because
of the high quality of the interferometric image, no post digital processing, such as low-
pass filtering, is needed before phase unwrapping. In a second experiment, the phase
map of a phase object under transient load is obtained through quasi-heterodyne
holographic interferometry [5]. In this case, two holograms corresponding to a
deformed and the undeformed state are recorded with two separate reference beams.
The read-out of the hologram is then done simultaneously with both reference beams.
By introducing phase shifts between the two reference beams during the read-out, the
phase maps can be obtained.

2 Experimental Results

2.1 – ADAPTIVE HETERODYNE INTERFEROMETRY FOR DEFORMATION
ANALYSIS

The experimental setup used to study the vibration modes of continuously vibrating
specimens is shown Fig. 1. An acousto-optic modulator is used to pulse the light from
an Argon laser according to the extrema of the acoustic vibrational displacement,
allowing continuous recording of a double-pulse hologram. In this way, the intensity
recorded on the camera upon readout of the hologram exhibits fringes with a cosine
dependence on the deformation. In our experiment a duty cycle of 22% is able to give
reasonable cosine fringes, while still providing sufficient intensity. A sequence of three
interferograms is obtained. An optical phase shift is introduced by means of the electro-
optic modulator in the reference beam during the recording process between the time of
the maximum and minimum acoustic deformation.

The first hologram of the sequence has no phase shift between the maximum and
minimum deformation:

I1=ßI o(1+cos2M) (1)
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Figure 1: Dynamic holographic interferometer setup in reflection.

Figure 2: Visualization using DHI of a clamped circular plate vibrating at 69 kHz.
A) Holographic interferogram with no phase shift, B) wrapped phase map,

C) unwrapped phase map, D) 3D view of the unwrapped phase map.

In the second hologram of the sequence a phase shift of -π/2 and +π /2 is introduced at
the minimum and maximum deformation, respectively, such that the fringe function
obtained is:

I2=ßIo(1-cos2M) (2)
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I3=ßIo(1+sin2M)

In the third hologram, a phase shift of 0 and +π/2 is introduced at the minimum and
maximum deformation, respectively, such that the fringe function obtained is:

(3)

The deformation signal of interest M which is directly proportional to the out of plane
displacement can then be extracted via:

tan2M=[2I3-(I1+I2) ] / ( I2-I1) (4)

The 2π phase jumps in the phase map can be removed by a phase unwrapping
procedure. Using such a procedure, we can see that an indetermination arises if locally
the information term goes down to zero, corresponding to a dead pixel. Before using the
phase unwrapping procedure one must first ensure that there are no dead pixels. This is
usually done using low-pass filtering of the image. The number of pixels which are
invalid for phase calculation due to speckle noise can thus be greatly decreased and this
ensures that the phase extraction procedure works satisfactorily. The main drawback of
using a low-pass filtering procedure is its limitation of the fringe resolution. With DHI a
large aperture imaging system can be used, leading to a speckle size much smaller than
the pixel size of the ccd camera and thus leading to only few (if any) dead pixels, and so
low-pass filtering is usually not needed. This is clearly a great advantage of using DHI
compared to speckle interferometry such as ESPI. In the case of ESPI it is not possible
to record interferograms without dead pixels and low-pass filtering is mandatory. An
example of phase unwrapping of DHI images is shown Fig. 2. It corresponds to a
complex vibration mode of a circular membrane excited at 69 kHz. Sharp and dense
fringes are resolved and no low-pass filtering was needed before the phase extraction
procedure was applied. The separate lobes of vibration are clearly visible.

2.2 – ADAPTIVE HETERODYNE INTERFEROMETRY FOR STRESS ANALYSIS

For the study of transient non-recurring events, only one double exposure hologram can
be recorded; therefore quasi-heterodyne interferometry is used to extract the phase
information [5]. Here, independent access to the two recorded wavefronts is necessary
in order to subsequently control their relative phase. This implies independent recording
of each wavefront by using different reference beams. The optical arrangements for
dual-reference-beam holographic interferometry of a phase object is sketched in Fig. 3.
The first object state O1 is recorded by reference R1 and the second object state O2 by
reference R 2 in the same crystal. During the read-out of the hologram, the interferogram
is analyzed at least three times, and the relative phase between R1 and R2 is changed
each time using a piezo-electric mirror. The local intensities I

k are then given by:

Ik (x)=a(x)(1+m(x)cos [M(x)+ ϕk]) (5)

which correspond for k=1,2,3 to a system of three equations with three unknown
values: the mean intensity a(x), the fringe contrast m(x), and the phase term M(x) which
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Figure 3: Two-reference-beam dynamic holographic interferometer setup.

is related to the stress in the object. By using ϕk=0, π, and π /2, the set of equations is
similar to Eq. 1,2, and 3, and we can use Eq.4 to calculate the phase term M.

Figure 4 shows an example result of the stress state near a crack in a PMMA plate
containing a pre-cut crack. The specimen was placed in a load frame for testing in a
three-point bend configuration. A double-pulse hologram was recorded as the load was
increased. The first recorded hologram starts to be erased during the recording of the
second hologram. In order to obtain a near-unity fringe contrast, the intensity and width
of the second pulse are adjusted such that the exponential erasure of the first hologram
and the exponential increase of the second hologram lead to two holograms with the
same net diffraction efficiency. We must also take into account the time decay of the
diffraction efficiency during the read-out process. In this case, a(x) will not be the same
for the three phase shifted images. Fortunately, by using low intensity reference beams
for the read-out, the mean intensity a(x) can be assumed to be constant for the read-out
of the three phase shifted images. It is thus possible to use such a system to study the
phase maps generated by non-recurring events.

3 Conclusion

We have shown that adaptive photorefractive interferometers can be used for real-time
as well as quasi-heterodyne holographic interferometry. Applications to modal and
stress analyses have been presented. The techniques can be used in conjunction with
phase-stepping methods to provide quantitative information about object displacements
or stresses.
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Figure 4: Stress state in a three-point bend loaded PMMA plate with pre-cut crack.
Top row: sequence of three phase-shifted images. Bottom left: phase-wrapped image.

Bottom right: 3D image of unwrapped phase.
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Abstract: standard holographic techniques will be compared to less-known
referenceless wavefront recording and reconstruction techniques based on numerical or
analogical iterative diffraction procedures. The relevance of such alternatives to
holography in photomechanics will be shortly discussed.

1.  Introduction

Most of the holographic tools are well-known and of wide use in the photomechanics
community. Their main applications are : displacement and vibration measurement by
holographic interferometry ; recording of fast 3D transients with the help of pulsed laser
illumination ; fluid dynamics studies (3D velocity distributions) by multiple-exposure
pulsed holography…

Unfortunately, a lot of practical constraints often reduces the effectiveness of
holography : for instance, the high thermo-mechanical stability requirements of
interferometric devices, that are hardly compatible with industrial environment ; the
lack of sensitivity of the holographic photodetectors (photographic, photopolymers,
photorefractive and other materials), due to their very high spatial resolution
(> 106mm-2

); the restricted spectral sensitivity of the holographic photodetectors
available today : only UV and visible wavelengths, in spite of the large potential interest
of IR holography ; and, last but not least, lack of compatibility with the new generations
of opto-electronic photodetector arrays, due to the presently low pixel number of these
devices (e.g. 10

6
), to be compared with the huge storage capacity of conventional

holograms : therefore holography is still far from compatibility with the very rich -and
fastly growing- techniques of real-time digital image processing, automatic fringe
pattern assessment and metrology…

Although they are still used in a few very specialized scientific fields (astronomic
observation, design of laser resonators, non-linear « optical phase conjugation » …),
other non-holographic techniques may also be applied today to the recording and
reconstruction of coherent optical wavefronts, with

- the following advantages on conventional holography : no need for
interferometric set up ; compatibility with any photodetector (as well point-like
scanning detectors as 1D or 2D arrays) and therefore with digital image processing and
high sensitivity real-time operation over a very broad spectral range (UV to IR)

- the following main limitation : applicability restricted to coherent beams
of reduced angular aperture and cross-section, the maximum number of sampling points
of the beam (at the FOURIER analysis sense) being much smaller than the number of
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the photodetector pixels, for the beam reconstruction to be accurate.
All these techniques are grounded on the same general idea, that a complex

(i.e.coherent) monochromatic field distribution may be fully specified by the knowledge
of its energy distribution in a few well-prescribed cross-sections of the beam : the
unknown phase distribution may be recovered from numerical computations (usually
iterative algorithms) or analogic processes (usually iterative diffractive
transformations).

A short survey of holographic and non-holographic tools for optical wavefront
reconstruction will now be presented, organised in three sections (i) flash-back on
holography (spatial, temporal) (ii) non-holographic optical wavefront recording and
reconstruction (3D wavefront storage, phase retrieval techniques), (iii) relevance of
referenceless wavefront reconstruction for Solid Mechanics.

2. Basic holographic procedures

Fig. 1.1 – Photographic recording (H) Fig. 1.2. – Reconstruction of ( ∑ ) , ( ∑*)

of the interference of an arbitrary wave and (∑0 ) by diffraction of ( ∑0 ) through

( ∑) with a reference wave (∑0 ) (H), with reversed propagation direction

Remark: when the thickness th of the photosensitive layer (H) gets much larger than the

interference spacing φ - usually a few micrometers - then ( ∑*) and ( ∑ '0 ) get

vanishing : a « thick hologram » (also said « BRAGG hologram* ») may convert

(∑ 0 ) into ( ∑) with high energy yield.

Figures 1.1 and 1.2 depict the recording and reconstruction steps of conventional

holography in monochromatic radiation ; the reference beam (∑ 0 ) was here taken as a

plane beam, what reconstructs two mutually complex conjugated beams (∑) and (∑*)

on figure 1.2. If the reference beam were of spherical or other geometrical shape, then
(∑*)  would be replaced by more complex wave surfaces, whereas (∑) would keep its

rigorous strigmatism.
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Interferometric requirements :

stability (better than λ* / 4 )
* SO + OH ≈ SM + MH

* λ / ∆ λ > holographic fringe number

Fig. 2.1. – Coherent imaging – and interferometric analysis – of one transient state
« frozen » by pulsed holographic recording

Fig. 2.2 – Metrology of transverse micro-displacements : double or multiple-exposure
interferometry by « freezing » two – or more – successive states on the same hologram

and then by reconstructing their interference fringes

Fig. 2.3. – Metrology of longitudinal micro-structures and micro-displacements by
« Temporal FOURIER Holography » and holographic interferometry of frequency spectra
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Figures 2-1, 2-2, 2-3 illustrate three important applications of holography, the less-
known « temporal holography » being concerned on figure 2-3 and shown in its early
application to absolute thickness measurements on figure 3 ; « F.T. » (figure 2-3) means
« FOURIER Transformation », performed either numerically or analogically by
FRAUNHOFER diffraction of a monochromatic laser beam through the spectrogram
(Ht) (the « temporal hologram »). It may be noted that « temporal holography » has got
today an increasing importance in « femtosecond FOURIER optics », that is for
FOURIER optical processing of femtosecond laser pulses, and was generally renamed
« femtosecond spectral interferometry » by the north-american literature.

Space(x)-time(v) holographic recording of a thickness distribution Figure 3
(Optics Lab., Besançon, 1973)

Space-time holographic set-up
(O, microscope objective ;

Sp spectroscope ; F spectroscope slit)

Space-time hologram =
a «channelled spectrum »

3. Referenceless wavefront storage and reconstruction

Whereas the whole coherent optics international community explored the new areas
opened to the holographic tools, other completely original approaches to optical
wavefront storage and reconstruction were suggested very early (1970 ≈ 1972) quasi-
simultaneously and independently, by Yu. DENISYUK, by R.W. GERCHBERG and
W.O. SAXTON, by H. KOGELNIK and C.V. SHANK, by V. RAGULSKII and B. YA
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ZEL DOVITCH in various fields of optics : Yu. DENISYUK (figure 4) felt that the
three-dimensional speckle pattern scattered from a spatially coherent source should
behave like a referenceless hologram after its recording inside a photosensitive volume.

Wave recording step Image reconstruction

. Not yet observed with photosensitive (e.g. photographic) materials – i.e. absorption
distributions –
. But striking similar experiments with 3D gain distributions : « Distributed Feedback »
wave synsthesis …

Fig. 4 – Yu. Denisyuk’s proposition of referenceless wavefront storage and
reconstruction

No direct experimental proof of this bright intuition was given, but indirect
confirmations came from laser designers and from nonlinear optics at the same time
(figure 4) : H. KOGELNIK and C.V. SHANK’s « distributed feedback » lasers
generated a collimated and monochromatic laser beam at wavelength λ/2na from a
spatially periodic gain distribution, of periodicity a, « written » inside a semi-conductor
material of refractive index n. V. RAGULSKII and B. YA ZEL’DOVITCH
fortuitiously observed that the intense illumination of transparent optically nonlinear
dielectrics by speckle patterns gave rise to intense coherent backscattered light at a
slightly downshifted frequency (« BRILLOUIN-MANDEL’STAM shift ») with
amplitude and phase distributions being exact replicas of the incident speckle fields.

These experiments may be viewed like striking confirmations of the general idea
that three-dimensional distributions of scattering centres may generate well-definite
coherent wavefronts : for such a generation to be effective, the scattering sources should
only exhibit optical «.gain » (should amplify light) at a prescribed wavelength λ, in the
place of absorption.
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Remark concerning referenceless wavefront generation

- no wave shape storage (not applicable to « double/multiple exposure
interferometry »)

- requirements for
. 3D amplifying media
. powerful lasers (< 106 w.cm- 2) in case of « phase conjugation »

Fig. 5 – Coherent wavefront generation by 3D distributions of GAIN (in the place
of ABSORPTION)
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The basic reason why wavefront reconstruction may be automatically achieved by
three-dimensional gain distributions, without the need of any holographic reference
beam, may be understood from figure 6 : any monochromatic coherent beam, in the
frame of the scalar paraxial approximation, consists of a particular energy distribution
confined inside a conical volume. Schematically this volume may be divided into two
regions : the « far field » (FRAUNHOFER diffraction pattern), where the energy

Fig. 6 – The three-dimensional diffraction pattern of a spatially multimode light beam

distribution over any cross-section of the beam keeps an invariant shape, a scaling factor
proportional to z being omitted ; and the « FRESNEL diffraction volume », where
various energy distributions may be observed in various cross-sections. An important
feature of the FRESNEL diffraction volume is that its three-dimensional energy
distribution specifies the beam in an unique way : indeed it is a complex, multiple beam
interference pattern, the structure of which is ruled by the amplitude and phase
relationship connecting enery part of the beam field to every other one … It may be said
as « a three-dimensional self-interferogram » of the monochromatic coherent beam :
two beams exhibiting the same FRESNEL diffraction volume are identical to each
other, a scaling energy factor being omitted. The larger is the number of energy
maximums (or minimums) inside that volume, the greater is the beam complexity,
quantitatively characterized by the number of its SHANNON samples, also said
« number of transverse modes », or « number of its FOURIER components », equal to
the ratio of the beam « étendue » to the square of the wavelength.
R.W. GERSCHBERG and W.O. SAXTON showed even in 1972 that the knowledge of
the whole energy distribution I(x,y,z) inside the FRESNEL volume will be not required
for determining the beam amplitude and phase unambiguously : full phase retrieval was
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demontrated with the knowledge of energy distributions I1 (x,y) and I2  (ξ,η) in only two
mutually confocal cross-sections of the beam.

Fig. 7 : the GERCHBERG and SAXTON’s phase retrieval algorithm and applications to
coherent optical fields evaluation
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The iterative FOURIER transform phase retrieval procedure is explained on figure
7, that also presents the beautiful application, successfully performed by C. and
F. RODDIER in 1991, of such numerical algorithms to the measurement of HUBBLE
space telescope’s aberrations : from observations of a star image with various amounts
of defocusing (figure 8) these authors found that the wavefront distortion had its origin
in shape deviations of the primary mirror, and they measured these distortions with
subwavelength accuracy. This extraordinary « referenceless wavefront reconstruction »,
that allowed HUBBLE’s further correction, was apparently the first application of these
non-interferometric techniques to high performance surface metrology, although similar
algorithms were soon of wide use for two decades in astronomical imaging by aperture
synthesis.

Fig. 8 – Reconstruction of the Hubble space telescope wavefront distortion from stellar
images taken at various focus positions. May 1991 (JPL final report)

Iterative FOURIER transforms may also be performed very easily and quickly by
light itself : its iterative diffraction along many round-trips between the two mirrors M1
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and M2 of a « FOURIER-transform resonator », that is a confocal or a telescopic
resonator filtered by appropriate stops (binary filters # 1 and # 2, figure 9), was shown
able to convert any initial optical noisy seed into a stable, monochromatic coherent
beam ; the complex amplitude of that beam will be fully specified by the geometrical
structure of the two binary filters. Traveling light should be regenerated at each round-
trip by transmission through an amplifying component (G) : such a resonator equipped
with filters and gain is nothing but a laser -a « FOURIER transform Laser »- source of
a variety of coherent beam shapes. It behaves like a hologram, as it generates well-
controlled amplitude and phase distributions by transmission of light through
transparencies (the binary filters), but it works as well with (figure 10) as without
(figure 11) reference beam : figure 10 demonstrates the referenceless laser emission of a
beam exhibing a square shape in one of its cross-sections and, consequently, a (sinc)²
shape in the FOURIER-conjugate other cross-section ; this laser is built today by the
« BM Industries » factory (Evry, France) ; figure 11 demonstrates the laser generation
of a more complex image by iterative diffractions through photographic filters, one of
them being a conventional FOURIER hologram of this image.

Fig. 9 – Principles of a "holographic laser"
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a « FOURIER transform Laser »

425

Fig. 10 : Generation of a « square-shaped » coherent beam by a Fourier-Transform laser
resonator including two Fourier conjugated spatial frequency filters

Fig. 11 : Generation of a coherent picture by the « holographic laser »
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Figure 12 is a pictorial summary of the respective advantages and drawbacks of
referenceless as holographic wavefront storage and reconstruction considered from the
point of view of their present or potential applications to photomechanics, the main
superiority of the iterative procedure lying probably in their compatibility with opto-
electronic photodetector arrays and digital image processing techniques.
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Conclusion

Various types of holographic techniques were recalled, including the less-known
"temporal holography", with their main areas of application in Solid Mechanics ;
emphasis was put on the specific features, advantages and limitations of these
interferometric processes : holography and holographic interferometry are still today
clearly unsurpassable tools of coherent Optics for three-dimensional image storage, sub-
micrometric metrology of large scenes or mechanical structures, "freezing" of fast
moving objects … More generally, for high accuracy displacement and distortion
analysis of volumes, up to cubic meter sized. But also the cost of such performances
may be considered as rather high : very stringent interferometric requirements (sub-
wavelength thermo-mechanical stability of interferometric set-up, powerful and
monochromatic laser radiation) ; sub-micrometric resolution-usually larger than 3.103

mm-1 – two-dimensional photodetectors, being usually photographic or photorefractive
materials of low sensitivity working in the visible spectral range only ; and the very
restrictive condition that no speckle pattern decorrelation will reduce or blur the
interference fringe contrast, what implies displacement and deformation amplitudes to
be practically limited to a few tens of micrometers. From these discussions resulted the
conclusion, that holographic wavefront reconstruction could not be applied to many
situations, where the knowledge of optical field structures would nevertheless be of
great interest, for instance : diffraction metrology of remote objects ; wavefront
reconstruction outside the spectral sensitivity domain of holographic materials ; large
deformation measurements ; real-time detection of coherent, time-dependent patterns ;
and micrometric observations of bodies under environmental conditions where
interferometric techniques cannot be involved, what frequently arises on industrial sites.

Some of these problems were seen solvable thanks to "referenceless wavefront
reconstruction", whose basic idea, today not widespread through the Photomechanics
Community, is that any coherent wavefield may be fully specified, both in its amplitude
and phase, by the knowledge of an appropriate set of its energy distribution samples.
The main advantage of these unconventional coherent Optics methods with respect to
holographic wavefront reconstruction was found in the simplicity of non-interferometric
set-up, the compatibility with illumination by a variety of laser sources and with the use
of opto-electronic detector arrays, allowing real-time digital image processing. The
accuracy of the reconstructed wavefronts is then proportional to the detector pixel
number. This number is today in the order of 106, whereas the capacity of holographic
plates is about 107 pixels per square millimeter, the area of a hologram being usually as
large as 104, or even 10 6mm-2 : up to now referenceless iterative field processing
techniques may be considered assuitable for real-time observation of rather small-sized
moving surfaces or volumes, under continuous as well as pulsed laser illumination, the
laser working like a coherent stroboscope in this latter case. This is nevertheless quite a
provisional conclusion promised to get obsolete when the continuing progress of
microelectronic devices will let photodetector arrays compete with "analogic"
photosensitive materials, not only by their sensitivity, spectral and temporal responses
but also by their increasing pixel density : then, thanks to the increasing power of
Fourier-transform computers, iterative referenceless reconstruction of optical
wavefronts could perhaps take the place of conventional holography in most of its
scientific or technical applications.
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Abstract
Image parametric amplification and its applications are summarized. The link between

resolution and phase matching is first presented. We report then applications to ultrafast
imaging, imaging through diffusing media, correction of distortions by phase-conjugation
and fluorescence life-time measurements. Last, degenerate schemes are proved to permit
polychromatic amplification as well as phase-sensitive amplification.

1. Introduction.

Since its early stages, nonlinear Optics has been applied to image processing to obtain
infrared to visible parametric up-conversion¹, amplification in photorefractive materials²
or visualization of ultrafast phenomena with Kerr gates³. More recently, the power
increase of current picosecond lasers has permitted high gain parametric amplification in
only one pass through a birefringent crystal. Hence, parametric amplification of images
has become possible, provided that phase-matching could be fulfilled. This paper aims to
give a summary of the different schemes that have been proposed, the underlying theory
and the possible applications.

Section 2 describes specific phase-matching conditions that have to be fulfilled for the
amplification of a monochromatic image. Section 3 is devoted to the use of parametric
image amplification as an ultrafast optical gate. Such a scheme can be applied to imaging
through diffusing media. Results obtained in this very promising way are summarized.
Section 4 reports the elimination of distorsions by phase-conjugation. In section 5, the
amplification of a polychromatic image is addressed. Such a large bandwidth
amplification is useful to amplify fluorescence signals, as described in section 6. Finally,
phase sensitive amplification, that allows noiseless amplification, is reported in section 7.

2. Phase matching in image parametric amplification

2.1 Amplification of an image

The object is a (possibly complex) transparency illuminated by a monochromatic plane
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wave. The scattered light forming the signal can be considered as a superposition of
plane waves, each plane wave being associated by the laws of Fourier Optics to a spatial
frequency of the object. The pump beam, as well collimated and monochromatic as
possible is superimposed with the signal in a nonlinear birefringent crystal. The formation
of an amplified image can be obtained in (at least) three different ways :

a) no imaging system is used and the image is formed with the idler wave, that is
phase-conjugate of the signal wave 4-7 : see section 4

b) the crystal is placed in the Fourier plane of the imaging system
8-10

. The range of
amplified spatial frequencies is then determined in this plane by the transverse cross-
section of either the crystal or the pump beam (the latter situation occurs if the diameter
of the pump beam is not large enough to ensure uniform illumination of the crystal). On
the other hand, the field of view is determined by the angular acceptance that can be
derived from the phase-matching conditions.

c) The crystal is placed in a first image plane and a second image is formed on the
detector 11-15 . The field of view is determined by the lateral sizes of the crystal (or of the
pump beam), while the amplified spatial frequencies are determined by the phase-
matching conditions.

The basic experimental set-up used in ref 11 and 12 is sketched in fig.1

figure 1: Experimental set-up used in refs. 11 and 12. The infrared and green pulses are delivered by
a partially frequency-doubled Nd:YAG laser. The horizontally polarized infared beam illuminates a
transparency (the object) which is imaged by a telescopic system at the input face of a 5 mm long KTP
crystal of 4x4 mm cross-section. The frequency-doubled light is used as the pump beam. This pulse is
synchronised with the infrared pulse by means of a delay line and then illuminates the crystal. A
dichroïc mirror and a chromatic filter eliminate the pump beam after crossing the crystal.
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2.2 Phase matching and resolution

The amplification of a wide range of spatial frequencies is obtained if phase-matching
occurs for a wide range of directions of the signal wave, the pump direction being fixed
with respect to the principal crystal axes. A natural way to obtain such a range is using a
"non critical" one-beam phase-matching scheme. In its usual sense, non critical phase-
matching is obtained when the derivative of the phase-mismatch vector vanishes with
respect to a rotation of the crystal. The concept of "one beam non critical phase
matching", introduced by Dou et al 16 , means that the phase-mismatch derivative vanishes
with respect to a rotation of two of the three interacting beams, the third one (the pump
in our case) keeping a fixed direction with respect to the crystal  axes. We have  shown 17

that, in a type I crystal, parametric amplification is one-beam non critical for the signal
wavelength as well as for the signal direction near a collinear degenerate configuration
(see section 4).

For a 20 mm long Type II KTP crystal, the angular range where the efficiency of
phase-matching remains greater than 50 % is 14mrad in both X and Y directions. This
phase-matching range corresponds to a resolution of about 90 µm in the crystal, for the
1,064 µm wavelength of a Nd : Yag laser. While the field of view and the resolution on
the object depend on the magnification of the optical system, the resolution on the crystal
remains constant. Even placing the crystal in the Fourier plane does not change this
resolution, that is in this latter case inversely proportional to the field of view. Hence,
the number of resolved points in an amplified image is constant for a given crystal and a
given wavelength, whatever the particular arrangement of the imaging system. With a 7 x
7 x 20 mm³ KTP crystal, 80 x 80 points have been resolved, with a gain of 40 dB.

A simple rotation of the crystal yields a transition from amplification of the low
spatial frequencies to amplification of higher spatial frequencies

18. In this configuration,
phase matching acts as a coherent spatial filter, permitting basic image processing
operations, like edges reinforcement

12
(fig.2).

Fig. 2 : Amplified images of a four number corresponding respectively to low pass (left) and a
band pass (right) configuration of phase-matching. (After ref. 12)
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3) Ultrafast photography and application to imaging through diffusing media.

In a type 2 crystal, like KTP, the signal and the idler are cross-polarized. Hence, it is
possible to separate the idler from the signal with a polarizer even if both waves have the
same wavelength. Since the idler is generated only during the interaction with the pump
pulse, parametric image amplification acts as an ultrafast shutter that permits imaging
with a picosecond exposure time.

As a first application, we obtained photographs of light pulses propagating on a
diffusing screen13.

The most promising application of ultrafast imaging is detection of an object hidden
by a diffusing medium. Imaging through biological tissues has been widely investigated
during the last years. After the traversal of a diffusing medium, the light issued from a
short pulse that illuminated an hidden objet can be divided in three parts 19 :

- a very small part has not been diffused. This light, called ballistic, conserves
coherence properties of the pulse and arrives at first,

- the light that arrives just after has experienced a small number of diffusions, merely
in the forward direction. Hence, these so-called “snake photons” are no more coherent
but can carry to some extent a spatial information about the hidden object,

- last, the strongly diffused light, that represents the great major part of the
transmitted pulse energy, carries no useful information and must be rejected.

To detect the ballistic light, the so called “Optical coherent tomography”20 has
become a standard technique that showed impressive results. This low coherence
interferometric method uses coherence properties of the ballistic image. Hence, though
high quality images were obtained through one millimeter of biological tissue, extension
to much thicker tissues is not possible, since the ballistic image completely disappears.
On the other hand, imaging with snake photons should be possible in this case with a
much lower resolution. Time gating appears as the efficient technique to select these
photons.

The principle of detection of the ballistic light by image parametric amplification was
demonstrated in two first experiments10,14. In both cases, 40 ps to 50 ps pulses at 1,06µ
m where used, resulting in a severe degradation of the signal to noise ratio due to an
insufficient temporal separation between the ballistic and the diffused light. However, the
resolution seemed unaffected by the diffusing medium. Recently, we have fitted the
experimental signal to noise ratio with a theoretical model that takes in account the
temporal positions of the pump, ballistic and diffused pulses15 , for different thicknesses
of the diffusing medium composed of latex beads. Because of the good agreement with
the experiment, we can conclude that conditions where a ballistic image can be formed
are well understood.

Mammography applications necessitate obtaining images through several
centimeter thick tissues. For such a thickness, the ballistic light has disappeared and
snake photons must be used. In a first attempt, we have obtained images through 9 mm



COHERENT IMAGES AMPLIFIED BY NON LINEAR … 433

of ham with a resolution of 3 mm7. In the next future, we will characterize the
obtainable resolution with respect to the thickness of the tissues.

4) Imaging by phase-conjugation

At the degeneracy, the forward propagating idler is phase-conjugate with the signal,
provided that the pump is a plane wave without distortion. Hence, we recorded7 without
any imaging system images formed by the idler in the conjugate plane, symmetrically
located with respect to the crystal. The main interest of such a method is the restoration
of an image after the traversal of an aberrant, though deterministic, medium. This
restoration has been experimentally obtained by placing a mirror after the crystal to
obtain a back-propagating wave that traverses a second time the aberrant medium. At he
exit, the wave is aberration-free. We will present at the symposium very recent results
obtained with a diffusing plate as aberrant medium.

5) Amplification of a polychromatic image

Amplification of a polychromatic image could lead, for example, to time-resolved
studies of fluorescence phenomena (see next paragraph). To obtain such an
amplification, phase-matching must be simultaneously satisfied over the widest area of
both spatial and temporal frequencies. We have theoretically shown17 that, in a type I
crystal, parametric amplification is one beam non-critical for the signal wavelength as
well as for the signal direction around a collinear degenerate configuration. It means that
a variation of the refractive index for the signal wave, due to a shift of either its
wavelength or its direction of propagation, is compensated by an opposite variation with
the same amplitude of the index for the idler wave, provided that these variations are
small enough to locally describe the index as a linear function of both the wavelength and
the propagation angle. Hence, it is possible to amplify the signal for a large cone of
wavevectors centered on the pump direction, with a large wavelength bandwidth
centered on twice the pump wavelength (fig.3). The resulting wave forms a
polychromatic image whose the mean propagation direction is collinear with the pump
direction and corresponds to the zero spatial frequency.

Such a polychromatic image amplification has been experimentally demonstrated
22

.
The polychromatic source was a continuum of wavelengths between 1064 and 1138 nm
obtained through a Raman cell. This source illuminated the object and the image was
formed in a LBO crystal. In order to verify that the image was correctly amplified for
each wavelength of the theoretically expected 140 nm range (the wavelengths between
994 and 1064 nm being obtained with the idler), the amplified image was filtered with an
interference filter whose bandpass is 5 nm. The filtered wavelength was tuned by rotation
of the filter. At each wavelength, we verified that the obtained spatial resolution was in
agreement with the theory.
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Fig. 3 : Effective gain on the signal Gs (in dB) , versus the signal wavelength and the signal
direction in a 15 mm long LBO crystal. The angular width (FWHM) of the plateau is 8 mrad, while the
wavelength bandwidth is 140 nm. The direction of the pump beam with respect to the crystal axes is
fixed and corresponds to collinear degenerate phase matching. (After ref. 22)

6) Amplification of fluorescence signals

Fluorescence lifetime imaging is a powerful technique23 , used to characterize
biological samples. Images were recently obtained in the picosecond range with gated
intensified cameras 24 . However, electronic limits the time resolution to one hundred
picoseconds. By varying the delay between the excitation and the amplification, we have
recently measured the decline time of a dye and we hope to extend in the next future
these results to an imaging configuration. Results will be presented at the
symposium. The time resolution of such a method is given by the duration of the pump
pulse, inasmuch as this duration is greater than 1 ps. For shorter durations, walk-off
effects and the non-monochromaticity of the pump pulse lead to reduction in the
amplification efficiency. On the other hand , the fluorescence signal is amplified through
all his spectral bandwidth, thank to the polychromatic nature of the amplification.

7) Phase-sensitive amplification

In a type I crystal at the degeneracy, the signal and the idler waves have the same
polarization and the same wavelength. Hence, the image is formed by the coherent
superposition of both waves. Two situations can occur :

- The incident signal plane wave is not collinear with the pump wave. In this
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configuration, the mean direction of the idler wave, corresponding to the zero spatial
frequency, is different from the mean direction of the signal wave. In the Fourier plane,
spectra of the idler and of the signal are distinct. On the other hand, the idler and the
signal add coherently in the image plane and form interference fringes that modulate the
image. The position of these fringes depends on the relative phase of the three waves .
Hence, the image amplification is phase-sensitive.

- If the incident signal wave is collinear with the pump wave, the signal and the idler
can no more be distinguished, in the Fourier plane as well in the image plane. There is no
more fringes but the global intensity in the amplified image is strongly dependent on the
relative phase between the pump and the signal at the input of the crystal. In our
experiments, this phase randomly varied from one laser shot to another, since the optical
paths were not stabilized .

It was theoretically shown that these phase sensitive properties can be used to squeeze
the noise25  in optical images or to noiselessly amplify these images26  (i.e. amplify without
modification of the signal to noise ratio). These results can be thought of as the spatial
domain counterpart of the phase-sensitive amplifiers in the time domain2 7 . These
properties were demonstrated to permit the amplification of a time-modulated quantum
noise limited optical signal with an added noise level smaller than the 3-dB minimum
characterizing a phase insensitive amplifier28.

8. Conclusion.
Image parametric amplification appears as a promising technique to observe fast

reproducible phenomena with a good resolution in two spatial and one temporal
dimension.
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Abstract

Laser-ultrasonics is a novel technology that uses lasers for the generation and detection
of ultrasound and presents many advantages compared to conventional piezoelectric-
based ultrasonics. In this presentation, the developments performed in this area at the
Industrial Materials Institute of the National Research Council of Canada will be
reviewed. Laser-ultrasonics has been used to detect flaws in a variety polymer-matrix
composite materials and has been commercialized for this application. The detection of
small flaws, in particular in metallic materials, by laser-ultrasonics has been addressed
by using a numerical reconstruction algorithm based on the Synthetic Aperture
Focusing Technique.

Keywords : laser-ultrasonic, laser-ultrasound, polymer composites, ultrasonics,
ultrasonic nondestructive testing, Synthetic Aperture, Synthetic Aperture Focusing
Technique, SAFT.

Introduction

Ultrasonic techniques are widely used for detecting flaws in materials [1]. The
ultrasonic waves are usually generated and detected by piezoelectric transducers and
coupled to the inspected part either by direct contact or through a water bath or a water
jet. Although widespread and generally cost effective, these conventional ultrasonic
techniques are of limited use in the case of parts at elevated temperature and of
complex geometries. The first limitation follows from the need of a coupling medium
(often water) or of contact between the transducer and the inspected part, whereas the
second one is associated to the need of proper orientation of the transducer with respect
to the surface (for pulse-echo mode measurements). Angular tolerance is about a few
degrees or much less if the amplitude of the ultrasonic echoes has to be precisely
monitored. Consequently, the inspection of curved or contoured parts requires a
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surface contour following device, which will be very complex and difficult to
implement, especially in the case of acute discontinuities of the surface.

These limitations are eliminated by laser-ultrasonics that uses lasers for the
generation and detection of ultrasound [2,3]. In laser-ultrasonics, transduction of
ultrasound is performed at a distance, which in practice can range from centimeters to
meters and therefore, eliminates the difficulties encountered by conventional
ultrasonics for probing parts at elevated temperature. In laser-ultrasonics, the source of
ultrasound is located at the surface of the material and detection of ultrasonic motion is
performed off the same surface, which eliminates, as it will be explained below, the
normalcy requirement of conventional ultrasonics.

We are reporting here the application of laser-ultrasonics to the detection of flaws
in polymer-matrix composite materials and to the detection of much smaller flaws in a
variety of materials, particularly in metals.

Principle of generation

The two applications reported here rely on different modes of generation. For polymer-
matrix composite materials, the flaws of interest are essentially delaminations between
layers or disbonds and are parallel to the surface. In this case a laser, such as the CO2
TEA laser, which gives distributed absorption below the surface (10 to 100 µm
typically) is used. Light penetration, which gives a buried acoustic source, conjugated
with a sufficiently large spot size (typically 5mm or more in diameter) produces the
emission of a longitudinal wave normal to the surface. This occurs independently of the
shape of the surface and of the orientation of the laser beam. Unless very high power
densities are used, the absorption of laser energy being distributed below the surface,
generation is performed without any damage to the material.

For the other application, based on data processing with the Synthetic Aperture
Focusing Technique (SAFT), a highly diverging ultrasonic wave is needed. In this case
a small generation spot is used producing by diffraction the divergence needed. An
ablation regime is also used and, according to the application, ranges from slight
ablation and surface removal of contaminants (dirt, oil) to stronger ablation leaving a
distinct crater on the surface. This regime produces much stronger emission than the
thermoelastic non-invasive regime and gives also a broad emission lobe for the
longitudinal wave centered along the normal to the surface instead of sharper lobes
directed at an angle.

Principle of detection

The ultrasonic waves, after reflection or scattering by flaws inside the material or the
back wall of the part, cause a small surface motion (typically in the range of one tenth
of a nanometer to a few nanometers). The technique uses a laser different from the
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laser used for generation to illuminate the area on the part where this motion occurs.
The pulse duration of this laser should be sufficiently long to capture all the echoes of
interest, which means for most practical applications a pulse duration of at least 10 µs.
The use of a continuous laser is not a proper choice, since in this case, most of the light
energy is obviously not used. The low power, which can in practice be obtained from a
continuous laser compared to a pulsed laser, results also into a much lower sensitivity.
We have developed a high power long pulse laser (typically 50 µs) based on Nd-YAG
technology which is described below.

The ultrasonic surface motion produces a small phase shift or frequency shift
(Doppler effect) in the scattered light, which is detected by an interferometric system.
Note that, by opposition to most laboratory applications of laser-ultrasonics reported in
the literature, the surface in the case of industrial use is usually rough and leads to a
scattered beam with a random distribution of intensity and phase, known as speckle.
Essentially, three approaches can be considered for detection: passive reference beam
interferometry (called also optical heterodyning), time-delay interferometry (called
also velocity interferometry) [4] and adaptive reference beam interferometry [5] (we
are only considering the detection of normal or out-of-plane motion, not the detection
of in-plane motion, which can also be detected by optical interferometry [6]). These
approaches are explained below and their principles are sketched in Figure 1 a, b, c.

As shown in Figure 1a, in the case of passive reference beam interferometry [4],
the surface of the inspected part acts as a mirror of the interferometer (represented here
as a Michelson interferometer, but other two-wave interferometers such as the Mach-
Zehnder can be used as well). The wave scattered by the surface that is affected by
speckle interferes with the reference wave as shown in the insert diagram of Fig. la.
Since the phase distribution across the scattered beam is random, the small phase shift
produced by ultrasound is nearly averaged out, except if the phase distribution has been
made sufficiently uniform by focusing onto the surface. Even in this case the final
result can be very variable since the intensity of the collected speckle spot interfering
with the reference beam is extremely variable. Therefore this technique presents many
difficulties for application in industry. Note also that focusing could damage materials
that are strongly absorbing (such as many polymer-matrix materials). Introducing an
optical fiber link for additional flexibility causes also several difficulties (critical
alignment, limitation of the transmitted power), since the fiber has to be single mode in
order to preserve phase coherency. The reference beam technique has however a broad
detection bandwidth essentially limited by the detector bandwidth. Note however that
the technique can be improved by cleaning the wave scattered by the surface from its
speckles by optical phase conjugation in a photorefractive crystal, using either a double
passage on the surface [7] or the Double Phase Conjugation Mirror scheme [8]. The
improvement is however limited, either by the increased attenuation caused by the
double passage on the surface or the slow response time of the Double Phase
Conjugation Mirror.

The principle of time-delay interferometry [4], which is a better scheme for
detection in an industrial environment, is shown schematically in Figure lb. In this
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technique the scattered light is frequency or phase demodulated by an optical filter, as
shown schematically by the insert of Figure 1b. This optical filter is in practice realized
by an interferometer giving time delay between the interfering waves. Note that in this
case, the probed surface is not part of the interferometer as such. Although two-wave
interferometers such the Michelson (represented in Figure 1b) or the Mach-Zehnder
can be used, they would be very bulky for efficient detection of frequencies in the 1-15
MHz range, most appropriate to our applications because of the long path delay
required. A multiple-wave interferometer, i.e. a Fabry-Perot, is then preferable and is
used in the systems we have developed. In the technique of time-delay interferometry,
when the interferometer used has a sufficiently large étendue or throughput (field-
widened Michelson or Mach-Zehnder or Fabry-Perot of the confocal type [9]),
adaptation of the delayed wave front(s) to the undelayed one(s) is automatically
realized. This technique then effectively uses many speckles for detection and focusing
onto the surface is not required. The collected light can also be coupled through a large
core multi-mode fiber for additional flexibility. A drawback that follows from the
principle of optical filtering is a non-flat detection bandwidth. This is however not a
severe limitation, since the interferometer can be designed to give sensitivity in the
frequency range of interest by adjusting the time delay or varying the reflectivity of the
mirrors (in the case of the confocal Fabry-Perot). One should also remember that
conventional ultrasonic inspection uses essentially bandwidth-limited devices for
emission and detection. The systems we have developed use typically 50 cm or one
meter long confocal Fabry-Perot with an optical bandwidth of typically 5 to 10 MHz.
Detected light is coupled to the interferometer by a large core multi-mode fiber having
an étendue slightly less the confocal Fabry-Perot. It should also be noted that a very
broad bandwidth extending towards high frequencies is obtained when the confocal
Fabry-Perot is used in reflection [10]. In this case the interferometer behaves likes a
two-wave interferometer in which the wave scattered off the surface and reflected by
the front mirror interferes with a reference wave without sidebands leaked by the
cavity.

However time-delay interferometry or the confocal Fabry-Perot scheme cannot
provide a flat response towards low ultrasonics frequencies (below 1 or 2 MHz). The
combination of broad frequency response only limited by the detector and speckle
insensitive detection is obtained by adaptive reference interferometry, the principle of
which is sketched in Figure 1c. A photorefractive crystal is used as an adaptive mixer
between the signal wave scattered off the surface and a reference wave diffracted by
the hologram produced inside the crystal. In order to have holograms which follow the
change of the speckle caused by vibrations and sample motion, as well as the risetime
of the detection laser pulse, semiconductors crystal have to be used (GaAs, InP, CdTe).
Recent developments pursued in association with the Institut d’Optique Théorique et
Appliquée/CNRS (Orsay, France) and Laboratoire d’Action Aquitaine en Apesenteur
(Bordeaux, France) have shown that this approach has an excellent sensitivity,
exceeding the one obtained with the confocal Fabry-Perot used in transmission and
approaching the ultimate sensitivity that can be obtained by interferometry [11].
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Figure 1. Schematic of the three possible interferometric detection techniques:

a. Reference beam interferometry: in some interferometric schemes the reference wave is

frequency offset by a RF frequency (heterodyne interferometers). The ultrasonic signal then appears as a

phase modulation at the offset frequency. The insert schematically represents the two interfering

wavefronts, when focusing is not optimized.

b. Time-delay interferometry: the principle is illustrated here with a Michelson interferometer

(which has been field-widened, as indicated by the dashed line box in the long interferometer arm), but a

multiple-wave interferometer such as the confocal Fabry-Perot is often preferable. The two inserts represent

the principle of demodulation and, schematically, the two interfering wavefronts which, in this case match

in good approximation.

c. Adaptive reference interferometry (two-wave mixing): the transmitted signal wave scattered

off the surface S is mixed with an adapted reference wave originating from the diffraction by the hologram

of the pump wave P derived from the laser. The interfering wavefronts and the signal modulation are shown

schematically.
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Detection of flaws in polymer-matrix composite materials

We first describe the system that has been developed and then present the numerous
results obtained with it.

DESCRIPTION OF THE SYSTEM DEVELOPED

The laser-ultrasonic system developed is made of two units, a detection unit and a
generation unit, linked by optical fibers and is sketched in Figure 2 [3,12-13]. The
generation unit comprises a TEA CO2 laser for ultrasound generation, optics for
coupling colinearly the generation and detection laser beams and large size optics for
collecting the scattered light from the surface of the inspected part. In addition, a two-
axis mirror scanner, the same size as the collection optics, is used for scanning across
the part. The generation spot is typically 5 mm.

The generation unit is linked by optical fibers to the detection unit comprising the
detection laser and the demodulating interferometer, which is a confocal Fabry-Perot
used in transmission. One fiber is used to transmit light from the detection laser, while
the other one is used to bring scattered light to the interferometer. Both fibers are
approximately 15 meters long and shielded. The detection laser is based on Nd-YAG
technology, provides long pulses (~ 50 µs long) at the repetition rate of 100 Hz, is
highly stable in frequency and has high peak power (~ 2 kW). The confocal Fabry-
Perot is one meter long and has an optical bandwidth of ~ 8 MHz. A PC computer
controls the optical scanner and houses a sampling card for digital acquisition of the A-
scans. Specially developed imaging software is then used to display C-scans and B-
scans.

The system we have developed operates at a distance of ~ 1.5 m between the
surface and the optical scanner and can scan from a fixed system position an area of ~
1.8 m x 1.8 m or even larger depending upon the scattering properties of the surface.

Such a system is commercially available. In more recent developments, a system
that allows the scanning of much larger surfaces was assembled by UltraOptec for the
US Air Force. By mounting the generation unit at the end of the arm of a gantry robot,
parts of the size of a wing can be inspected. This system includes also a distance-
measuring device to determine at the same time during the scan the shape of the part.
This system is associated to a 3-D imaging software that allows visualizing part shape
and ultrasonic results at the same time (as shown in Figure 4 below).

Finally, note that the confocal Fabry-Perot used in the system described above
could advantageously be replaced now by the recently developed adaptive
photorefractive reference interferometer. With this novel detection scheme, we have
demonstrated that deeply buried flaws are more easily detected, as expected from the
increased sensitivity at low ultrasonic frequencies [14].
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Figure 2: Schematic of the system developed for composite materials inspection

RESULTS OBTAINED ON COMPOSITE PARTS

The use of the system described above with the confocal Fabry-Perot receiver has been
demonstrated on parts of more than one meter across and on a large variety of smaller
parts with acute curvature [3,12-13]. These parts included laminates of various
thicknesses (from a few plies to a thickness of more than one inch), made of various
materials (graphite epoxy, kevlar epoxy, glass epoxy), with a bare surface or a painted
surface. Specimens with slopes and comers and parts with U-shape, T-shape and sine
wave cross sections were also tested. The technique was also demonstrated on various
honeycomb structures. Defects such as porosity, disbonds, delaminations and impact
damage can be detected.

As an example we show in Figure 3 the detection of the delaminations caused by
an impact on a flat specimen. The specimen was impacted at 4 locations with various
amounts of energy. Delaminations were produced at two locations as shown by laser
ultrasonic inspection. As a second example, in a 3-D view, we show in Figure 4 the
results of the inspection of a contoured specimen, which has a U-shape and has
implanted flaws at various depths along two flat surfaces and along one corner. The
various implanted flaws, including the ones implanted along the corner, are all clearly
located. A thickness increase when going through the comer is also observed.

INSPECTION OF A CF-18 PLANE IN A MAINTENANCE HANGAR

These tests were performed at the Canadian maintenance facility for CF-18 fighters and
conducted on a plane that had already been serviced and inspected according to the
prescribed maintenance procedure (using in particular manual ultrasonic inspection)
[12-13]. It was in a flying condition and fully loaded with fuel. It had not been the
object of any particular preparation for laser ultrasonic inspection.
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Various parts of the aircraft fuselage, wing and stabilizer were inspected. We are
presenting here, as example, only one result obtained on the horizontal stabilizer, which
is a complex composite structure with an aluminum honeycomb core (see Figure 5
below). The laser-ultrasonic inspection reveals the complex inner structure of this part.
As should have been expected, since the plane had gone through complete inspection
before our tests, we did not find any important flaw over the whole airframe, which
would have required a repair. Only a small defect was found, of a size well below the
critical size requiring corrective action.

Figure 3: Laser-ultrasonic C-scan image of the damage produced by an impact on a graphite-epoxy

laminate. Right: time-of-flight C-scan, left: B-scan though the severe impact.

Figure 4: Laser ultrasonic time-of-flight C-scan of the comer part shown in 3-D.
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Figure 5: Laser-ultrasonic C-scan image of the edge of the horizontal stabilizer of a CF-18.

Detection of small defects by laser-ultrasonics and SAFT processing

The system described above uses broad laser spot illumination (typically 5 mm in
diameter) and produces an ultrasonic beam with little divergence. Its resolution is
essentially limited by the size of this spot, so it is inadequate for detecting small defects
of size of 1mm and less. On the other hand, if the laser beam is focused onto a small
spot, a strongly diverging wave is obtained, leading also to poor resolution for the
detection of deep flaws. In conventional ultrasonics, the detection of small buried
defects is achieved by focusing the acoustic field with lenses or curved transducers or
using a computational technique that basically consists in performing the focusing
numerically, the Synthetic Aperture Focusing Technique (SAFT). We are reporting
below the use of SAFT coupled to laser-ultrasonics to detect small flaws [15].

PRINCIPLE OF SAFT

We assume that the generation and detection beams are focused at the same location
onto the surface. By scanning the beams or moving the part fixed on an X-Y translation
table with discrete and equal steps, a 2-D mesh at the surface of the specimen is
obtained. As shown in figure 6, if a pointlike flaw is present at point C located at a
depth z within the sample, this flaw re-radiates the acoustic field originating at point
M i.  The acoustic signal S(Mi,t) received at any point Mi in the measurement mesh
exhibits a peak at time t = 2di /v, where v is the longitudinal acoustic velocity in the
material and di the distance CMi. Consequently, the summation

(1)

separates the points C where superpositions build up and flaws are present, from the
points C where no coherent superposition occurs and the material is sound. Moreover,
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the function Σ (C) increases the signal-to-noise ratio for the detection of flaws by the

factor where N is the number of points Mi in the measurement mesh aperture (the
synthetic aperture).

Figure 6. Principle of SAFT.

It can be shown that SAFT processing leads to improved lateral resolution while
maintaining depth resolution. These resolutions are respectively:

(2)

where ∆ t is the ultrasonic pulse duration and a is the dimension of the synthetic
aperture. In practice, the strength of ultrasonic wave emission and the detection
sensitivity both decrease away from the normal to the surface, so that the total opening
angle of the synthetic aperture is limited to roughly 60°, which means a ~ z.

This data processing approach, while straightforward in its principle and
implementation, is not very efficient and is very computation intensive. For this
purpose, we have developed a better approach performing data processing in the
Fourier domain (F-SAFT). This approach benefits from the Fast Fourier Transform
algorithm and leads to reduced processing time [16-17].

DESCRIPTION OF THE LASER-ULTRASONIC SETUP AND OF THE TEST
SPECIMEN

The generation laser was a short pulse (≈ 5 ns) Q-switched Nd:YAG laser operating on
its fourth harmonic and producing slight ablation at the sample surface. Detection used
the long pulse Nd:YAG laser mentioned above and a confocal Fabry-Perot
interferometer. The generation and detection lasers were focused onto the flat surface
of the specimen at about the same location. For practical reasons, an X-Y translation
table was used to move the tested parts instead of scanning the laser beams.

The test specimen was made from a 40 x 16 x 7 mm aluminum block. One of its
surface was machined to obtain a non-planar back surface, as shown in figure 7. To
simulate buried flaws, two flat-bottom holes of 1 and 0.5 mm in diameter and 1.5 mm
deep were drilled from the back surface. The step size of the scan was 0.1 mm and the
scanned area was about 25.4 x 10 mm. The generation and detection spot sizes were 0.1
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mm and 0.3 mm respectively. For each node Mi of the measurement mesh, an A-scan
was collected, digitized and stored in the computer memory.

Figure 7: Pictures of the test specimen, left: side view, right: top view.

EXPERIMENTAL RESULTS OBTAINED ON THE ALUMINUM TEST SPECIMEN

An improvement to the raw data was first obtained by applying a high pass filter with a
cut-off frequency of 4 MHz on the signals, to remove any offset and low frequency
surface waves. The filtered data were then processed using the F-SAFT algorithm and
figure 8 shows C-scans of both the filtered and F-SAFT processed data. Each C-scan
was obtained by selecting the peak-to-peak value from each A-scan in a narrow gate at
depths between 5.2 and 5.7 mm corresponding to the bottom of the holes. The profiles
along a line crossing the holes on these C-scans are also shown. When compared to the
filtered data, the F-SAFT processed data show strong improvements of the detectivity
and of the lateral resolution of the flat-bottom holes. The temporal width of the
ultrasonic pulse extracted from the backwall echo was ∆t = 90 ns, which yields lateral
and depth resolution estimates from equation (2) of ∆x ≈ 0.6 mm and ∆z ≈ 0.3 mm, in
agreement with experimental observations.

a b

Figure 8: C-scans and profiles of the (a) filtered and (b) F-SAFT data.
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B-scans of the filtered and F-SAFT processed data are shown in figures 9a and 9b.
These two images show that SAFT processing can also be used to resolve the contour
of a non-planar back surface. In figures 9c and 9d, the B-scans are taken through the
0.5 mm diameter flat-bottom hole and both the contoured back surface and the flat-
bottom holes are still resolved. With prior knowledge of the part shape, the laser-
ultrasonics SAFT technique can also be applied to samples with contoured front
surfaces. Quite clearly from these results, F-SAFT processing has brought a very
significant improvement to defect detection and sizing and to the resolution of the
backwall contour. It should be mentioned that the SAFT processing cannot be
performed in real-time since it requires all data from the measurement mesh to operate.
As an example, the F-SAFT processing time for this experiment was about 20 minutes
on a PC Pentium Pro, 200 MHz under Windows NT for an initial data set of 255 x 101
A-scans of 301 data points ( ≈ 7.7 x 106 data points) and for reconstruction at 151
depths.

Conclusion

We have developed new technology for detecting flaws in materials that allows
ultrasonic inspection in cases where conventional ultrasonics had severe limitations or
was not applicable at all. This technology has been applied to the detection of defects in
polymer-matrix composite materials and it has been proven to be very effective,
particular in the case of complex geometries. It is now commercially available.

We have then addressed the detection of defects smaller than the ones generally of
interest in composite materials by coupling laser-ultrasonics and SAFT. We have
demonstrated an improvement of lateral resolution and of the signal-to-noise ratio.
With previous knowledge of the part shape the technique can be applied to parts with
complex geometries.
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Figure 9: B-scans of filtered (a,c) and F-SAFT processed data (b,d) from the aluminum test specimen. The
B-scans of figures 9c and 9d were taken through the 0.5-mm diameter flat-bottom hole.
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Abstract

The electronic Holographic Moiré is an ideal tool for micromechanics studies. It does
not require a modification of the surface by the introduction of a reference grating. This
is of particular advantage when dealing with materials such as solid propellant grains
whose chemical nature and surface finish makes the application of a reference grating
very difficult. Traditional electronic Holographic Moiré presents some difficult
problems when large magnifications are needed and large rigid body motion takes place.
This paper presents developments that solves these problems and extends the application
of the technique to micromechanics.

1. Introduction

In [1] one of the authors presented a method to measure displacements and to obtain
strains in the microscopic range by using electronic holography. This method can only
be used in static problems. The method is based on repeated measurements of a
specimen under the same conditions. This paper presents a different approach. A similar
optical arrangement is utilized but the actual data processing method has been changed
so that dynamic measurements can be performed.

2. Review of the Foundations of the Method

Recording holographic interference patterns via a CCD camera and the reconstruction of
those patterns by electronic means are referred to in the literature as holographic TV,
electronic holography, electronic speckle pattern interferometry. The patterns are
recorded in the same way as in conventional lens holography with an almost in line
reference beam. The fringe interpretation is the same as in conventional holographic
interferometry. The basic equation of holographic interferometry is valid,
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φ = 2π
( d • s)

λ

(2)

(1)

where φ is the phase angle corresponding to a point in the region of analysis, l is the
wavelength of the illuminating light, d is the displacement vector of the considered point
and S is the sensitivity vector. In most of the currently utilized systems, the recovery of
the displacement information is done by a method that is very similar to the method
proposed initially by Leendertz [2] in speckle interferometry. This technique is based on
the correlation of the speckle patterns corresponding to the initial or unloaded condition
and the final or loaded condition. A complete description of this technique and examples
of its application can be found in [3]. A computer version of this technique has been
given in [4]. In [5] a different approach is presented. In [6] a procedure based on the
precise relocation of a specimen by a control system, via fiduciary marks is presented.

2.1. HOLOGRAPHIC MICROSCOPY

The use of holography in microscopy has been the object of extensive studies.
Holographic microscopy has also been applied to many different technical and scientific
fields. The different applications shows the versatility of holography as a tool in
microscopy, but at the same time they reveal the enormous difficulties there are to
obtain optimum conditions. Most of the effort has been placed on eliminating the
speckles to get adequate resolution. In the application that we are analyzing the
information is encoded in the speckles, therefore we must preserve them. The resulting
image will be of poor quality, thus the problem has to be approached in the following
way. A white light image of the region of interest must be recorded to obtain the
features of interest. The images to measure the displacements must be recorded with
coherent light. Afterwards the displacement field must be related to the surface features.
The speckle visibility must be optimized to obtain the displacement information with
optimum signal to noise ratio. The speckle visibility depends on many variables and
requires a complex statistical analysis. However, an elementary analysis can be
employed to get an insight on the main variables controlling fringe visibility. The
equation

expresses the intensity in the image plane of the recording lens system. In (2), r is the
polar coordinate of a point in the object plane and r’ is the coordinate of the same point
in the image plane, the term A(r) eiφ (r) represents the object field and k(r,r’) represents
the spread function of the imaging system. The spread function defines the area of the
object that contributes to the image at a given point of the image. The other factor
defines the amplitude and phase of the region of influence determined by the spread
function. The amplitude variations depend on the changes in reflectivity and phase of
the surface. In turn, these quantities depend on the statistical properties of the surface.
The larger the changes of phase and reflectivity are in the area of influence of the point
under observation, the greater are the changes of intensity in the image, causing speckles
with more contrast.
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2.1.1. Basic Properties of the Microscope
The basic properties of interest are:
a) Displacement resolution
b) Spatial resolution
d) Magnification
e) Depth of focus
The displacement resolution depends on the configuration of the optical system. We are
interested in the in-plane displacements consequently the double illumination technique
is used. Since we have two beams that act as reference beams to each other, no
additional reference beam is necessary. Calling θ the angle of the beams with the normal
to the surface that at the same time is the direction of observation we get,

∆ d =
λ

(3)2 s i nθ

One important consideration in making microscopic measurements is the fact that since
the region under observation is small, even if the strains are high, the displacements will
also be small. We can see that the sensitivity is limited by θ and by the wavelength of
the light. The spatial resolution ∆s is related to the numerical aperture (NA) of the lens
system through a relationship of the form,

∆s∝NA
– 1

(4)
The above equation indicates that to get the best resolution possible the NA must be
increased. There is another requirement, depth of focus ∆z ,

∆ z ∝ NA– 2
(5)

This implies that if we increase the NA to get the best resolution possible we lose depth

(6)

(7)

and the longitudinal size ∆ l,

of focus. The transversal size of the speckle is given by,

∆ p ∝ NA
–1

∆L ∝ NA– 2

3. Techniques to Obtain
Displacement Information

As shown in Fig. 1 we have a
specimen that is i l lumina t e d
coherently by four symmetrically
oriented beams. The microscope
focuse s  t he  su r f ace  o f  t he
specimen onto the CCD camera
sensor. If we consider a region
within the area of influence Figure 1. Set up
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defined by equation (2), the total light amplitude reaching this region is made out of four
components. We have four beams, two in the x-direction and two in the y-direction.

in the x-direction and in the y-
direction. In these equations the E’s represent the amplitudes of the illumination beams,
and the φ’s represent the phases in the same region. If we assume that the two
orthogonal systems of illumination are non coherent (direction of polarization
orthogonal to each other), the intensity gathered in the region will be,

(8)

where Let us assume that a
deformation has been applied to the specimen and that this deformation leaves the E’s
substantially unchanged and only causes phase changes. The second exposure results in
an intensity distribution,

(9)

where,

(10)

(11)

In the above equations fp = 2π sin θ /λ and u, v are the components of displacement
parallel to the x and y directions respectively. The intensities are converted into
voltages, and without loss of generality can be considered proportional to the received
intensities. A non-linear recording will produce [7] additional harmonics that can be
removed by spatial filtering. By subtracting the signals to remove the background term
we obtain,

(12)

Expanding the difference of the cosines, and taking the Fourier transform of (12),
calling ξ and η the coordinates in the frequency space with the notations,

(13)

(14)

(15)

And similar definitions for Ay (ξ ,η)and Dy ( ξ ,η) we get,
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(16)

where ⊗ indicates convolution. The quantities in brackets are the FT of random signals
(speckles) convolved with a deterministic function that contains the displacement
information. Our purpose is to separate the spectra of the functions that contain the
displacement information from other spectral components. The approach presented here
is to re-establish the correlation between the unloaded and the loaded images by a
procedure that is a generalization of the optical technique described in [5].
With the notations,

(17)

(18)

(19)

(20)

we can write equation (12) assuming that a displacement dx is given to the loaded
recording,

( 2 1 )

If we take the FT (the FT is indicated by the bar quantities) of (21), and replace the
subtraction by the addition with a phase change of π we obtain,

(22)

if we neglect the effect of the displacements caused by the deformations ∆x= dx and the
argument γ is,

(23)
Then by squaring (22),

(24)

where,

and
(25)

(26)
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H (ξ,η) is a random function (speckle pattern) and C is a visibility term that provides the
visibility of the fringes formed in the frequency space [8]. If we take the FT of (24),

(27)

To illustrate the formation of fringes in the frequency space the orthogonal patterns
shown in Fig.2 were created. An initial image was recorded and then separately two
recordings were made with shifts in the x and y directions. The FT’s of the subtracted
images were computed and then added bringing forth Fig. 2. If we take the FT of the
pattern in Fig. 2 we get the spectrum of the fringes in the frequency space, Fig. 3. The

Figure 2. Fringes in FT space.

Figure 3. Spectrum of the fringes.
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distances of the spectrum peaks in the x and y directions to the origin of coordinates
provide the displacements dx and dy. If the image
in Fig. 2 is filtered, we get Fig. 4 that displays the
pattern of fringes without the background noise.
Each time that the fringes have a minimum, for
example in the x-direction,

2 n –1
ξ = (28)

2 d x

the patterns in the initial and in the loaded
conditions are re-correlated as it can be concluded
from equation (22). When the following
relationship is satisfied, Fig. 5,

Figure 4. Filtered system of fringes.
(29)

where f o is the central frequency of the spectrum of the displacement fringes, the
spectrum is located in its correct position. At any other minimum the fringe pattern will
be shifted of a certain frequency shift ∆ξ with respect to the central frequency fo as
shown in Fig. 6. If we select a displacement such that the correlation occurs at the
frequency ξ1, then we filter the spectrum at this frequency we get,

(30)
and

( 3 1 )

Calling x, after squaring we get the signal displayed in the monitor,

(32)

If we integrate the speckle pattern in the x-direction and use the notation

(33)

the signal has the form,
V ²(x,y) = I[1 – cos β] (34)

We have a pattern of fringes that contains the displacement information in the x-
direction and have a visibility of one. The fringes will have minima at points where
β = 2nπ and maxima every time that that β = (2n+1) π. These fringes contain a carrier
frequency and to remove it one must know the central frequency of the spectrum of the
fringes. If one has an estimate of the central frequency one can use two frequencies f1

ƒ
0 = ξ 0

=
1

2 d x
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Figure 5. Filtering in the FT space.

(a) (b)
Figure 6. (a) Frequency space. Spectrum corresponding to the fringe in the physical
space. (b) FT of the frequency space. Spectrum corresponding to the displacements in
the physical space.
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and f2 above and below the central frequency and by successive steps reach fotaking into
consideration that the phase will remain stationary at fo .

3.1. ALTERNATIVE TECHNIQUE TO RECOVER THE DISPLACEMENT
INFORMATION

In the preceding sections, the spectrum of the displacement fringes was recovered by
shifting the loaded image with respect to the unloaded of a given amount. An alternative
technique for recovering displacement information can be used in the case when large
magnifications are utilized and the individual speckles cover several pixels. This
technique is carried out by means of fiduciary marks. These marks allow the two
images to be re-positioned within one pixel, and thus the recovery of the displacement
information can be achieved. The phases of the individual speckles in the unloaded and
the loaded positions are determined [9]. The subtraction of these phases will yield,

(35)

The phase differences are encoded on a carrier,

(36)

where fcx is the carrier frequency in the x-direction. The spectrum of the displacement
fringes is encoded in the fringes and can be recovered by filtering and removing the
carrier.

4. Applications

Our example deals with strain measurements carried out on propellant grain tensile
specimens. A system for testing tensile specimens was designed and built. The system
consists of Fig. 1: a) a loading frame with micrometric motions in three orthogonal
directions, b) an optical fiber interferometer, c) a microscope connected to an electronic
system. The fiber optics interferometer consists of a solid state laser whose output goes
to four fibers that produce four collimated beams to measure displacements in two
orthogonal directions. The fibers are not polarization preserving fibers but light
polarization was adjusted by bending the fibers and separately matching the polarization
of the horizontal beams and of the vertical beams. The observation system uses a
microscope and it is possible to perform measurements in the range of few hundreds of
microns up to 3 mm, maximum size of the area illuminated by the fiber optics system.
The basic characteristics of the illumination system are as follows: a) angle of
illumination θ = 45°, b) wavelength of laser λ = 0.635 µm, c) displacement sensitivity
∆ d = 0.447 µm. Fiduciary marks on the specimen surface were used to restore the
position of the loaded image. Many measurements were carried out on these specimens.
For this paper, we are going to concentrate on the micromechanics measurements.
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Propellant grains are a mixture of a rubber matrix with crystalline particles embedded in
it. A binder is added to the particles to insure the adherence of the particles to the
matrix. The surface of the propellant is extremely rough and the numerical aperture of
the lens (NA) in the measurements carried out in this work was limited by this
circumstance. The large particles in the propellant are about 400 µm in size and of
prismatic shape. Measurements were carried out at two different magnifications. In the
first magnification the pixel size in the y-direction was ∆y = 1.83 µm and in the second
magnification applied ∆y = 0.834 µm. The NA for the second group of measurements
was NA = 0.0253. The speckle size was determined in three ways, directly by
measurements in the image plane, by computation and by measuring the diameter of the
halo in the frequency space. The three determinations yielded very close numbers
around 15 µm for the pixel diameter. For this study, measurements were performed in a
region of a tensile specimen where a particle was present. Since the particle has Young’s
modulus that is four orders of magnitude bigger than the rubber matrix, the particle can
be considered as rigid. During the computation of the strains, the particle was
considered as an internal boundary. Fig. 7a shows the strains in the axial directions for
the image filtered at the central frequency determined by successive approximations, for
the stress level in the tensile specimen of σ = 78 KPa. Fig. 7b shows the results of the
same measurement by re-correlating the image using a displacement that satisfies
equation (29). Fig. 8a shows the strains determined by introducing a displacement that
moves the spectrum of the signal to the 12 harmonic. Fig. 8b shows the strains when the
spectrum is displaced to the 16th  harmonic. In view of the difficulties involved in
performing micromechanics measurements, the different patterns agree reasonably well.
Fig. 9a shows the region around the particle for the stress level σ = 39 Kpa. The strains
in this region were determined by re-correlating the spectra of the unloaded and the
loaded recordings, obtained with the magnification yielding ∆y = 1.83 µ m. Fig. 9b
shows the strains in the same region obtained with a different magnification (∆y= 0.834
µm). The two strain distributions agree well. To get the strain distribution shown in Fig.
9b the phases of the unloaded and the loaded images were computed, subtracted and
then the phase difference was encoded in a carrier. The strains were obtained by
differentiating the carrier [9] and removing the strain equivalent to the carrier frequency.
In all the previous cases of fringe analysis the region of the gradients between the matrix
and the particle are poorly resolved. It is not possible with the equipment at hand to have
a broader view of a region and at the same time to obtain accurate spatial resolution if a
steep gradient is present. The CCD camera has sensors at a given distance, so the
frequency resolution in the frequency space depends on the size of the regions analyzed.
To illustrate this point two regions of the particle-matrix boundary are analyzed. At the
side of the particle the strain parallel to the particle (axial strain), must be zero at the
surface of the particle and then it should build up to the value in the field. In Fig. 9 b the
analyzed section is shown. Fig. 10 shows the first 50 µm of the boundary of the particle
matrix. Fig. 11 shows the strains along the indicated cross-sections. At the end of the
particle there is continuity of the stress and therefore the strain must jump to the
prevailing value of the matrix, Fig. 9b shows the area that is analyzed. Fig. 12 shows the
details of the region and Fig. 13 shows three cross sections.
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(a)

(b)

Figure 7. Strains in the y-direction (longitudinal direction)
in a region of a particle embedded in a rubber matrix.

(a) Filtered image at the frequency fo = 8 harmonic.
(b) Filtered image (shifted 30 pixels) fo1 = 8 harmonic.
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(a)

(b)

Figure 8. (a) Filtered image (shifted 20 pixels) f2  = 12 harmonic
and removing the carrier fringe with (4th harmonic)
to obtain fo = 8 harmonic.

(b) Filtered image (shifted 15 pixels) f3 = 16 harmonic
and removing the carrier fringe with (8th harmonic)
to obtain fo = 8 harmonic.
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(a)

(b)

Figure 9. Strains in the y direction σy = 39 kPa
a) Obtained by recorrelation and filtering ∆y= 1.83 µm.
b) Obtained by speckle phase subtraction and filtering

∆y=0.847µm.
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Figure 10. Strains at the right boundary of the particle region shown in Fig. 9b.

Figure 11. Cross sections of the strain distributions shown in Fig. 10.
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Figure 12. Strains at the lower boundary of the particle section shown in Fig. 9b.

Figure 13. Cross sections of the strains shown in Fig. 12.
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5. Discussion and Conclusions

The presence of large speckles in the field has a significant impact on the data
processing particularly if the speckles have low modulation or if there are sudden
changes of phase. These features introduce phase errors that are averaged by the filtering
process. More work needs to be done to introduce standard procedures required to
overcome the different problems that are encountered. In spite of all the obstacles that
are posed by the characteristics of the propellants surface, valuable micromechanics
information has been gathered and some of the obtained results are confirmed through
data obtained by other means.
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Abstract : Laser stereolithography deals with the manufacture of three-dimensional
objects that are made by space-resolved laser-induced polymerization. In order to
obtain three dimensional microobjects, we developed a new microstereolithography
apparatus based on the use of a dynamic mask-generator which allows the manufacture
of a complete layer by only one irradiation, the part being manufactured layer by layer.
This process uses a broad-band visible light source, that leads to the elimination of
speckle effects resulting from the conventional use of a laser beam. A lateral resolution
of 2 µm * 2 µm has been demonstrated with this new process.

Introduction

Microtechnologies started a few centuries ago with the watch-making industry. The
manufacturing of clock components has led to constant progress in the design of new
mechanisms, as well as in the development of new technologies. Such a domination of
mechanics as regards miniaturization and precision continued until the recent
appearance of microelectronics, about 30 years ago : microelectronics technologies
have been developed to improve miniaturization, in order to manufacture higher
density integrated electronic components. This leads to a higher functional frequency
due to shorter displacements of charge carriers inside the structures.

Nowadays, the same microfabrication processes are beginning to be applied to the
manufacture of integrated mechanical systems on silicon chips. Such microsystems are
called Micro Electro Mechanical systems (MEMs) and can lead to many applications
such as micromotors, microsensors, microactuators, micropositioning systems [1-4]…

The main limitation of these processes is that they can be adapted only to
manufacturing planar components presenting a maximal thickness of about 20
micrometers. Then, several recent processes have been developed to manufacture thick
micro-parts. The most successful is the so-called LIGA process, based on deep-etch x-
ray lithography and subsequent replication processes like electroforming and molding
[5]. However, the use of a synchrotron source leads to limitations because of its
expense and avaibility constraints. A new negative-tone near-UV resist (IBM SU-8)
has been recently designed specifically for ultrathick, high-aspect-ratio MEMs-type
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applications, based on a low-cost LIGA-type process [6]. Because they are
lithography-based, the main limitation of these LIGA-type processes is that complex
shapes cannot be made easily, in particular ones with curved surfaces, or many layers.

This is why applying stereolithography (SL) to the field of micro-fabrication
appears to be an attractive alternative process to the manufacture of real three-
dimensional microobjects with complex shapes.

After recalling the principles of the SL technique, we briefly present previous
research concerning applications of SL to microtechnics. Lastly, we describe a new
apparatus of micro-SL, which is based on the use of a broad-band visible light source.

2. The Stereolithography technique

Stereolithography [7] is a process which has been performed to manufacture three-
dimensional objects, mainly for rapid prototyping applications.

The basic principle is a space-resolved light-induced polymerization, consisting of
a liquid/solid phototransformation. Current machines work by laying down a thin layer
of resin and shining the proper wavelength of light on it in a pattern that describes the
two-dimensional shape of a single cross section of the object to be built. Once a single
cross section is built in this way, a new layer of resin is applied and the process is
repeated. Then thin layers made of solidified photopolymer are stacked from bottom to
top to create complicated three dimensional shapes, leading to true 3D microparts
obtained quickly and with no assembly. Finally, a scraper is also used to ensure a
homogeneous thickness of the new liquid resin layer, each time the process is repeated.

Figure 1. The conventional SL process

Once the object to be built is designed (generally using Computer Aided Design
processes), it is then numerically sliced to define the different cross sections of the
object to be manufactured. Then, the numerical data defining each of the sections are
sequentially sent to the machine, in order to built them.
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Two principal kinds of SL processes can be distinguished up to now, depending on
the way is built the cross section . The first, which can be considered as conventional,
is based on the vectorial tracing of each layer of the object by moving a focused laser
beam over the surface of the resin (Fig. 1). Galva-mounted mirrors are then used, and
the light is shut off by a mechanical shutter during jumps of the laser beam between
different polymerized segments, or when a new layer of liquid monomer is made. A
dynamic focusing lens is used to ensure the laser beam is exactly focused on the resin
surface, at any place on it.

The second kind of process allows one to build a complete layer by only one
irradiation, by imaging its pattern directly with a masked lamp. But this needs to define
a mask each time the pattern is changed, and to use a laser beam with much stronger
intensity.

When compared to the conventional machining techniques, SL has the advantages
that it needs neither molds nor tools, and the parts can have almost any shape. It is used
principally in the rapid prototyping field; the manufacturing industries which are
already using this technology include automotive, aerospace, and medical industries.
The manufactured objects have a typical volume of about a few dm3 with a spatial
resolution of 100 µm.

3. Extension to micro-Stereolithography

To improve the accuracy obtained by the SL technique for manufacturing three
dimensional microobjects, several processes have been studied [8,9]. In order not to
introduce moving elements which can lead to a loss of resolution, no galva-mounted
mirrors nor dynamic focusing lens to deflect and focus the light beam are used. The
focus point of the light beam then remains fixed on the surface of the resin, while an x-
y positioning stage moves the resin reactor in which the object is made. But the reactor
must be translated very slowly to ensure the required stability of the surface of the
liquid resin during the polymerization step. The main limitation of this process is that it
takes longer to manufacture a layer, compared to the use of galva-mounted mirrors.

This is why a new process of micro-stereolithography (µ-SL) technique has been
developed in our laboratory [10], which allows us to manufacture a complete layer by
only one irradiation, the three-dimensional microobject being still manufactured layer
by layer. As already shown in Ref. [10], this type of µ-SL process presents a number of
advantages, which will be briefly described now.

First, the limitation to only one moving operating element leads to a good stability
during the curing step. Moreover, the light flux density on the surface of the resin is
low compared to that is used with vectorial processes which are based on very fast
displacements of a strongly focussed laser beam on the surface of the resin. As a
consequence, thermal-induced problems can be considered as negligible. Finally, the
process has the potential of being much faster than classical vectorial processes, since
the irradiation of an entire layer is enacted simultaneously.
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The major disadvantage of this process is that the liquid crystal matrix allows poor
transmission for ultraviolet (UV) light. So, it is necessary to use a light source emitting
in the visible spectrum and consequently to use a photochemical mixture which is
photosensitive to these wavelengths [11].

An initial apparatus has been constructed using a coherent and visible light source
(Ar+ laser emitting at 515 nm). It used a liquid crystal display (LCD) as a dynamic
mask generator [10].

Complex objects have then been obtained with a resolution of 5 µm in the three
directions of space [11]. Prototypes of microactuators having a distributed elasticity
and made of multiple imbedded springs have also been realized. As an example, Fig. 2
shows such a microactuator which was moved by using shape memory alloy (SMA)
wires in the clamping areas [12].

Figure 2. Photograph of a distributed elasticity microactuator after SMA wire assembly [12]

4. Micro-Stereolithography using a dynamic mask generator and a non coherent
light source

We are now developing a new µSL apparatus still based on the use of a dynamic mask
generator, but using a non-coherent broad-band halogenic light source. There are in
fact several tradeoffs between using a masked enlarged laser beam versus a masked
lamp to cure the layers of photopolymer resin :

• A laser is potentially more energy efficient, since a lamp generates much useless
light outside the range of frequencies to which any particular resin is
photosensitive.

• There is some evidence that monochromatic light, as generated by a laser, yields
more uniform-in-depth curing for thicker layers, but the gaussian intensity
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distribution of such a laser beam leads to non uniform curing in the covered mask
area.

• The coherence of a laser beam leads to a strong local inhomogeneity of the
projected image, due to speckle effects.

• The broad spectrum of a lamp means that it can be used with many different
resins, whereas a laser must be used with resins specifically tuned to its frequency.

• The use of a lamp strongly decreases the production cost of the microparts.

Thus, it may be attractive to conceive a new µ-SL machine from a broad-band visible
light source.

4.1. EXPERIMENTAL SETUP

The experimental setup of the process is given in figure 3. The beam is issued from a
conventional halogenure light source (dataprojector-based). After its propagation
through the computer-controlled liquid crystal display (L.C.D) which contains the
pattern of the layer, the beam is then reduced and focused on the surface of the
photocurable resin. As in Ref. [10], a LCD is then used as a dynamic mask generator.
By connecting a computer to this device, we can set every pixel either to its transparent
or to its opaque state by changing the orientation of molecules composing it. The
contrast ratio of about 1:100 of the LCD is sufficient to use it also as a shutter (all the
pixels are then in their dark state).

Figure 3. µSL device using a mask-generator display and a non-coherent light source

Contrary to the conventional SL process, no scraper can be used to add a layer of
reactive medium on the surface of the part being manufactured because such a device
could damage the microobjects during their manufacture. So, the time to obtain each
new horizontal fresh layer of resin depends mainly on its rheological properties. As a
result, only low viscosity photocurable resins can be used.
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4.2. SPATIAL RESOLUTION

4.2.1. Longitudinal resolution measurement

As in Ref. [11], longitudinal resolution has been evaluated by measuring the depth of a
single layer polymerized beam, manufactured under real operating conditions of the
apparatus. We note that the cured depth has to be a little greater than the actual
thickness of the layers that form the object, in order to allow a partial overlapping of
the layers so that they can be joined together.

The polymerized beam has been inserted in a simple object with a « U » shape (see
Fig. 4). Such an object can be manipulated without fear of breaking the polymerized
beam.

Figure 4. Supported beam to measure the longitudinal resolution

The experimental results are presented on Fig. 5. They give the evolution of the
cured depth versus the irradiation time, showing clearly that the cured depth increases
with irradiation time.

We have chosen to work with polymerized depths which are large enough to be
manipulated without breaking. In fact, during the last step, there are strong strains on

Figure 5. Cured depth versus the irradiation time
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the beam due to the effect of capillarity-type forces between the surface of the liquid
resin and the object. However, during the normal manufacturing of multilayer 3D
objects, the thickness of each layer can be as low as 5 µ m because the object is never
removed from the resin during the process.

The experimental results seem to be correct even if the washing operations, using
solvents, needed before the measurement of the beam depth can damage it or cause
deformations. However, the damage that can be caused by washing operations is
strongly reduced when manufacturing complex objects. This is due to the overlapping
of the layers, which gives a better mechanical quality to the part.

4.2.2. Transversal resolution measurements

In order to make transverse resolution measurements, we used an optical
microscope that allows us to obtain the size of pixels that are contained in the image.
For instance, the minimal obtained size of pixels is 2 µm x 2 µm. Fig. 6 gives an image
of a single layer object and a detail of this object, showing the transverse resolution and
the reliability of the process.

Figure 6. Example of a single layer object manufactured by the new process ;
images obtained by an optical microscope.

5. Conclusion

We have proposed a new apparatus using a mask-generator display and a broad-band
visible light source. It seems to be a very interesting process allowing one to
manufacture small 3D micro-objects with complex shapes.

Currently, we are beginning to produce various small 3D objects made of many
layers. The insertion of shape memory alloy wires in particular 3D polymer structures
will allow the manufacture of new types of microactuators for micro-robotic
applications.
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Abstract

The paper deals with the deflection measurement of membrane of the semiconductor
pressure sensor under load. Optical interferometry was applied to measure deflection.
On the base of obtained deformation the state of stress in the membrane is determined.
Description of the experimental set-up, results and the analysis of measurement
accuracy are presented.

1. Introduction

Semiconductor pressure and acceleration sensors are micromechanical structures (like:
shells and beams) created in silicon plate. The operation principle of such devices is
based on transformation of mechanical quantity into electrical signal. In the case of
piezoresistive sensors applied load creates the state of stress in mechanical structure
and causes the change of electrical resistance of resistors.

Designing of sensors demands creation of the model which enables determination
of mechanical and electrical values. Nowadays modelling of structures of micro-
mechanical sensors is based on finite elements method. Until now there was a lack of
independent measurement of sensor deflection under applied load [1, 2]. Verification
of computer modelling was possible mostly by comparison between a sensor output
signal and a computer simulation. The main goal of this paper is to present application
of optical interferometry for deflection measurement of the sensor. That experimental
result is an independent information which allows to verify sensor model. On the base
of measurement the state of stress in the sensor structure is determined.

1.1. INVESTIGATED SENSOR

In the paper investigations of piezoresistive pressure sensor Z100 (produced by the
Institute of Electron Technology in Warsaw, measuring range 0-100kPa) shown in
figure 1 are presented [3]. A silicon square membrane, which dimensions are 1000µm
x 1000µm with the nominal thickness 15µm is the measuring element of the sensor.
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Membrane deflection corresponding to the pressure
range is included in the range 0-4µm. Eight resistors
are diffused on the surface of the membrane.

Fig. 1 Pressure sensor
Specific features of the measurement task caused,

that optical interferometry was selected. Mentioned above problems disappear in
optical experiment, because:
• full field measurement information is obtained,
• non-contact measurement is used,
• deflection sensitivity is in the range of fraction of the wave length λ ,
• investigated area can be optically magnified.

The optical set-up is presented in figure 2. Measurements were carried out in
special pressure chamber, where the sensor was simultaneously impact by pressure and
was illuminated by monochromatic light. The interference image was observed in the
magnifying optical system.

2. Experimental set-up

An accurate measurement of membrane deflection is a
very specific task, because of micro-size of the object
and small values of deflection. Application of
mechanical method is connected with the danger of
destruction of sensor. Moreover determination of the
measuring point on the surface of membrane is a
difficult problem. Relative error of mechanical
measurement is another question which should be
answered, when the experimental method is selected.

Fig. 2 Measurement set-up
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Optically flat transparent quartz glass is one of the walls of the chamber. On the
surface of that quartz glass from the inside of the chamber a semi-transparent layer was
sprinkled. The sensor is placed in the chamber by use of elastic rubber element, which
ensures parallel position of the sensor and the reference plane.

Monochromatic illuminating wave incidence perpendicularly to the transparent
wall of the chamber. On the reference plane (on the semi-transparent layer) the
illuminating wave is splited into object and reference wave. The object wave
illuminates the sensor and reflects from the surface of the membrane. The reference
wave reflects directly from the reference plane. The optical path difference between
object and reference waves is equal to the double distance between sensor membrane
and the reference plane. The interference image which appears as a result of
interference between object and reference waves is magnified in the optical set-up. The
distance between the lens and sensor was a little bit bigger then the focal length of
applied lens. Real, magnified, reversed image is registered by CCD camera. The figure
3 a, b shows interference images obtained for pressure sensor for increasing pressure.

Fig. 3 Interference pattern of sensor: a) pressure 0.04MPa, b) pressure 0.1 MPa

3. Deflection of the membrane

Investigated sensor was illuminated by Argon laser which wave length is
λ=0,514µm. The accuracy of deflection measurement in a single point (assuming that
dark and light fringes are taken into consideration) is λ/4=0.1285µm. The pressure
was measured by manometer with accuracy 0.4·10

-3
MPa. Results of deflection in the

centre of membrane in pressure range 0-0.1MPa are presented in figure 4. The
thickness of membrane of investigated sensor was δ=15±0.2 mm.

3.1. THE CHARACTERISTIC DEFLECTION-PRESSURE OF SENSOR

Line characteristic deflection-pressure in the centre of membrane is presented in figure
4. Following equation describes the characteristic:
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w 0 = b0 ·p = 33.5p, (1)

where p-pressure in [MPa], and w-
deflection in [µm]. The 95% confiden-
ce interval of the direction coefficient
of the characteristic is:

b0 = b0±t·s(b0 ) = 33.5±2.571-0.654, (2)

which probability of occurrence on the
base of t-student distribution with five

were  s (b0 )-standard deviation of
direction coefficient, t=2.571-number

Fig. 4 The characteristic deflection-pressure of sensor

degree of freedom is equal 0.05. Hence b0 ∈<31.82,35.18>, therefore error of deflection
calculated from equation (1) is ∆w0 = ± 1.68·p. That confirms assumption concerning
accuracy of deflection measurement in a single point.

3.2. THE DEFLECTION LINE OF MEMBRANE

The deflection line of the membrane under pressure 0.1 MPa in the section along X-
axis of the co-ordinate system (compare fig. 1) is shown in figure 5. Measuring points
shown in the picture are intersection points of dark interference fringes with X-axis.
Deflection line was approximated by use of polynomial of fourth degree (solid line):

w(x) = a0 + a 2 x ² + a 4x4 = -3.3 + 22.6x² -37.4x4 , (3)

where x is given in [mm] and w in [µ m]. The accuracy of fringe localisation on the
plane XY was determined as ∆x=±2.5µm. For comparison the deflection line of a
square plate which load and dimensions are equal to the investigated membrane is
shown in the figure (dashed line). In calculations carried out according to the classical
theory of thin plates [4] it was assumed: built-in edge, Young modulus
E=1.69·105MPa, Poisson ratio v=0.064.

Fig. 5 The deflection line of membrane along X-axis; experimental (solid line), theoretical (dashed line)
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It can be noticed, that measured deflection is higher than calculated. A significance
difference exists near the edge of the plate. In the real membrane support conditions
are not pure simple-supported neither build-in conditions.

4. The state of stress in the membrane

Calculation of the state of stress in the membrane is very important task in the case of
piezoresistive devices, because it allows for determination of the change of resistance of
resistors. Accordingly to solutions of theory of elasticity expenditures of bending
moments in the plate can by calculated from equation (4, 5), if the deflection function
w(x,y) is known:

m = -x D(∂² w/∂ ² x + v·∂² w/∂² y), (4)
my = -D(∂² w/∂ ² y + v·∂² w/∂² x), (5)

where D=Eδ³ /12(1- v ² ) - bending stiffens of the plate, δ-thickness of the plate. In the
previous section the polynomial approximation of the deflection line along X-axis of
the co-ordinate system was determined. Fourth degree polynomial approximation was
selected because, that function describes deformation of the circular plate with build-in
edge. Because of the symmetry of load and structure obtained polynomial can be used
for determination of the expenditures of bending moments and maximal stress in the
centre of membrane. Obtained value of stress in the centre of membrane has a great
significance for comparison with results calculated from computer models of sensor.
For designing purposes however much more important are stress values near the edge
of the membrane, because in that region resistors are placed.

The stress functions σx (x), σy (x) along the X-axis were determined according to the
following steps:
• in twelve sections perpendicular to X-axis the deflection functions w(xi , y) were

determined,
• in twelve intersection points of X-axis and section lines chosen in previous step

expenditures of bending moments m x (xi ), m y(x i ) were calculated according to
formulas (4, 5),

• stress functions were approximated based on values mx ( xi ), my ( xi ) determined in
previous step.

Figure 6 shows stress functions σx (x), σy (x) along the X-axis. For both stress
functions 95% confidence intervals are determined. Boundary values of these
functions are approximating polynomials calculated for maximal and minimal value of
polynomial coefficients. The relative error of polynomial coefficients were evaluated
for 5% for a2 and 15% for a4 . It can be seen, that confidence intervals are being wilder
with increase of co-ordinate x. That is caused because of growing significance for result
of factor a4 . Larger error of that coefficient resulted from lower number of fringes in
that region. Distance between fringes is the feature of investigated phenomenon and
can’t be easily changed.
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The value of stress in the centre of membrane is calculated on the base of
coefficient a 2 , which is determined with smaller error. Therefore the confidence
interval is narrower.

Fig. 6 Confidence intervals of stress functions σ x (x), σy (x) along X-axis

Stress distribution σx (x) obtained in the above described way was compared with
stress function which was calculated from simplified formula (4). Simplified
calculation was carried out under the assumption, that the term v·∂ ² w /∂² y can be
neglected due to the small value of coefficient v=0.064. The differences between these
two functions are smaller than 1%.

5. Conclusions

Presented investigations prove, that optical measurement is a powerful method in
investigations of sensors. Presented images allow to visualise the shape of sensor under
load. Big accuracy of deflection measurement is the feature of the method. For example
disturbances in the direction of interference fringes can be noticed in bonding areas,
where there is microscopic change of thickness of membrane.

Because of high accuracy of deflection measurement verification of FEM models
should be performed on the stage of displacement calculations [5].

It should be noticed, that no contact between the sensor and measuring device is
needed for the measurement. If the interference image is registered automatically
automatization of result evaluation is possible.

Obtained results of membrane deflection can be used for verification of computer
models of sensors. They can be also applied for verification of the assumed values of
material constants like Young modulus and Poisson ratio.
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The accuracy of determination of functions σx (x), σ y (x) depends very strongly on
the accuracy of deflection measurement. Relative error of determined stress values near
the edge was estimated for 20%. Relative error of stress values in the centre of the
membrane is evaluated for 5%. Though the accuracy of stress determination in the
centre of membrane is very good, that result has lower significance because in these
areas there are no resistors and the influence of boundary conditions is smaller.
However that value can be used for verification of material constants of sensor and
FEM models.
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MOIRÉ INTERFEROMETRY ANALYSIS OF FRACTURE
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Abstract

Moiré interferometry with a low density grating was used to evaluate the suitability of
the T*ε integral and CTOA as ductile fracture parameters for characterizing low cycle
fatigue and dynamic crack growth in thin aluminum fracture specimens. Phase shifting
Moiré interferometry with a high density grating was also used to determine the energy
dissipation mechanism in brittle alumina ceramics.

1. Introduction

Prior to the dominant usage of finite element (FE) analysis, two- and three-dimensional
photoelasticity were commonly used to determine a stress intensity factor (SIF) in a
laboratory setting. While two-dimensional photoelasticity has, for all practical purpose,
being replaced by FE analysis, three dimensional photoelasticity is still in use today
[1]. Other popular optical techniques of the time include interferometry [2] and caustics
[3,4] with the whole field version of the latter being referred to as the coherent gradient
sensor [3]. As research in LEFM evolved beyond the mere compilation of SIF’s for
different boundary value problems, real structural materials had to be used in place of
photoelastic material in order to model their fracture responses. Thus optical
techniques, such as caustics and Moiré techniques came into use for studying the
dynamic fracture, elastic-plastic fracture and time-dependent fracture responses of steel,
aluminum, ceramics and concrete, etc. One of the earlier application of geometric
Moiré in experimental fracture mechanics is a dynamic ductile fracture study [5, 6] using
a single frame, ultra-high speed photography. In this study, the transient strain fields in
fracturing magnesium, 7075-T6 and 7178-T6 aluminum alloy, center notch
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specimens were shown to vary with a strain singularity between 0.4 - 0.6 while the
corresponding static strain had a strain singularity of about 0.6 - 0.8. These results
suggested that a propagating ductile crack can be modeled, as a first approximation, by
dynamic LEFM and thus justified the earlier and extensive LEFM approach to dynamic
fracture. This pseudo-elastic response was associated with a relatively high crack
velocity of 10 to 20 percent of the Rayleigh wave velocity generated by an overdriven
crack at a blunt starter notch. In contrast, most dynamic ductile fracture phenomena are
associated with lower crack velocities of 5 to 10 percent of the Rayleigh wave velocity.
Reference [7] provides an up to date summary of some of the recent usage of geometric
Moiré in elastic-plastic fracture mechanics (EPFM).

The lack of strain sensitivity in the earlier Moiré analysis was removed by the
introduction of Moiré interferometry in the late 70’s [8]. The specialized optical setups
used and selected results obtained since that time are summarized in [9]. In the
following, some results obtained by the author and his colleagues using Moiré
interferometry over the past ten years are presented.

2. Moiré Interferometry

As mentioned previously, many of the popular Moiré interferometry setups are described
in [9] and further theoretical and experimental details can be found in [10]. In this
paper, only the low-spatial-frequency, steep grating that was developed for elastic-plastic
analysis of the crack tip region in ductile material, and a phase-shifting Moiré
interferometry of high sensitivity for fracture process zone analysis of structural
ceramics are discussed.

2.1. LOW-SPATIAL-FREQUENCY STEEP GRATING

The low-spatial-steep grating consists of an ultra-thick, 5-10 µm thick, semi-transparent
film which is etched with a deep grating on a mirrored surface of the specimen [11]. In
order to enhance the diffraction efficiency of the grating, the specimen surface must be
polished to a mirror grade. The film combines the function of a reference grating and a
display layer. When the two coherent beams of A(x) and B(x) shown in Figure 1
intersect on the specimen surface, the diffraction beams, A(i+m, j) and B(i-m, j),
interfere and are projected onto the recording surface. Unlike the standard Moiré
interferometric fringes, this interference pattern can be observed clearly from any
direction. For example, a grating of f=40 lines/mm in an argon laser field will project i

= j = (2m)² = (2:48)² = 9216 visible diffracted beams in all directions. All but the
minus or plus first order of the incident A(x) and B(x) beams, respectively are blocked
by the steep grating. Good contrast of the displacement patterns is obtained even when
the specimen surface is warped due to the large out-of-plane deformation of the crack tip
plastic zone. For the low-spatial-frequency of 40 lines/mm used in this study, an
incidence angle between the surface normal and the two coherent beams of 1.176° was
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required. This shallow incident angle of the two coherent beams for a grating spatial
frequency of 40 lines/mm required a special compact Moiré interferometer.

Figure 1. Diffraction angles of a steep grating.

2.2. PHASE SHIFTING MOIRÉ INTERFEROMETRY

The specimen grating for Moiré interferometry was affixed by the standard replica
technique [10] where the master grating of 1200 lines/mm together with a highly
reflective aluminum coating was transferred to a thin half-cured epoxy film coated on the
fracture specimen. The specimen grating was then placed in a standard two-beam,
phase-shifting Moiré interferometer, as shown in Figure 2, with an appropriate oblique
incident illumination that yielded reflected diffraction of the order +/- 1 normal to the
grating surface. In this study, only the v-displacement, which is perpendicular to the
crack, was recorded. This optical setup effectively doubled the frequency of the
specimen grating to 2400 line/mm. The two oblique beams also generated an
interference fringe pattern, which becomes the reference grating, of 2400 lines/mm in
front of the specimen grating. Phase shifting was accomplished by a piezoelectric
transducer which translated one of the oblique beams and effectively shifted the spatial
location of the Moiré reference grating. Four steps in the total PZT displacement
generated shifts of 90°, 180°, 270° and 360° phase differences. When the specimen
grating was distorted by the deformation in the specimen, the distorted diffraction of +/-
1 order interfered with the undistorted reference grating and generated the Moiré fringe
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pattern in the space in front of the specimen. A CCD camera was focused on this
Moire fringe pattern, which was recorded as a wrapped phase map, in space. A two
dimension spatial unwrapping software provided the unwrapped phase distribution which
is proportional to the displacement of interest. The estimated accuracy of the entire
phase shifting Moire interferometry procedure is λ/20 or 0.03 µm.

Figure 2. Phase stifting Moiré interferometry setup.

3 . Ductile Fracture Parameters

3.1. T* ε INTEGRAL

For a stably growing crack, Brust et. al. [12] showed that the T*ε integral, which is
based on the incremental theory of plasticity, reaches a steady state value during stable
crack growth and could be an effective stable crack growth parameter. In this integral,
the unloading effect is accounted by stretching the integration contour with the
extending crack tip. For an integration contour close to the crack tip, T*ε represents the
energy inflow to the wake as well as to the frontal crack tip region [13]. In contrast,
the J integral represents the energy inflow to a closed contour that moves with the crack
tip. Like the J, the T*ε is a path dependent integral in the presence of large scale
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yielding and unloading. Thus it must be evaluated near the crack tip if it is to be
considered a crack tip parameter. This near-field T*ε, is defined as

where ti are the surface tractions on the contour Γε, W is the strain energy density and n1

is the first component of the normal to the curve. Γ ε is an arbitrary small contour
immediately surrounding the crack tip and more importantly it elongates together with
crack extension. T*ε , as defined by Equation (1), is identical in form to the J integral
and therefore T*ε coincides with J where the deformation theory of plasticity prevails.

In terms of the incremental theory of plasticity, T*ε integral at the end of the Nth load
steps is the sum of ∆T* ε which is the incremental change of T*ε over a load step. The
current T*ε is thus dependent on the prior loading history, a property that is essential for
elastic-plastic analysis under crack growth. Although such incremental analysis can be
routinely conducted by finite element (FE) analysis, it is not practical in experimental
analysis as the cumulative experimental errors per load step will eventually swamp the
sought data. Fortunately Pyo et al [14] have shown, through numerical experiments,
that the total T*ε integral computed directly by using the stresses and strains based on
the incremental theory of plasticity, was for all practical purpose, equal to the summed
∆T*ε. Thus Equation (1) can be used for crack growth study without the cumbersome
incremental procedure provided the states of stress and strain are based on the
incremental theory of plasticity.

Another series of numerical experiments showed that the numerical integration process
along the trailing contour behind the crack tip can be ignored if the contour is very close
to the traction free crack, i.e. for a very small ε [13]. The magnitude of ε is governed
by a characteristic dimension which assures that a plane stress state exists along the
integration contour of Γε. This distance, ε, is equated to the plate thickness after [15].
For a plane strain state, this characteristic distance could be several times the crack tip
radius.

3.2. CTOA CRITERION.

The critical crack opening displacement (CTOA) criterion assumes that stable crack
growth occurs when an angle made by a point on the upper surface of a crack surface,
the crack tip, and a point on the lower surface reaches a critical angle. For convenience,
a point 1 mm behind the crack tip has been used. Extensive experimental results from
thin aluminum fracture specimens have shown that after an initial transient period, the
CTOA remains constant throughout Mode I stable crack growth [16, 17]. Moreover, a
two-dimension, elastic-plastic FE simulation of stable crack growth based on the CTOA



488 A.S. KOBAYASHI

criterion correctly predicted the load-crack opening displacement (COD) relations and the
Mode I crack extension histories of fracture specimens.

4 .  L o w  C y c l e  F a t i g u e

The objective of this study was to explore experimentally the feasibility of using T*ε as
a cyclic crack growth criterion

4.1. EXPERIMENT ANALYSIS

The experimental procedure consisted of measuring the two orthogonal displacement
fields surrounding a crack extending under low-cycle fatigue in an aluminum 2024-T3
central notched (CN) specimen. Moiré interferometry with a coarse cross diffraction
grating of 40 lines/mm was used due to the presence of large scale yielding in the
specimen. The stresses corresponding to the total strains were then computed using the
equivalent stress-strain relation and the measured uniaxial stress-strain data of the 2024-
T3 sheet. This use of the deformation theory of plasticity to compute stresses did not
account for the unloading process, which occurred in the trailing wake of the extending
crack. By restricting the integration contour very close to and along the extending
crack, [13] showed that the contour integration trailing the crack tip can be neglected by
virtue of the closeness of the integration path, Γε, to the traction free crack surface. This

partial contour integration, which was evaluated in the very vicinity of the moving
crack tip not only simplifies the integration process but also eliminated the undesirable
effects of the deformation theory of plasticity that was used to compute the stresses
from the strains derived from the measured displacements.

4.2. NUMERICAL ANALYSIS

A finite element (FE) analysis based on the incremental theory of plasticity using the
measured equivalent stress-strain relation was conducted for comparison purpose. Plane
stress, FE model of a segment of the CN specimens was driven in its generation mode
by the measured, time varying displacements and instantaneous crack length. The T*ε
integral along the entire elongated contour surrounding the cyclically growing crack of
the fracture specimens was computed. Since the FE analysis provided stresses which
accounted for the unloading effect in the trailing wake of the extending crack tip, the
entire contour with a domain integral [18] was used for the T*ε evaluation in order to
mask the numerical errors in the FE data surrounding the crack tip. To recapitulate, the
T *ε evaluation procedures for the Moire and FE studies differ in that the former used

only the frontal segment of a near-field contour, Γε, while the latter involved an

equivalent domain integral over much of the crack length.

4.3. RESULTS
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Figure 3 shows that the T*ε values, which was determined experimentally and by FE
analyses, for ε = 2.0 mm are in good agreement with the exception of the unloaded T*ε
values. This discrepancy is due to the use of deformation theory of plasticity in
computing the T*ε integral at the unloading point. Despite the differences in the load
versus loadline displacement curves for the three specimens, all three loading and
reloading T*ε curves nearly coincide and suggests that crack growth under cyclic loading
of thin aluminum fracture specimens could be characterized by a master T*ε versus crack
extension curve for a given Γε.

Figure 3. Experimental and FE T*ε for cyclically loaded 2024-T 3 CN specimens.

Figure 4 shows the experimental and FE CTOA variations with cyclic crack growth,

Figure 4. Experimental and FE CTOA for cyclically loaded 2024-T3 CN specimens.



490 A.S. KOBAYASHI

The large differences in the experimental and FE generated CTOA at unloading showed
that commercial FE code did not model the loading, unloading and reloading process.
Likewise difference between the measured and FE determined T*ε at unloading, followed
the results of Brust et. al. [12] thus suggesting a possible fundamental modeling error in
the commercial computer code used in this study.

5.0 Dynamic Ductile Fracture

Dynamic Moiré interferometry was used in search of a dynamic fracture parameter that
control rapid fracture of a somewhat ductile material.

5.1. EXPERIMENTAL ANALYSIS

Dynamic Moire interferometry was used to determine the transient displacement fields
perpendicular and parallel to the running crack in 7075-T6 aluminum alloy, SEN
specimen, 1.6 mm thick, that was either fatigue precracked or blunt notched for low and
high crack velocity tests, respectively. Four frames of the Moiré fringe patterns
corresponding to either the vertical or horizontal displacements were recorded by an
IMACON 790 camera. This limited number of frames and the fixed framing rate, i.e.,
100,000 frames per second, required multiple and separate u- and v-displacement
recordings of identically loaded SEN specimens at different delay timings in order to
capture the entire fracture event that lasted about 1.2 milliseconds. Despite all efforts to
generate reproducible tests, no two dynamic fracture tests were identical and thus the
final composite fracture event was constructed with due consideration of the load-time
histories and the varying crack opening profiles of each fracture test. The compiled
displacement records was then used to compute the T*ε integral according to the
procedure described in Section 3.1.

5.2. RESULTS

Figure 5 shows typical dynamic Moire fringe patterns associated with the propagating
crack. Crack velocities of about 35 m/s and 300 m/s were observed in the fatigue-
precracked and blunt notched specimens, respectively. Figure 6 shows the variations of
CTOA with crack extension. The data identified as the first series is from Lee et. al.
[18] using fatigue precracked specimens and the second series refers to the data on the
blunt notched specimens.

Figure 7 shows the T*ε versus crack velocity relations of 7075-T6 and 2024-T3 SEN
specimens. The 2024-T3 results [19] are also shown for comparison. For the 7075-T6
specimens, T*ε increased with increasing crack velocity and eventually leveled off at a
terminal velocity of about 300 m/s. In contrast, the crack velocity in the fatigued
precracked 2024.T3 specimens did not reached a terminal velocity and arrested at a T*ε
higher than its initiation value.
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Figure 5. Dynamic Moiré pattern of a fracturing 7075-T6 SEN specimen.

Figure 6. CTOA variations in a fracturing 7075-T6 SEN specimen.

The dynamic strain energy release rate, GID, with respect to crack velocity of 7075-T6,
like other somewhat brittle materials, was expected to exhibit the characteristic gamma-
shaped curve. To test this postulate, the crack tip opening displacement (CTOD) at a
crack tip distance, r = 1 mm, was used to compute KID, and the strain energy release
rate, G ID, based on LEFM for the fatigue-precracked (fist series) and the machine-
notched (second series) 7075-T6 SEN specimens. The same procedure was used to
compute GID for the blunt-notched 7075-T6 SEN specimens of [6] and the characteristic
gamma shaped GID versus crack velocity relation was obtained.
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Figure 7. T*ε versus crack velocity relation of a fracturing 7075-T6 SEN specimen.

5.3. DISCUSSIONS

Both the T*ε and CTOA are being considered for stable crack growth criteria and
likewise possibilities exist as dynamic ductile fracture criteria. CTOA, by definition, is
a local crack tip parameter that exhibited a precipitous drop at the initial phase of rapid
crack propagation in fatigue-precracked 2024-T3 and 7075-T6 SEN specimens. Dawicke
et. al. [16] attributed this drop to the crack front tunneling prior to crack extension.
However, the blunt, machine-notched 7075-T6 SEN specimens in this study did not
exhibit the initial high CTOA. Thus the initial high value in CTOA in the fatigue-
precracked SEN specimens is probably due to crack tip blunting prior to crack
extension.

Both CTOA and T*ε remained constant despite the increasing crack velocity in the
7075-T6 SEN specimens and the decreasing crack velocity in the 2024-T3 specimens.
CTOA in the 2024-T3 SEN specimens at crack arrest was lower than the CTOA’s at the
initiation of rapid crack propagation and during crack propagation. On the other hand,
T *ε at crack arrest in the 2024-T3 SEN specimens was higher than its constant value
during crack propagation as shown in Figure 7.

The distinct difference in the G ID and T*ε responses at the terminal velocity, suggests
that the traditional practice of characterizing dynamic fracture of somewhat ductile
material through the GID versus crack velocity relation based on LEFM could be
misleading. The LEFM approach results in a terminal velocity, which is insensitive to
the driving force, G , while the T*ε approach, based on elastic-plastic fractureID
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mechanics (EPFM), suggests that the terminal crack velocity is a consequence of the
saturation of the dissipated plastic energy.

6 . Process Zone of Polycrystalline Alumina

A hybrid experimental-numerical procedure was used to determine the crack closing
stress (CCS) versus crack opening displacement (COD) relations of a high- and a
medium-density polycrystalline alumina.

6.1. EXPERIMENTAL ANALYSIS

Wedge-loaded, double cantilever beam (WL-DCB) specimens were machined from high-
density (AL23) and medium-density (AD90) commercial alumina. The grain sizes
ranged from 5 to 45 µm with an average size of 18 µm for the former and an average
grain size of 9 µm for the latter. A 50% side groove was machined to channel the
stably growing crack that would otherwise curve away from it’s intended straight path.

A 1200 lines/mm specimen grating was affixed by a replica technique on the ungrooved
surface of the fracture specimen. The specimen grating was then placed in a two-beam,
phase-shifting Moiré interferometer with an appropriate oblique incident illumination as
described in Section 2.2.

The fracture specimen was loaded in a rigid displacement controlled loading fixture and
the Moiré fringes at the peak load of each increment of increasing displacement loading
and the stably growing crack were recorded. Load-line displacement was not recorded
since the Moiré fringes provided an accurate displacement measurement at the contact
point of the loading rod and specimen.

6.2. NUMERICAL ANALYSIS

A two-dimensional, linearly elastic, finite element (FE) model of the WL-DCB
specimen was used in a propagation analysis with the applied wedge load, wedge-
opening displacement, instantaneous crack length and the elastic properties as input
conditions. The measured load at the time of recording of the Moiré fringe pattern,
instead of the applied displacement, was used to reduce the sensitivity of the numerical
analysis to the error in the load-line displacement measurement. The instantaneous
crack tip location was determined from the Moiré data with an accuracy of 0.1 mm. The
CCS versus COD relation and the modulus of elasticity were the two disposable
parameters in this numerical analysis and the Poisson ratio was assumed to be 0.22.
The latter variation in the modulus of elasticity was less than 6 percent of the
manufacturer’s quoted value and is within accepted tolerance.
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6.3. RESULTS

A total of four specimens of each alumina, i.e., AL23 and AD90, were analyzed in this
study. Moiré fringe patterns obtained from each test provided the crack opening profiles
for the two microstructures for several crack lengths and loading. Using the inverse
analysis described previously, the crack closing stress (CCS) versus the crack opening
displacement (COD) relation, which provided the best fit between the calculated and
measured COD profiles, was obtained through an iterative procedure. Figure 8 shows
the CCS versus COD relation of AL-23 alumina. For comparison, the CCS versus

Figure 8. CCS versus COD relation for AL-23 alumina WL-DCB specimen.

COD relation, which was obtained by the post fracture tension (PFT) tests described in
[20], is superimposed in Figure 8. The lower CCS near the crack tip, i.e., at a lower
COD, is due to the averaging effect over a relatively large distance of 2 mm in the PFT
specimen. The CCS versus COD relation of the AD90 specimen also compares well
with that reported in [21]. This was expected, as the 11 µm average grain size of the
alumina specimen of [21] was very close to the 9 µm grain size of AD90. The CCS
versus COD relation of AD90, however, lacked the trailing tail in Figure 8 due to the
lack of the broad grain size distribution of AL23. The smaller average grain of AD90
effectively reduced the bridging distance and hence the bridging force

The dissipated energy in the FPZ was computed by summing up the work done in the
FPZ per incremental crack extension. The rate of energy dissipation is about 95 percent
of the energy released which is the difference between the total work and the stored
elastic energy. The result shows that the FPZ is the major energy dissipation
mechanism in the brittle alumina.
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6.4. SUMMARY

The crack closing stress versus crack opening displacement relations governing the
fracture process zone, which trails a stably growing crack in the high-density alumina,
WL-DCB specimens were quantified.

The fracture process zone trailing the crack tip was shown to be the major energy
dissipation mechanism in alumina fracture specimen.

7. Conclusion

The effectiveness of Moiré interferometry for studying the fracture response of real
structural material was demonstrated. New and controversial results in low cycle fatigue
of thin 2024-T3 aluminum, dynamic fracture of 7075-T6 aluminum and fracture of
AL23 and AD90 alumina were presented.
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THE STRESS FIELD AROUND TWO PARALLEL CRACKS IN A FINITE
GEOMETRY: A HYBRID STUDY COMBINING HIGH-DENSITY GEOMETRIC
MOIRE AND PHOTOELASTICITY WITH THE WESTERGAARD APPROACH
AND LOCAL COLLOCATION METHODS

RAVINDER CHONA
Department of Mechanical Engineering
Texas A&M University, Mail Stop 3123
College Station, Texas 77843-3123, USA

Abstract

Finite geometry problems, in which two or more cracks are in close proximity so that their
stress fields interact, are generally found to be substantially more challenging than problems
involving single or isolated cracks. The present study how, combining optical techniques
such as photoelasticity with high density geometric moire, a method of modelling single
cracks with similar loadings and geometries, and an elasticity technique well-suited to
problems with multiple boundaries, produces an overall solution for the stress field around
multiple crack tips in finite geometries.

Introduction

The basic approach adopted here is to use the generalized Westergaard equations [1] to
represent the stress field around each individual crack tip as if it were an isolated crack and
then apply the Schwarz alternating method [2], or method of successive stress removal, to
obtain the additional stress fields that must be superposed on the original (isolated) solutions
to ensure that the boundary conditions on each of the crack faces are satisfied. The end result
of this iterative approach provides the overall stress field for the. entire region surrounding
both crack tips.

This overall stress field can then be utilized in a local collocation analysis procedure in an
analogous manner to that currently followed for single crack problems [3,4]. Photoelastic
isochromatic and high density geometric moire fringe patterns for the case of two parallel
edge cracks in pure bending were the source for experimental data collection. Additional data
was obtained from finite element models of similar geometries for which the calculated in-
plane cartesian stress components were converted into isochromatic data and nodal
displacement values were used directly.
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The objectives of the study can be summarized as being: (a) to utilize the combined
Westergaard-Schwarz approach to obtain a full-field representation of the stress field
surrounding two parallel edge cracks in a finite body; (b) to use this stress field representation
to analyze the case of two parallel edge cracks under pure bending by performing local
collocation analyses of experimental and finite-element-generated photoelastic and high-
density geometric moire data; (c) to determine the influence of the presence of the other crack
on the stress intensity factors for the multiple crack configuration; and (d) to establish
guidelines for the separation distances at which the two cracks could be considered to behave
as one crack or as two separate cracks which do not interact with one another. Obtaining
converged solutions for the local collocation analyses was not always a trivial problem.
However, in general, the combined Westergaard-Schwarz method gave satisfactory results for
both the experimental and the finite-element-generated data.

The solutions for the experimental analyses were verified by comparing computer generated
fringe plots [5] with the original fringe patterns. For the finite-element-generated data the
verification was to compare the J-integral value calculated from the stress intensity factors for
each crack tip with the J-integral value calculated directly from the finite element analysis.

Synopsis of Procedure and Results

The geometry of a four-point bend specimen with two parallel, interacting edge cracks is
shown in Figure 1. In all cases, the length of the first crack, denoted a in the figure, was kept1

constant at a value of a1/W = 0.50. The length of the second crack, denoted a2 in the figure,
was then varied from a2/W = 0.25 to a2/W = 0.625, in steps of 0.125. This provided a range
of values for the relative crack lengths, a2/a1 ranging from a2/a1 = 0.5 up to a2/a1 = 1.25, in
steps of 0.25. The spacing between the two cracks, denoted c in the figure, was varied from a
value of c/a1 = 0.50 up to c/a1 = 1.00, in steps of 0.25. In this manner, the interaction effects of
the two crack tips could be examined as functions of both the relative crack size and the crack
plane separation.

Finite-element models of the various geometrical combinations of a2/a1 and c/a1 were
generated using a standard pre-processor (PATRAN) and the nodal displacements and
element stresses calculated using a commercially-available finite element code (ABAQUS).
Eight-noded isoparametric elements were used throughout and no attempt was made to
incorporate special crack-tip singularity-type elements. This choice was based on the desire to
insulate the results from any kind of assumed singularity-dominance over a finite region since
the size and shape of any singularity-dominated zone(s) would not be known a priori in a
general application. Furthermore, it was desired to simulate the experimental data analysis
conditions as closely as possible throughout and it would be necessary to exclude data from a
finite region around the crack tip in any experimental arrangement because of a lack of
generalized plane stress in the very near vicinity of the crack tip.

The experimental results were obtained using specimens machined from a PSM-1
polycarbonate sheet which was free of residual stresses. For the geometric moire experiments,
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moire gratings with a grating frequency of 20 lines/mm (500 lines/inch) were
photographically reproduced from a master grating and bonded to the specimens. Since both
u-field and v-field information was desired, the specimen grating used was a bi-directional
line grating, while the reference gratings employed were uni-directional line gratings of the
same frequency. The test specimens were loaded in four-point bending using a displacement-
controlled load frame placed within the optical arrangement of a standard, diffused-light
polariscope for the photoelastic tests. The same light source was also utilised (without the
polarizer-analyzer pairs) for the geometric moire experiments.

The resulting images were captured and stored using a CID camera and a commercially-
available digital imaging system with 8-bit resolution. Figure 2 shows the changes
observed in the u-field pattern as the relative crack size was increased from a2/a1 = 0.50 to
a2/a1 = 1.25 for a fixed crack plane separation of c/a1 = 0.75. Figure 3 shows the
corresponding changes in the v-field pattern for the same relative crack sizes and crack plane
separation.

Data points for analysis purposes were selected over pre-determined data gathering domains
and stored in data files for later analysis by the local collocation programs that had been
developed. The unknown coefficients of the series-type stress field representations employed
were determined in a least-squares sense from these analyses. The quality of the solution was
estimated quantitatively by examination of the average error between the computed and actual
fringe orders over the data analysis region and by a visual comparison of the fringe pattern
predicted by a solution set with the fringe pattern from which the data had been extracted.

An example of the quality of the comparison between predicted (computed) and actual
photoelastic fringe patterns is shown in Figure 4 for the case of two cracks with a separation
of c/a1 = 0.54 and a relative crack length of a2/a1= 0.833. A similar comparison is shown in
Figure 5 for the case of a u-field corresponding to c/a1 = 1.0 and a2/a1 = 1.25.

Figure 6 shows a comparison of the overall results for the case of two cracks with a crack
plane separation of c/a1 = 0.75, and relative crack length, a2/a1, varying from 0.50 to 1.25.
The figure compares the J-integral value calculated directly (using a contour integral) from
the finite element results with the J-value obtained from the stress intensity factors calculated
at each crack tip using the local collocation analysis of the finite element data.

Conclusions

The Westergaard-Schwarz approach was found to be suitable for representing the stress and
displacement fields over relatively large regions surrounding the tips of two parallel,
interacting cracks in a finite geometry. The resulting model for the stress and displacement
fields proved to be useful in interpreting the data for stresses and displacements obtained
using the experimental techniques of photoelasticity and geometric moire and the method of
finite elements.
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The results showed that:
(a) as the length of one crack increases relative to the length of a second crack of fixed

length, the interaction between the two crack-tip fields acts to lower the opening-mode
stress intensity factor of the crack of fixed length;

(b) the opening mode stress intensity factors for the two cracks are not significantly affected
by changes in the crack plane separation, at least over the separation range studied; and

(c) the interaction effect between the two crack-tip stress fields causes shear-mode stress
intensity factors to develop in cases that would be under predominantly opening-mode
loading in an isolated, single crack situation.
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Figure 1 The geometry and loading
of a four-point bend specimen with
two parallel interacting edge cracks
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a) EXP 2.1; a2/a1 =0.5; M=225 1bf in b) EXP 2.2; a2/a1=0.75; M=225 1bf in

c) EXP 2.3; a2/a1=1.0; M=225 1bf in d) EXP 2.4; a2/a1=1.25; M-125 1bf in

Figure 2 The changes in the u-field pattern observed as the relative crack size was increased
from a2/a1= 0.50 to a2/a1 = 1.25 for a fixed crack plane separation of c/a1 = 0.75
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a) EXP 2.1; a2/a1=0.5; M-225 1bf in b) EXP 2.2; a2/a1=0.75; M=225 1bf in

c) EXP 2.3; a2/a1=1.0; M-225 1bf in d) EXP 2.4; a2/a1=1.25; M-125 1bf in

Figure 3 The changes in the v-field pattern observed as the relative crack size was increased
from a2/a1= 0.50 to a2/a1 = 1.25 for a fixed crack plane separation of c/a1 = 0.75
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Figure 4 Reconstructed and experimentally recorded photoelastic fringe patterns
corresponding to a relative crack size, a2/a1= 0.833, for a crack plane separation, c/a1 = 0.54

Figure 5 Reconstructed (computer-generated) and experimentally recorded u-field patterns
corresponding to a relative crack size, a2/a1 = 1.25, for a crack plane separation, c/a1 = 1.0
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Figure 6 J-integral values calculated from finite element results using a contour integral and
the stress intensity values at each crack tip calculated using the local collocation method;
shown as a function of the relative crack size, a2/a1, for a crack plane separation, c/a1 = 0.75



SOLUTION OF FRACTURE PROBLEMS BY NON-LINEAR PHOTOELASTIC
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Abstract

In this study the problems of fracture mechanics having geometrical and physical non-
linearity were experimentally investigated by non-linear photoelastic methods. The
strains changed in the range from -50% till +220% of relative lengthening. Changes in
geometry and in thickness of the specimens were taken into consideration. Here, non-
compressible birefringent polyurethane rubber was applied. Two schemes of
polarizative-optical tests were used: 1) through translucence of rubber specimens;
2) photoelastic coating method for the study of large plastic strains in metals.

The main equations of the method evolved to verify experimental data are presented
in this paper, and some elastic and plastic problems are studied as examples. Stress-
strain state in rubber plates with cracks was determined the cracks taking ellipse or
round forms under deformation. The inclined crack affect upon stress concentration
coefficients kσ and strain coefficients kε at its tip was studied. Applying the photoelastic
coating method, the behaviour of concentration coefficients kσ and kε was investigated
in the specimens made of middle steel and having cuts of different outlines and in the
weldment of mild steel under plastic deformation. Common laws were ferreted out with
respect to the distribution of stress fields in the prefailure zone near cracks, also, the
tendency of functions kσ and kε to change under the increasing strains for different
outlines’ specimens made of different sorts of steel was showed up.

1. Introduction

Structural design for new rubber-like or composite materials is mathematically
hampered especially in view of concentrators or cracks. The same kind of thing applies
to metal structural elements working at the prefailure stage under large plastic strains.
Some of the assumptions and hypotheses used in structural design must be
experimentally tested and verified. The non-linear photoelastic method enables to solve
similar problems through experiments.
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2. General Relationships

When investigating large plastic strains in rubber specimens, to measure stresses the
true stress values were taken (σ1 and σ2 as the main components in the specimen’s plane
and σ3 being equal to 0 along perpendicular); to measure strains in the specimen’s plane
the extents of lengthening λ1 and λ 2 were exploited while λ3 evaluated the strains in
specimen’s thickness. By the study of large plastic strains carried out by means of
photoelastic coating method the lengthening extents were converted into logarithmic
strains according to Hencky (εi =1n λ i , i=1,2,3). Below there is a set of relations to treat
the experimental data for SKU-6 polyurethane specimens: (1) non-changeable volume
condition; (2) differential equilibrium equation for a plane problem; (3) stress-strain
connection equation exploiting Bartenev-Khazanovitch’s elastic potential; (4) the
general law of non-linear photoelasticity; (5) the corresponding optic-strain relationship.

(1)

(2)

(3)

(4)

(5)

when A is elastic constant, δ – optical path difference, Cσ and Cε – stress and strain
optical constants, h0 – initial thickness [1].

Simple equations (3) are not universal, they approximate elastic properties of
polyurethane SKU-6 quite well. Other kinds of rubber are advantageously characterised
by relations (6) comprising 4 constants resulted from Moonley-Rivlin’s theory of strains
and the corresponding optic-strain relationship (7).

(6)

(7)

In this paper, the separation of stresses and strains is fulfilled by means of the method of
numerical integration of equilibrium equations (2), with the subsequent use of the rest
of the relations in the set (1)÷(5) [2].

There have been worked out some other separation methods: measuring cross strain
method, method of coating cutting, tilted translucence method, etc.
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Figure 1. Stress determination in the rubber specimens with the crack
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Figure 2. Inclined cracks affecting k σ and kε behaviour under strains increase for rubber
specimens
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Figure 3.  Study of  k σ a n d k ε behaviour for developed plastic strains in the steel
specimens with different cuts by photoelastic coating method
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Figure 4. Study of k σ and k ε behaviour for developed plastic strains in the steel welded
specimens under tension by phatoelastic coating method



APPLICATIONS OF OPTICAL METHODS OF STRESS ANALYSIS

TO STUDY FRACTURE PHENOMENA

F. FERBER, K.P. HERRMANN, K. LINNENBROCK
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Paderborn University, Pohlweg 47-49
D-33098 Paderborn, Germany

1. Introduction

An overview about the numerical simulation and experimental modelling of cracks ari-
sing in homogeneous and nonhomogeneous solids will be given. Shadow optical and
photoelastic data were collected from digitally sharpened caustics and isochromatic
fringe patterns by using a digital image analysis system. The geometry of the caustics is
proportional to the stress field gradient and therefore the caustic contour can be taken as
a quantity for experimental measurements.

The solutions of the corresponding mixed boundary value problems of the ther-
moelasticity were not only obtained by using the FE-method but also by applying the
experimental method of photoelasticity as well as the shadow optical method of caus-
tics.

A photoelastic analysis for cracked two-phase compounds has been performed by
using the image analysis of isochromatic fringe loops. A combination of the so-called
phase-stepping method, an automatic polariscope and the multiple point method results
in an automatic method for the determination of stress intensity factors.

Based on the caustics equations measuring algorithms can be formulated in order to
determine stress intensity factors from experimentally gained caustics. The numerical
simulation of shadow spots and isochromatic fringe patterns, respectively, is based on
the fundamental equations of optics. By applying a generated finite element mesh nu-
merically simulated caustics at the tips of straight matrix and interface cracks, respec-
tively, extending quasistatically in the matrix material or in the inclusion matrix inter-
face of a circular composite unit cell were obtained.

In this research contribution, an overview about the experimental and numerical
modelling of crack systems arising in thermomechanically loaded models of two-phase
composite structures will be given [1-5].
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2. Photoelastic and Shadow Optical Crack Tip Analysis

A method for a determination of stress intensity factors from isochromatic fringe pat-
terns by using numerous appropriate measuring points has been provided for the first
time by Sanford & Dally [6]. By using the stress components near a crack tip as well as
the basic equation of the photoelasticity the function gk for a photoelastic data point k
can be expressed as follows

(1)
After taking a Tailor’s series expansion of gk and retaining only the linear terms a

system of algebraic equations can be obtained

(2)

where i refers to the ith iteration step. A standard Newton-Raphson procedure can be
used to calculate the stress intensity factors KI and KII for a set of proper input data
points. By utilizing digital-image-processing and computergraphics techniques, a set of
menu-driven software has been developed for interactively implemented fringes proces-
sing [7]. The stress components in the vicinity of a crack tip under mixed-mode-loading
are given as functions of the seven parameters KI , KII and the non-singular terms σox, a3,
a4, b3, and b4 .

(3a)

(3b)

(3c)
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The principle and the experimental set-up of the phase-stepping method from
Hecker and Morche [8] by using an automatic polariscope are shown in Figure 1. The
determination of the principle stress directions and the isochromatic fringe order is pos-
sible by a mathematical combination from 10 images of different angle positions of the
polariscope, namely: linear polariscope; α/β; 0/90; 30/120; 60/150; 45/135; 0/0 [°] and
circular polariscope: α/β; 0/0; 60/60; 120/120; 0/45/; 0/-45 [°]. A combination of the
phase-stepping method and the multiple point method results in an automatic method
for the determination of stress intensity factors.

Figure 1. The principle and the experimental set-up Figure 2. Experimental set-up for the shadow
of the phase-stepping method. optical method of caustics.

The shadow optical method represents an important tool for the experimental deter-
mination of stress intensity factors at the tips of quasistatically extending and fast runn-
ing cracks, respectively The physical principle underlying the method of shadow pat-
terns is illustrated in Figure 2. A specimen containing a crack is illuminated with light
generated by a point light source. In this case, a specimen of a transparent composite
material is considered. The stress intensification in the region surrounding the crack tip
leads to a reduction of both the thickness of the specimen and the refractive index of the
material. As a consequence, in the transmission case, the light passing through the spe-
cimen is deflected outwards. On an image plane at any distance zo behind the specimen,
therefore, a dark shadow spot is formed. The spot is bounded by a bright light concen-
tration, the caustic. The geometry of the caustic is proportional to the stress field gradi-
ent and therefore the caustic contour can be taken as a quantity for experimental measu-
rements [9-13]. In the scope of an experimental failure analysis of brittle composites the
method of caustics is applied to determine stress intensity factors or related quantities at
crack tips situated in homogeneous components or at the interfaces of composites.
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3.  Material models of fibrous composites

3.1 MATERIAL MODEL OF A CRACKED MATRIX
Figure 3 shows a material model of a cracked matrix with an asymmetrically situated
inclusion with respect to the crack under thermal load due to a cooling process.

Figure 4 shows experimentally obtained isochromatic fringe patterns and caustics
for a straight crack near such an inclusion. Thereby the isochromatic fringes and cau-
stics were obtained for a material combination of Araldite B and ceramics. The defini-
tion of a ring region in combination with different angle regions can also be used for the
determination of the mixed-mode stress intensity factors KI and KII in relation to the se-
lected crack tip areas.

Figure 3. Model of a cracked matrix with an asymmetrically situated inclusion under thermal load
(matrix: Araldite B; inclusion: Ceramics)

Specimen geometry: a=80 mm, x
F
=25 mm, y

F
=-14 mm, rF =12.75 mm.

Figure 4. Experimentally obtained isochromatic fringe patterns and caustics

A typical result is given in Figure 5. It has been demonstrated, that the values of the
mixed-mode stress intensity factors KI, KII and of the parameter σox obtained experi-
mentally by the method of photoelasticity show a very good coincidence with the cor-
responding numerical values determined by a finite element calculation.



APPLICATIONS OF OPTICAL METHODS OF STRESS … 517

Figure 5. Stress intensity factors KI , KII in dependence on the crack tip distance rm .

An accurate determination of the parameters from isochromatic fringe patterns is
given within the range 2.5 mm < rm< 7.5 mm of the radius rm.

Figure 6 gives a comparison of stress intensity factors from experimentally obtained
isochromatic fringe patterns and caustics, where a good agreement can be stated. Shown
are typical results from specimens under different thermal loads.

Figure 6. Stress intensity factors K
I
, K

II
in dependence on temperature (y

F
=8mm; x

F
=32mm).

Figure 7 gives a comparison of stress intensity factors from experimentally obtained
isochromatic fringe patterns with a corresponding finite element calculation, where a
good agreement can be stated. Shown are typical results from specimens under different
thermal loads [14, 15].
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Figure 7. Stress intensity factors KI , K
II

in dependence on temperature.

3.2 BIMATERIAL MODEL
The experimental determination of stress intensity factors at the tip of a curvilinear
thermal crack propagating in the matrix material, Araldite B, of a disk-like bimaterial
model (cf. Figure 8 and 9) has been performed. Thereby a ring region can be used to
calculate the stress intensity factors in dependence on the crack tip distance rm.

Figure 8. Model of a cracked disk-like bimaterial.
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Figure 10 gives a comparison of the stress intensity factors KI and KII gained from
experimentally obtained isochromatic fringe patterns by using the multiple point
method of photoelasticity. In this case an accurate determination of the parameters σox,
a3, a4, b3, and b4 from isochromatic fringe patterns is given within the range 2mm< rm
<11mm of the radius r . This thermal loading process produces a pure mode-I loading,m

which can also be seen from the KII -values.

Figure 9. Experimentally obtained isochromatic fringe patterns and caustics

Figure 10. Comparison of stress intensity factors KI and KII gained from experimentally obtained
isochromatic fringe patterns by using the multiple point method of photoelasticity.

Figure 11 gives a comparison of stress intensity factors from experimentally obtain-
ed isochromatic fringe patterns and caustics in dependence on projeced crack length ax.

Figure 11. Stress intensity factors KI and KII gained from experimentally obtained
isochromatic fringe patterns and caustics in dependence on projeced crack length ax.
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Conclusion

Shadow optical and photoelastic data were collected from digitally sharpened isochro-
matic fringe patterns and caustics by using a digital image analysis system. A photo-
elastic analysis for cracked two-phase compounds has been performed by using the im-
age analysis of isochromatic fringe loops. A combination of the so-called phase-step-
ping method, an automatic polariscope and the multiple point method result in an auto-
matic method for the determination of stress intensity factors. An overview about the
experimental modelling of cracks arising in plane disk-like models of two-phase com-
posite structures is given.
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Abstract

Shape memory TiNi fiber reinforced/epoxy matrix composite (SMA-FEC) is fabricated
to demonstrate the suppression effect of crack tip stress concentration and the fracture
toughness (K value) under mixed mode stresses in the composite. The test specimens
have two types of angled notches to the transverse direction of the tensile type specimen.
i.e. θ =45° , 90° with several crack lengths. The stress intensity at the notch tip is
experimentally determined by photoelastic fringes. The decrease of the K value is
attributed to the compressive stress field in the matrix which is induced when the
prestrained the TiNi fibers contract to the initial length upon heating above the austenitic
finish temperature of the TiNi fiber (T>Af). The dependencies of the K value on the
prestrain value of TiNi fibers as well as on the compressive stress domain size between a
crack tip and fiber are discussed.

1. Introduction

The active control of material degradation (i.e. damage accumulation, crack,
delamination etc.) during the service time and the elongation of the failure life of the
material components has become increasingly important in recent years owing to the
increasing demands for improved safety design of various engineering devices and
structures. Furthermore, the development of an artificial system for prevention of sudden
failure of machinery and structures has also become a worthy and attractive research
subject for the creation of a new design concept of intelligent/smart material systems and
structures.
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As one of the works concerning active control of the strength and fracture of a material
system, Rogers [1] proposed the active control method for retardation of fatigue crack
propagation from a notch root by utilizing the contractions of an embedded SMA line
type actuator. In his approach, the SMA actuator is heated by means of direct current
joule heating, and then, the large compressive stresses in the matrix associated with the
shrinkages of TiNi actuator act to reduce the mean stress level of cyclic loading. This
enhances the crack closure phenomenon and the retardation of fatigue crack propagation.
Rogers also attempted to explain an experimental result on the suppression of crack tip
stresses in a precracked TiNi fiber/epoxy resin matrix composite specimen using a
photoelastic fringe pattern. However, the change of stress intensity value K has not been
clarified yet in detail as well as systematically.

Concerning this problem, the authors have recently attempted to improve the of
mechanical strength as well as the active control of stress intensity value K under anI
uniaxial stress condition (i.e. mode 1) on the basis of basic experiments involving direct
current joule heating of TiNi fibers embedded in a photoelastic epoxy matrix composite,
(TiNi)f/epoxy. [3] [4] [5] However, in general , mixed mode stresses work in
machinery or structural component and result in the failure of the whole structure,
therefore, in the present study, the suppression effect of crack tip stress concentration and
the fracture toughness (K value) under mixed mode stresses in composite are studied.
The test specimens have two types of angled notches in the transverse direction of the
tensile type specimen. i.e. θ =45° , 90° with several crack lengths. The stress intensity
at the notch tip is experimentally determined by photoelastic fringes. The decrease of the
K value is attributed to the compressive stress field in the matrix which is induced when
the prestrained TiNi fibers contract to the initial length upon heating above the austenitic
finish temperature of TiNi fiber (T > Af). The dependencies of mixed-mode K values (K I

and KII) on the prestrain value of TiNi fibers as well as on the compressive stress domain
size between a crack tip and fiber are discussed systematically.

2. Design concept of shape memory composite

Thermoelastic shape memory effect (i.e. shape memory and recovery phenomenon)
takes place during martensite (M) to austenite (A) phase transformation in SMA with
increasing temperature. Therefore, the material functional properties of SMA change
clearly depending on the change with the temperature [2] as summarized in Fig. It
should be noted exhibits that SMA unique properties of a higher stiffness (2-3 times) and
large recovery stress in the higher temperature region due to an inversely thermoelastic
phase transformation in contrast to the weakening of those properties in general metals.
As a consequence, SMA natively has the smart functions, i.e., (1) sensor (thermal), (2)
actuator (shape memory deformation) and (3) memory and shape recovery (processor
functions). These unique properties inherent to SMA can be utilized to strengthen the
composite. The design concept for enhancing the mechanical properties of the SMA
composite is schematically shown in Fig. 2. TiNi fibers are heat-treated to shape-
memorize their initial length at higher temperatures (>Af), then quenched to room
temperature (to almost martensite start temperature =Ms), subjected to tensile prestrain
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eT (>0) and embedded in the matrix material to form a composite. The composite is
then heated to the temperature (>Af) at which the TiNi fibers tend to shrink back to
their initial length by the amount of prestrain eT, and then the matrix is subjected to
compressive stress. It is this compressive stress in the matrix that contributes to the
enhancement of the tensile properties of the composite and fracture toughness.

Figure 1 Material properties of shape memory
alloy with increasing temperature

Figure. 2 Design concept of SMA
smart composite.

3. Experiment

3.1 Test specimen
Experimental processing, mechanical testing of TiNi/epoxy composite is described. The

shape memorized TiNi fibers (Ti-50.2at%Ni) of 0.4mm diameter supplied by Kantoc Ltd,
Fujisawa, Japan are arranged a mold in which photoelastic epoxy and a specified amount
of hardener were poured and then kept at 130°C for 2 hours for curing. The TiNi fibers
were first annealed for 30min at 500°C,then quenched in icewater. Four transformation
temperatures of TiNi fiber were determined: martensitic start Ms = 31°C,martensite
finish Mf = 15°C, austenitic start As = 57°C, and austenitic finish Af = 63°C from the
relationship between strain vs. temperature at a constant stress of 94MPa.
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The photoelastic sensitivity constant of this epoxy resin matrix was α =0.116 mm/N.
After curing, the as-molded composite was cooled to room temperature. During the
process, TiNi fibers were kept in tension with four different prestrains of 0, 1, 3 and 5%.
A center
notch which had different angle (θ ) and length (a) in the care of each specimen was
then cut into the as molded composite specimen using spark cutting and a thin knife edge.
In the case of the specimen with angled crack, θ =90° (i.e. mode I)four different crack
lengths, a=3.8, 5.0, 7.0 and 8.8mm were introduced, on the other hand, in the case of
θ =45 (i.e. mode II), “three affeunt each length, a=7.5, 8.8 and 12.2mm were
introduced’ in mixed mode test specimens for changing the domain size (D) between a
crack-tip and a fiber. The geometries of the composite specimens and precrack lengths
are shown in Fig. 3.

Figure 3 Geometry of TiNi/epoxy composite specimen with a center crack with θ

3.2 K-value determination

The composite specimens were loaded by a Tensilon/RTM-1T machine in which a
constant temperature controllable furnace and photoelastic analysis apparatus were
combined. A constant load of P=1078N was applied to the TiNi/epoxy specimen with an
angled crack θ =90° , on the other hand, P=1274N at θ =45° for the controlled
tensile test machine to form the third or fourth photoelastic fringe pattern. The changes
of the number of fringe pattern lines developed around the notch tip was measured at
different constant temperatures of 20, 30, 40, 50, 60, 70, 80, 90 and 100°C through the
plane glass window fixed on the wall of the electric heating furnace. The photographs of
the changes of fringe patterns around a crack tip with increasing temperature were
continuously taken by a camera, and then, stress intensity factor KI and KII were
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calculated from the following formula KI of mode I (tensile type) by Irwin’s method, and
KII of mixed-mode by Smith’s method.

Eqn (1)

Eqn (2)

where

n is the number of the fringe, t is the composite plate thickness, α is the epoxy
photoelasticity sensitivity constant, r and θ m are, respectively, the distance and angle in
polar coordinates at point M, shown schematically in Fig. 4.

Figure 4 Photoelastic fringe pattern schematically developed aroud a crack
(size: a ) in the pole figure. (mode I and mixed mode II)
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4. Results and discussion
The experimental results of the photoelastic fringe patterns are shown in Fig.5 for the

TiNi/epoxy specimen with angled crack θ = 45° at P = 1274N in. Fig. 5(a), and angled
crack θ = 90° at P = 1078N in Fig.5(b) respectively. It should be noted
from Fig 5(a) and (b) that the photoelastic fringes decrease abruptly with the increasing
temperature, especially, above Af( =63°C) temperature.

Figure 5 Photoelastic fringe pattern around a center crack in the TiNi/epoxy specimen

Considering the active control of the stress intensity at the crack tip, as an example, the
dependencies of KI value on environmental temperature (T) at the crack length of
8.8mm in the specimen with θ =90° are shown in Fig. 6.
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Figure 6 Stress intensity factor KI -value as a functions of temperature under three
different prestrains in the case of a specimen with crack length a=8.8mm and angle

The KI value of the specimen with θ = 90° .prestrained TiNi fibers decreases clearly
above 50~60°C, where the decreasing rate of the KI value depends on the prestrain value.
Although the initial absolute K value differs by inevitable effect induced by the initially
introduced of residual stresses in the matrix during the fabrication process of the
TiNi/epoxy composite. The decrease of the K value is scarcely recognized in the case of
prestrain=0, but, the drop of K value increases as the pretensile strain of the TiNi fiber
increases. These facts surely suggest that the shape memory effect of the embedded TiNi
fibers can effectively reduce the stress concentration with increasing prestrain value.

The experimental result of the reduction in mode I stress intensity factor, KI , at 80 °C(>
Af) is plotted versus the prestrained values ε t= 0, 1, 3 and 5%, for several crack
lengths in Fig. 7(a) and similarly shown for mode II, K II, in Fig. 7(b) in the test specimen
with angled crack of θ = 45° .The stress intensity factor ratio, K value ratio,
plotted along the Y axis indicates the normalized value of K which can be calculated
from dividing the absolute K value in a certain prestrained specimen by the K value of a
zero prestrained specimen. It should be noted that all the K values decrease with increase
of the prestrain value, and these decrease rate( ∆ K) becomes much more high depending
on crack length(a). For instance, in the case of the specimen with a 5% prestrain and θ
= 45° crack, the percentage of decrease in the case of shape memory effect are ∆K I =
36%, ∆KII = 21.4% at a = 7.5mm, ∆KI = 45.4%, ∆KII = 46% at a= 8.8mm, and ∆KI

= 48.7%, ∆KII = 58.2% at a = 12.2mm. The same trend can be recognized in the case
of single mode KI in the specimen with angled crack θ = 90° as shown in Fig. 7(c), i.e.,
the decrease range, ∆KI= 27.6% at a = 3.8mm, ∆KI = 29.5% at a = 5mm, ∆KI = 30.7%
at a= 7mm and ∆ KI = 82.8% at a = 8.8mm. These experimentally results with
decreasing dependencies of K value (∆K) on the crack length(a) suggest that the
decrease of K seems to become most intense as the domain size between the crack tip
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and fiber surface in front of a crack. The same trend of the dependence of the drop of the
K value on the domain size was previously discussed by the authors using Eshelby’s
equivalent inclusion method. As for the relationship between the K ratio and prestrain
value, the analytical model explains the same trend as the experimental results, i.e., K
value decreases with an increase in prestrain, however, the predictions are apt to show
larger values than those of the experiment.

Figure 7(a) Normalized stress intensity factor K-value ratio vs. prestrain for different
crack lengths

Figure 7(b) Normalized stress intensity factor K-value ratio vs. prestrain in different crack
lengths:
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Figure 7(c) Normalized stress intensity factor K-value ratio vs. prestrain for different
crack lengths

From the experimental evidence obtained in this study, our proposed “new material
system for active failure prevention by using a SMA composite” is a promising concept
for active control of material degradation (i.e. damage accumulation, crack formation,
delamination etc.) in service time and for the elongation of failure life of the material
components in the near future. Furthermore, the development of an artificial system for
prevention of sudden failure of machinery and structures is also an important and
attractive research subject for the creation of a new design concept of intelligent/smart
material systems and structures.

4. Conclusion

Following the previous study on active suppression of crack tip stress concentration and
the increase of fracture toughness (K value) using shape memory strengthening in a
shape memory TiNi fiber reinforced /epoxy matrix composite (SMA-FEC), in the
present paper, the control of crack-tip stress concentration and the fracture toughness (K
value) under mixed mode stresses, KI and KII mode, are investigated. The test specimens
have two types of anglednotches in the transverse direction of the tensile-type specimen.
i.e. θ =45° ,90° with several crack lengths. The stress intensity at the notch tip is
experimentally determined by photoelastic fringes. The decrease of the KII value in the
mixed mode was also experimentally confirmed similarly as in the case of the former
mode I type (KI ) specimen when the prestrained TiNi fibers contract to the initial length
upon heating above the austenitic finish temperature of the TiNi fiber (T > Af).
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The dependencies of K value on the prestrain value of TiNi fibers and crack length (i.e.,
the compressive stress domain size between a cracktip and fiber) are recognized as
previously predicted by the authors.
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Waves initiated by an impact event in a solid are used to load existing cracks in the
solid by almost pure in-plane shear (mode-II) conditions of loading. On this basis the
author introduced the method of loading edge cracks by edge impact (LECEI) [3,4], its
principle is shown in Fig. 1: A specimen with two parallel edge cracks or edge notches
is considered. In the following text the term “crack” will be used in a general sense for
a naturally sharp fatigue crack or a notch (saw cut) of finite bluntness at the notch tip.
The specimen is impacted by a projectile having a diameter d equal to the distance h of
the two cracks. The impinging projectile initiates a compressive wave in the middle
part of the specimen, the rest of the specimen, in particular those parts on the other

_
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1. Introduction

The fracture mechanics methodology in principle applies to all three modes of loading:
tension, in-plane shear, and out-of-plane shear, or to combinations of them. In
practice, however, as regards standards for measuring material properties and/or
applications to estimate the safety or failure probability of structures, tensile (mode-I)
loading situations are mostly considered. In-plane shear (mode-II) loading is subject of
fundamental analyses in most cases only [1,2]. Cracks or crack-like defects in impacted
structures, on the other hand, are loaded by waves that are initiated by the impact event
and to a large extent experience transient in-plane shear (mode-II) and mixed mode-
II/mode-I loading situations. These types of loading, therefore, represent loading
conditions of both practical relevance and dominating importance when high rate
phenomena are of interest. This paper reports on the failure behaviour of different
types of solids exposed to impact shear loading of different rates.

2. Dynamic High Rate Shear Loading of Cracks

2.1 LOADING TECHNIQUE
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Figure 1. Principle of the technique of loading edge cracks by edge impact (LECEI) and
shadow optical observation modes (schematically).

side of the crack, are stress free. The displacements associated with this stress wave
field generate a mode-II loading situation at the crack tips. The sign of loading is
different for the two cracks. The mode-II loading conditions will develop for the early
time range of the impact event only, i.e. before waves that are reflected at the finite
boundaries of the specimen will interfere with the crack tip again. This is also the
range of interest for high rate failure investigations. The specimen is not held in a
special loading fixture, it is loosely positioned on a table which is adjustable in order to
allow for a correct alignment of the specimen perpendicular to the direction of the
impinging projectile. The projectile is accelerated by an air gun with its muzzle
directly in front of the specimen.

2.2 DETERMINATION OF STRESS INTENSIFICATION HISTORY BY CAUSTICS

The shadow optical method of caustics in combination with high speed photography is
used to determine the resulting stress intensification history. The cracked specimen
which may be transparent or opaque is illuminated by a collimated parallel light beam.
Because of the stress concentrations at the tip of the crack, changes in the refractive
index of the material and/or deformations of the surface of the specimens near the tip
of the crack result. Because of these effects, the light rays are deflected from their
original direction and thus form characteristic light intensity patterns in image planes
at certain distances from the specimen plane. Looking in the direction of observation of
the light intensity patterns these so called shadow planes or reference planes are real or
virtual when located behind of (positive reference distance) or before (negative
reference distance) the specimen (see Fig. 1). The caustic registration mode is
considered positive/negative when the observation direction is identical/opposite to the
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Figure 2. Shadow optical light intensity patterns and caustics.

direction of the illuminating light beam. Furthermore, tensile loading is considered
positive and compressive loading negative (with the latter being applicable to notches
only that allow for compressive stress concentration to be built up). Computer
generated shadow optical light intensity patterns are shown in Fig. 2 for mode-I and
mode-II cases of loading. For the patterns in the upper row of the figure the sign of the
product of the signs of caustic registration mode, reference distance, and loading is
negative and for the patterns in the lower row it is positive. Distinct shadow areas of
darkness are obtained which are surrounded by areas of light concentration (high
density of the bright lines in Fig. 2). The two areas are separated by sharply bounded
curves, the caustics. For mixed mode-I/mode-II loading conditions the shape of the
shadow patterns change continuously from the shape of the one to the other pure
loading case. Size and shape of the shadow patterns are quantitatively correlated with
the stress intensity factors. For pure mode-I or mode-II loading situations the size of
the shadow patterns, e.g. the diameter of the caustic in a particular direction,
determines the magnitude of the stress intensity factor KI or KII ; for mixed mode
loading conditions two size parameters of the caustics, e.g. the diameters of two
branches of the caustic determine both stress intensity factors, KI and K II. The shadow
patterns are experimentally recorded with regular cameras photographing the specimen
in a controlled defocused manner. In the dynamic events under consideration high
speed cameras are needed to register the shadowgraphs at successive times. A detailed
description of the physical principles of the caustic method, quantitative evaluation
formulas, and practical applications for determining stress intensity factors are given
in [5].
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Figure 3. High speed series of shadow photographs of the stress intensification history at the lower notch in a
typical LECEI-test (PMMA, picture interval time 2 µs).

The stress intensification history of edge impacted edge cracks has been monitored by
means of the shadow optical method of caustics. Figure 3 shows a series of high speed
shadowgraphs photographed with a specimen made from the transparent model
material PMMA (Polymethylmethacrylat). The caustics were observed in a virtual
shadow plane located ahead of the specimen (when looking in observation direction).
Only the upper of the two cracks is shown, the picture interval time in this series of
photographs is 2µs. A comparison of the observed caustics with the theoretically
predicted curves (see Fig. 2) indeed indicates an almost undisturbed mode-II loading.
A more detailed consideration reveals some influence of a superimposed mode-I
loading for the very beginning of the impact event, which is due to lateral deformations
associated with the compressive stress wave generated by the impact event. For later
times, however, the mode-II loading is dominating and the superimposed mode-I
loading becomes negligible. Deviations of the shadow pattern for pure mode-II loading
in the last frames are indications that instability has taken place and that failure is
developing.

Quantitative data have been determined with specimens made of the epoxy resin
Araldite B and the high strength maraging steel X2 NiCoMo 18 9 5. These two
materials are well suited for quantitative shadow optical investigations because of their
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Figure 4. In-plane shear (mode-II) stress intensity factor histories observed in LECEI-tests.

well defined almost ideal linear-elastic behaviour. Results are shown in Fig. 4 for
impact velocities of 12 m/s or 13 and 33 m/s respectively. The maximum crack tip
stress intensification rates KI I are about 2 x 105 MN m- 3 / 2 s-1 for Araldite B and 2 x
10

7
MN m-3/2s-1 for steel. These stress intensification rates are extremely high; they are

of the same order or even higher than those obtained with Hopkinson’s bars.

In summary, the technique of loading edge cracks by edge impact (LECEI) represents a
rather simple experimental method to apply high rates of local shear (mode-II) loading
using only modest impact velocities. The loading is of almost pure mode-II type.
Extremely high loading rates are achievable that result in failure after very short
loading times of a few microseconds only. The LECEI-technique in the meantime has
been adopted by several researchers [6-9] for their investigations.

3. High Rate Shear Failure Behaviour of Materials

The technique of loading edge cracks by edge impact (LECEI) has been used to
investigate the dynamic shear induced failure of three types of materials: an epoxy
resin, a high strength steel, and an aluminum alloy. Specimens of about the same sizes
were used throughout the investigations. The typical specimen dimensions were:
height 150 to 200 mm, width 100 to 150 mm, thickness 9 to 20 mm. The length of the
cracks was about half the width of the specimen; the two cracks were 50 mm apart
corresponding to a projectile diameter of 50 mm. In several cases, however, instead of
original LECEI-specimens with two cracks modified specimens with one crack only
were used. The projectiles used in the tests were typically of the same type of material
as the specimen to be investigated.
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3.1. FAILURE CHARACTERISTICS OF STEEL

The high strength maraging steel X2 NiCoMo 18 9 5 has been used for these
investigations [3,4]. This steel with its very high yield strength of about 2.1 GPa has
not only been chosen because of suitability for shadow optical investigations (see
Chapter 2.2), but also because of its suitability for a description by means of the
concept of linear-elastic or small scale yielding fracture mechanics.

Figure 5. Shadow photograph of the failure phase a short time after instability in
a low rate LECEI-experiment with steel.

In a first series of experiments specimens that did not contain sharp cracks but notches
with a fixed bluntness at the tip were used. The notch tip radii were in the range from
0.75 to 0.85 mm. Tests were performed at increasing impact velocities. Very distinct
differences in the failure behaviour were observed in low and high rate experiments. At
low impact velocities, typically around 30 m/s, a behaviour as expected from usual
fracture mechanics considerations is obtained, i.e. a tensile crack propagating at an
angle of about 70° and a fracture surface with the typical indications of roughness and
shear lips: Figure 5 shows a shadow optical picture photographed a few microseconds
after instability in a low rate experiment. The obtained photograph shows an
undisturbed tensile mode-I caustic at the tip of the initiated kinked crack. Furthermore,
the photograph shows that the crack propagates in a direction of about 70° with respect
to the ligament, i.e. a direction for which maximum tensile stresses result for the crack
tip stress field. The observed crack propagation angle is further experimental evidence
that indeed pure mode-II loading conditions prevailed at the starter notch, thus
verifying the results of the shadow optical investigations on the LECEI-technique
presented in the previous Chapter. In addition to the crack tip shadow spot, the
shadowgraph also shows waves that emanate from the tip of the propagating crack.
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These are Rayleigh waves causing deformations at the specimen surface that also
produce a shadow optical effect. Similarly, the straight patterns observed in the lower
part of the photograph visualize the compressive wave initiated by the impinging
projectile. Figure 6 on its left side (low rate behaviour) gives further indications on the
failure appearance. Figure 6a shows the direction of the failure path in a schematic
representation. The crack propagates completely through the specimen separating the

Figure 6. Failure behaviour observed in steel at low and high rates of mode-II loading,
steel: X2 NiCoMo 18 9 5.
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specimen into two halves. Photographs of the failure surface are given in Fig. 6b.
These photographs show the typical characteristics of a usual fracture surface:
roughness as it is usual for this steel and shear lips at the edges of the specimen.

Impact experiments performed at higher loading rates, typically around 70 m/s, result
in a completely different failure behaviour. The results are presented on the right side
of Fig. 6 (high rate behaviour). The failure path as well as the failure surface are
shown in comparison to the equivalent results obtained at lower loading rates. The
failure at high rates (Fig. 6a, right) develops in a direction that is almost identical to
the direction of the initial starter notch, a 70° propagation angle is not observed
anymore. Furthermore, the failure is arrested after a certain length, whereas complete
failure of the specimen was observed in the low rate experiment. In addition, the
appearance of the failure surface (Fig. 6b, right) is very different: Large smeared-over-
regions that have a shiny, mirror-like appearance result, and, furthermore, there are no
indications of any shear lips: The failure surface extends straight across the entire cross
section of the specimen up to the very edge of the specimen. Obviously this failure at
high loading rates does not represent a separation of material caused by a tensile crack,
but a sliding of material due to the formation of an adiabatic shear band.

Figure 7. Micrographs of shear bands; a) deformed band, steel: X2 NiCoMo 18 9 5,
b) transformed band, steel: 42 CrMo 4.

Metallographic micrographs of cuts through the specimen perpendicular to the failure
surface are presented in Fig. 7 for the steel X2 NiCoMo 18 9 5 and also for the steel 42
CrMo 4, that was additionally investigated. Heavily sheared localized bands are
visible. The shear band photographed with the steel X2 NiCoMo 18 9 5 shows a
continuously increasing concentration of shear deformation towards the central region
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of the shear zone. With the steel 42 CrMo 4 a wide edging band is visible indicating
that a phase transformation has taken place with this material in the central region of
the shear band. In particular the wide edging band is associated with a strong increase
of hardness compared to the base material. The highly deformed (or also transformed)
central zone of the shear band after having been formed obviously failed subsequently
by a fracture process, as it is clearly indicated by Fig. 7b. Details of the formation of
shear bands due to adiabatic conditions and softening processes that control this
damage process shall not be discussed here (for details see e.g. [10,11]).

In addition to the reported LECEI-tests with notches of fixed notch tip radius, tests
were performed with notches of other acuity. In these series of experiments, the notch
tip radii were varied down to those of fatigue sharpened cracks. In particular interim
notch tip bluntnesses corresponding to notch tip radii of about 0.3 mm were used. Data
on the various test parameters applied and the observations made on the failure
behaviour are summarized in Table 1. The observed damage paths are graphically
shown in Fig. 8. The data show a dependence of the critical impact velocity for failure
mode transition. The sharper the notch the lower the critical velocity: Whereas

TABLE 1. Test parameters and failure data of LECEI-tests with specimens of the steel X2 NiCoMo 18 9 5.
(NOD = no damage, TFD = tensile fracture damage, SBD = shear band damage).

SHOT B, ρ, v0 , DAMAGE a,

mm mm m/s MODE mm

v0 /

1 0 ³
,
/ s

908 8.2 0.75 12.0 NOD 0.44
909 8.2 0.75 12.7 NOD 0 0.46
910 8.9 0.75 12.9 NOD 0 0.47
911 8.9 0.75 12.8 NOD 0 0.47
912 8.9 0.75 32.5 TFD CF 1.19
913 9.3 0 19.8 SBD 4 1.42
914 9.3 0 31.9 SBD 30 2.29
915 8.4 0.25 32.5 SBD 17 2.06
916 7.9 0 31.7 SBD 26 2.27
918 9.4 0 32.0 SBD 20 2.29
919 8.6 0 30.3 SBD 20 2.17
920 8.8 0.35 32.4 SBD 12.5 1.73
921 8.5 0.35 50.7 SBD 37 2.71

955 18.8 0.85 39.3 SBD 0.5 1.35
955 18.8 0.85 39.3 TFD CF 1.35
956 19.0 0.85 71.8 SBD 47 2.46
959 18.8 0.85 27.3 TFD CF 0.94
960 19.0 0.30 29.8 SBD 5 1.72
961 19.0 0.30 38.2 SBD 31 2.21
962 19.4 0.35 22.4 TFD CF 1.20
964 19.0 0 54.3 SBD CF 3.89
965 19.0 0 32.1 SBD 31.5 2.30
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failure mode transition takes place for ρ = 0.8 mm at a velocity between 39 m/s to 72
m/s, a value between 20 m/s and 29 m/s results for a notch tip radius of ρ = 0.3 mm,
and a velocity of below 20 m/s results for precracked starter notches. In Fig. 8 only
the beginning of the failure paths is shown. When failure occurs by tensile cracks, the
cracks in all cases propagate completely through the specimen, dividing the specimen
into two halves. On the other hand, when failure occurs by adiabatic shear bands, the
failure is limited in length and comes to arrest in most of the cases (only in one
experiment the shear band propagated completely through the specimen dividing it
into two halves). The failure length is the larger the larger the impact velocity.

Figure 8. Damage paths observed in steel for different notch tip bluntnesses and impactor velocities.

JOERG F. KALTHOFF

The data can also be looked at from a different point of view: For the same impact
velocity failure mode transition between tensile cracks and adiabatic shear bands takes
place when the notch tip acuity is varied: whereas failure by tensile cracks results for
blunted notches, failure by adiabatic shear bands results for sharp notches. The higher
the impact velocity, the more is the critical notch tip acuity for failure mode transition
shifted to larger bluntnesses. If one extrapolates this behaviour, one would speculate
that extremely high impact velocities would be needed with specimens which do not
contain notches at all - which is indeed the case.

Since the strain at the tip of the notch increases with the acuity of the notch (i.e. with
decreasing values of the notch tip radius), and, furthermore, since the rate at which
this notch tip strain builds up increases with the impact velocity, it is evident that the
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Figure 9. Modes of dynamic failure in steel for different rates of mode-II notch tip strain.

local strain rate at the tip of the notch is controlled by both parameters, the acuity and
the impact velocity: The higher the acuity and the higher the impact velocity the
higher the notch tip strain rate. Quantitatively the strain at the notch tip varies
proportional to 1 / , where r is the notch tip radius. Furthermore, the rate at which
the strain builds up, increases proportional to v 0 , where v 0 is the impact velocity. Thus,
the term v0 / should be an appropriate quantitative measure of the notch tip strain
rate. Values of the notch tip strain rate term v0 / have been calculated and are
given with the test parameters and failure observations of each experiment in Table 1.
When fatigue sharpened starter notches were used an effective notch root radius of
approximately the radius of the crack tip plastic zone (roughly 0.2 mm) was used. In
Fig. 9 the observed failure is plotted as a function of the notch tip strain rate v0 /
The plot allows for a joint presentation of all the observed experimental findings in one
diagram. In the diagram and the following text the subscripts S, TC, and ASB stand
for “stable”, “tensile crack”, and “adiabatic shear band” respectively, and TRANS
stands for “transition”.

The following behaviour results:
- For notch tip strain rates v 0 / < TRANS S, TC damage does not occur. The initial

notches stay stable.
- In the interim regime of notch tip strain rates TRANS S, TC <  v 0 / <

TRANSTC,ASB failure occurs by tensile cracks that extend at an angle of about 70°
with respect to the ligament, causing complete failure of the specimen. This failure
behaviour is in accordance with fracture mechanics considerations.
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- At notch tip strain rates v0 / = TRANS TC,ASB failure mode transition takes
place. For notch tip strain rates higher than TR TC,ASB failure occurs by localized
shear bands. The adiabatic shear bands are limited in length and they extend in a
direction which is almost identical with the direction of the original starter notch.

Despite of the very different test parameters utilized in the experiments (i.e. notch tip
radii, impact velocities, specimen thicknesses) the failure mode transition from tensile
cracks to adiabatic shear bands result for the same value of the notch tip strain rate
and, furthermore, the observed lengths of the adiabatic shear bands follow the same
curve, when the data are plotted as a function of the notch tip strain rate. This unique
presentation of the results by means of the parameters ρ and v 0 in the suggested form
as notch tip strain rate v 0 / thus indicates that this term indeed represent the
physical quantity that controls the processes. The unique presentation of all the data in
one plot also shows: The damage length of shear band failure for notch tip strain rates
v 0 / > TRANSTC,ASB is limited and considerably shorter than of tensile crack
failure for notch tip strain rates v 0 / < TRANS TC,ASB; i.e., although more energy is
brought into the specimen to activate failure by adiabatic shear bands the resulting
length of the generated damage is shorter than for tensile crack failure activated at
lower energy levels. It is concluded, therefore, that adiabatic shear bands require and
absorb more energy for propagation than tensile cracks.

3.2. FAILURE CHARACTERISTICS OF EPOXY RESIN

LECEI-tests as performed with steel have been carried out with specimens made of the
epoxy resin Araldite B. The notch tip radii were varied from ρ = 1.0 mm to naturally
sharp pre-cracks, the impact velocities were varied from the lowest velocity achievable
with the gas gun, i.e. about 10 m/s, to higher values.

Low rate experiments were performed with impact velocities in the range of about
9 m/s to 18 m/s. For all notch tip radii failure occurred by tensile cracks propagation at
about 70° with respect to the ligament. The specimens after the test were separated into
two halves. Figure 10 shows a shadowgraph of the failure phase a short time after
instability. The essentials of this figure are similar to those of Fig. 5 recorded with a
steel specimen in a low rate experiment and shall not be repeated here. Thus, in all low
rate experiments with epoxy resin the observations are of the same kind as found in the
low rate steel experiments.

High rate impact experiments with impact velocities above 18 m/s have been
performed with Araldite B specimens too, but, in all these cases the experiments failed:
Damage occurred directly at the contact area between the projectile and the specimen;
this damage practically destroyed the specimen. Thus, any information on the
existence of an eventual failure mode transition to adiabatic shear bands could not be
obtained because any eventually necessary higher loading rates could not be achieved.
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3.3.

Figure 10. Shadow photograph of the failure phase a short time after instability in
a LECEI-test with epoxy resin, Araldite B.

FAILURE CHARACTERISTICS OF ALUMINUM ALLOY

LECEI-tests similar as with steel have also been performed with the aluminum alloy
A1 7075 [12]: Notches of relatively high acuity corresponding to an equivalent root
radius of about 0.3 mm or fatigue sharpened cracks were used. Impact velocities up to
about 70 m/s were applied. The regime of lower loading rates was extended down to
even quasi-static loading conditions, i.e. loading times in the range of minutes. In
these quasi-static tests the modified Arcan/Richard loading device [13,14] was used in
combination with a universal tensile testing machine to load the specimen.

Typical high rate experiments, performed in the range of an impact velocity of 65 m/s
result in failure of limited length that develops straight in the direction of the original
starter notch. A failure surface is shown in Fig. 11b; it has a smeared over appearance,
shear lips do not exist. Obviously, the findings are similar to those made with steels at
high rates of loading, and it is speculated, therefore, that this failure is due to an
adiabatic shear band process too.

In the low rate regime - even in the extreme case of quasi-static loading, that shall be
considered for the moment - a behaviour is observed which is astonishable similar to
the one observed at high rates. The failure is not arrested in this case, it develops
completely through the specimen, but the failure extends straight in the direction of the
original starter notch. Furthermore, the failure surface shown in Fig. 11a has a shiny,
smeared over appearance which to a certain extent resembles that of the high rate
experiment and shear lips do also not exist – similar as in the high rate experiments
(compare with Fig. 11b). Failure by tensile cracks propagating at 70° with respect to
the ligament showing the usual roughness of the failure surfaces and shear lips, as
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Figure 11. Failure surfaces in aluminum alloy (Al 7075) observed under mode-II loading of different rates:
a) quasistatic loading with Arcan/Richard loading device, b) high rate loading with LECEI-test,
v0 = 65 m/s. In comparison c) failure surface observed under quasistatic mode-I conditions of
loading. (SF = surface; same scale for all photographs).

expected from fracture mechanics considerations, are not observed. It is speculated
therefore, that a shear band process controls failure in aluminum alloy also in the low
rate or quasi-static regime, similar to adiabatic shear bands controlling failure in the
high rate regime. For clarity it shall be mentioned that tensile cracks with the usual
characteristic features of a fracture surface as mentioned above do exist for Al 7075,
but such cracks are initiated when and only when mode-I loading conditions prevail. A
fracture surface of such a tensile crack initiated under quasistatic mode-I loading is
shown in Fig. 11c. Differences with respect to roughness of the failure surface and the
existence of shear lips become evident by a comparison to the mode-II-initiated failure
surfaces shown in Figs. 11a and b. Obviously under mode-II loading conditions such
tensile crack failure processes extending in a non-straight direction as observed in steel
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and in epoxy resin at low loading rates do not become activated in Al 7075 under any
loading rate, even not under quasi-static conditions of loading. Straight failure
propagation in aluminum alloy for mode-II loading conditions in quasistatic tests have
also been reported by other investigators [15-17].

4. Summary

The principle of the technique of loading edge cracks by edge impact (LECEI) for
generating high rates of crack tip shear (mode-II) loading is presented. The technique
is used in conjunction with a gas gun for accelerating the impactor. The resulting shear
(mode-II) stress intensification histories are monitored by means of the shadow optical
method of caustics in combination with high speed photographic recording of the
shadowgraphs. The LECEI-technique is used to study the high rate shear induced
failure behaviour of three types of materials. The observations made for different levels
of loading rates are summarized in Fig. 12. Epoxy resin (Araldite B) shows failure by
tensile cracks up to the highest experimentally achievable loading rate. Steel (high
strength maraging steel X2 NiCoMo 18 9 5) shows a failure mode transition: at low
rates failure occurs by tensile cracks, at higher rates, above a certain limit velocity,
failure by adiabatic shear bands is observed. Aluminum alloy (Al 7075) shows failure
due to shear band processes in the high rate regime, but this failure mode is observed
over the entire range of loading rates, even down to quasi-static conditions.
Characteristics of the failure modes are presented. When transitions are observed in the
failure process from tensile cracks to shear bands, the limit velocity for failure mode
transition depends on the bluntness of the starter crack the failure is initiated from:

Figure 12. Modes of dynamic failure under mode-II conditions of loading observed with different
materials for different loading rates.
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The larger the bluntness of the starter crack the higher the critical limit velocity for
failure mode transition. The data indicate that adiabatic shear bands require and absorb
more energy for propagation than tensile cracks. Further work is needed and is on the
way to specify the conditions that lead to shear induced failure by either tensile cracks
or shear bands for different types of materials and different rates of loading.
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DYNAMIC FAILURE INVESTIGATIONS IN POLYMERS
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1. Introduction

Photomechanics has played a significant role in investigations of dynamic fracture. Dy-
namic photoelasticity, the method of caustics, and the coherent gradient sensing meth-
ods have been used extensively to characterize the crack tip stress-state by many inves-
tigators, to numerous to list here. The main goal of the present manuscript is to demon-
strate how dynamic photoelasticity is applied in the investigation of failure mode tran-
sition in polycarbonate. The asymmetrically loaded, edge-crack configuration is consid-
ered; the results of failure mode transition have been described in a previous publication
(Ravi-Chandar, 1995). Upon impact loading, a dominant shear loading is generated near
the crack tip; at small impact speeds a kinked opening mode crack is generated at an
angle to the initial edge crack. However, at higher impact speeds, shear localization
occurs along the initial crack line and the opening mode crack kink is not generated.
The evolution of the crack tip stress field is the crucial factor in triggering this failure
mode transition. We present some preliminary results aimed at evaluating the develop-
ment of the crack tip stress field.

2. Experimental details

A single edge-notched specimen geometry shown in Figure 1 was used in evaluating the
failure mode transitions in polycarbonate. The nominal plate thickness was 6.35 mm (¼
in), but the actual thickness was about 6 mm. A slit (300 µm wide 12.7 mm long) was
machined in the specimen. A sharp crack was grown by fatigue from the slit by cyclic
loading in a servohydraulic loading machine; by careful control of the load range and
the cycling frequency, a fatigue crack with very little residual plastic deformation was
obtained. Typically, the length of the fatigue crack was about 5 to 6 mm resulting in a
final crack length of about 18 to 19 mm. A combined pressure and shear loading on the
specimen is applied by impacting on one side of the crack using a projectile, moving
with a speed Vp . The overall size of the specimen, usually W = 100 mm wide and 2H =
400 mm tall, was determined so as to delay the arrival of the waves reflected from the
far boundaries; thus for about the first 100 µs, the only loading on the specimen is due
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to the projectile impact; the length of the projectile was also tailored such that sustained
loading occurs for 100 µs.

Impact loading is generated by launching a cylindrical polycarbonate projectile,
(diameter 50 mm and length 100 mm), from a compressed air gun. Speeds in the range
of 5 m/s to 100 m/s are possible, but in this series of experiments, we have used speeds
of up to 40 m/s. Alignment of the projectile with the specimen is critical for appropriate
interpretation of the experimental results. Proper alignment was ensured by placing the
specimen very close to the exit of the barrel such that impact on the plate occurred just
when the tail end of the projectile exited to barrel. Of course, this implies complications
in projectile speed measurement system. In order to trigger the picture taking sequence
of the high speed camera, a photodetector is used to sense the time of the projectile
when it is 30 mm from the specimen; the picture taking is then initiated with a very pre-
cise delay so as to begin capturing pictures just prior to impact. Thus, combining the
electronic trigger signal with the preset delay and the observation of the projectile in the
high-speed photographs an accurate determination of the projectile speed is obtained.
Once the projectile speed is known, a rough estimate of the particle speed in the speci-
men at the point of contact can be obtained by considering one dimensional wave
propagation theory. Since both the specimen and the projectile are made of polycarbon-
ate, the particle speed in the specimen, Vs can be written as

(1)

where As and Ap are cross sectional areas of the specimen and projectile respectively.

For the particular projectile and specimen thickness used in this study, Vs  ~ 0.86Vp .

The applied compressive stress is then approximately σ ~ 0.86ρCd Vp, where ρ is the

density of the specimen, and Cd is the dilatational wave speed. For polycarbonate, ρ =
1200 kg/m3 and Cd  ~ 1750 m/s; thus as the impact speed varies in the range from 5 m/s
to 50 m/s, the compressive stress at the impact face increases from 9 MPa to 90 MPa.
However, the actual stress field is initially a biaxial compression and even at the highest
projectile speed, plastic deformation was not observed either in the specimens or in the
projectile.

The dynamic failure resulting from the impact loading on the specimens were re-
corded on film using a high-speed camera at a rate of 100,000 frames per second. The
high-speed camera used was a continuous access rotating mirror camera. At a rate of
100,000 fps, the camera is capable of monitoring the evolution of the dynamic event for
about 1.4 ms, although in most cases, only the first hundred microseconds are of inter-
est. The rotating mirror places a limiting aperture in the optical system; as a result, a
pseudoschlieren effect is observed in the high speed photographs and regions close to
the crack tip (typically within about 3 to 5 mm, but larger in some cases) cannot be ob-
served

Dynamic photoelasticity has been a standard technique for investigation of the
crack tip stress field for a number of years. Here we present only a brief description in
order to facilitate interpretation of the experimental results. The specimen is placed
between two circular polarizers in a bright-field arrangement. The lines of constant light
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intensity are contours of constant shear stress and are the isochromatics corresponding
to the following expression

(2)

where N is the fringe number, h is the plate thickness (~6mm in the present experi-
ments) and ƒσ is the stress fringe value (7 kN/m for polycarbonate) and σ 1,2 are the prin-
cipal stresses at any point; thus the shear stress level of a fringe of order N is 0.58 N
MPa. The orientation of the principal planes is not determined in this arrangement; typi-
cally interpretation of the fringe pattern is accomplished by comparing the observed
fringe pattern with a theoretically expected pattern. In the crack problem of interest
here, such a theoretically expected pattern can be generated by using the calculated val-
ues of the stress intensity factors. Conversely, by fitting the crack tip asymptotic stress
field, with many nonsingular terms, their amplitudes may be determined.

3. Experimental determination of the crack tip stress field

Figure 2 shows a selected sequence of high-speed photographs from a test correspond-
ing to a specimen with a sharp fatigue crack tip impacted at a speed of 22.5 m/s. The
crack line is oriented horizontally in the middle of each photograph with the crack tip
itself located at the center of the picture; the crack tip is identified in frame 0. The grid
lines on the specimen are 12.7 mm (½ in) apart. Note that the machined slot extends up
to the first vertical grid line on the left and that the crack beyond this marker was intro-
duced by fatigue. Impact of the projectile occurred on the lower part of the specimen
and the projectile can be seen in the photographs. Impact usually occurs at some uncon-
trollable time between two frames; but the exact time of impact can be identified from
the isochromatics observed. For instance, in the frame identified as 0 µs, no isochro-
matic fringes can be seen while in the frame identified as 10 µs, isochromatics are ob-
served in the crack tip region indicating that the loading wave has already passed the
crack tip region. By identifying the initial wave front and using the interframe timing,
the precise impact time can be determined in each test. With increasing time, develop-
ment of the isochromatic fringe pattern at the crack tip can be observed from the high-
speed photographic sequence. A small dark region can be seen near the crack tip in all
the pictures; this is caused by the pseudoschlieren effect discussed earlier; thus in these
figures, a region of about 1 mm ahead of the crack tip cannot be observed. Fringe num-
bers can be identified easily since the top left boundary is traction free and the zeroth
order fringe is always visible in this region.

The usual technique for quantitative interpretation of these isochromatic fringes is
to extract parameters of an expansion of the crack tip stress field. Since this problem is
one of a stationary crack with a time dependent loading, the crack tip stress field may be
expressed as

(3)
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where KI (t) and KII (t) are the mode I and II stress intensity factors and T (t) is the

first non-singular term, usually referred to as the T-stress. and are the

known angular distributions of the singular crack tip stress field for the symmetric and
antisymmetric parts respectively. Depending on the distance from the crack tip at which
the isochromatic fringes are evaluated, more terms in the asymptotic expansion in Eq.
(3) may be needed. For this asymmetric impact problem, the analysis of Lee and Freund
(1990) indicates a negative mode I component implying interpenetration of the top and
bottom crack faces; in fact, for the fatigue cracks used in the present experiments, one
should have contact stresses along the fatigue crack tip, resulting in as yet unknown
redistribution of the asymptotic stress field. It is possible to determine the theoretically
expected isochromatic fringe patterns corresponding to the singular field by using Eqs.
(2) and (3) and the evaluation of the dynamic stress intensity factors of Lee and Freund
(1990). These isochromatic fringe patterns are shown in Figure 3 for the 20 and 30 µs
after impact, noting that beyond this time, the calculated stress intensity factor variation
is not applicable as discussed earlier. Comparing the fringe patterns in Figures 2 and 3,
it can be concluded that a K-dominant field does not get established at these short times
even at a distance of about 1 mm from the crack tip. While it might be possible to use
many orders of terms in the expansion in Eq. (3) and obtain a best estimate of the stress
intensity factors, we pursue an alternative approach.

In Figure 4, one frame corresponding to 40 ms after impact at 40 m/s is shown. Also
shown in this figure is the variation of the maximum shear stress ( σ1 - σ2 )/2 along the
line ahead of the crack. While acknowledging that the direction of this shear stress is
not known, we can at least track its magnitude. Furthermore, from the nature of the
loading, one could guess the direction of the shear stress both far away from the crack
where the stress field is a biaxial compressive field and very close to the crack tip,
where a mode II type loading should dominate. However, the most interesting observa-
tions from these results are the magnitude and gradient of the maximum shear stress. In
Figure 5, the influence of the impact speed is shown. Clearly, as the impact speed is
increased, the shear stresses in the crack tip region reach the yield stress of polycarbon-
ate very quickly. As shown in Figure 6, the gradient of the shear stress normal to the
crack line is significantly larger than the gradient along the crack line. This can be un-
derstood by considering the fact that the bottom half of the specimen has a large particle
velocity parallel to the crack tip as a result of the impact loading while the top half can
only be moved through a shearing along the crack line. In this large gradient field, the
shear strain localizes along the line ahead of the crack tip into a shear band.

4. Conclusion

The use of dynamic photoelasticity in the examination of the crack tip stress field in the
asymmetric impact loading configuration is discussed in this paper. The high-speed
photographs indicate that a K-dominant field is not established over a length of even 1
mm in the short time scales of this experiment. The isochromatic fringe patterns indi-
cate that the shear stress does reaches a high enough magnitude to cause yielding and
shear localization.
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Figure 1. Geometry of the asymmetrically impacted edge-cracked specimen.
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Figure 2. Selected sequence of high-speed photographs indicating the impact of the
projectile and the development of the crack-tip stress field. (Polycarbonate,
projectile speed Vp = 22.5 m/s); time between high-speed photographs: 10 µs.
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Figure 3. Isochromatic fringe patterns corresponding to a dominant K-field. The
stress intensity factors used correspond to 20 µs after impact in (a) and 30
µs after impact in (b).

Figure 4. Selected high-speed photographs from impact at 40 m/s, 40 µs after impact.
The maximum shear stress along the line ahead of the crack is also shown
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Figure 5. Variation of the maximum shear stress with distance from the crack tip.
(V p = 40 ms, t = 30 µs and Vp = 40 ms, t = 40 and 50 µs, all for θ = 0).

Figure 6. Variation of the maximum shear stress with distance from the crack tip.
(Vp = 40 ms, t = 50 µs, for θ = 0 and π/2).
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Abstract

A series of experiments was performed to investigate the phenomenon of dynamic
interfacial fracture using the method of photoelasticity in combination with high-speed
photography. Two different specimen geometries were utilized to understand interfacial
fracture under both shear and opening mode dominated loading conditions. The
experimental data was utilized to formulate a fracture criterion that establishes a
generalized relationship between the dynamic energy release rate and the crack-tip
velocity. The criterion is based on the premise that the vectorial crack-face displacement
at a point behind the crack tip increases exponentially with the instantaneous crack-tip
velocity.

Furthermore, in the intersonic regime, experiments were conducted to investigate the
nature of crack propagation. The isochromatic fringe patterns were analyzed using recently
developed stress field equations. A numerical technique based on Levenberg-Marquardt
nonlinear least square scheme was utilized for the purpose of analysis. The results indicate
that the crack growth in the intersonic regime is highly unstable. The experimental data fits
well with the recently proposed intersonic interfacial fracture criterion.

1. Subsonic Regime

1.1. EXPLOSIVE LOADING EXPERIMENTS

The schematic of the bimaterial specimen used in this series of experiments is shown
in figure 1. The bimaterial specimens consisted of a compliant PSM-1 half bonded directly
to a stiff aluminum half. The interface was dynamically loaded by detonating two
explosive charges containing 200 mg of lead azide explosive in the specimen as shown in
figure 1. A stiff steel spacer was introduced between the side arms of the aluminum
specimen and the explosive holder to further increase the loading rate. The detonation
initiates a compressive wave in the side arms of the aluminum half of the bimaterial which
reflects off the opposite free surface as a tensile wave. This tensile wave propagates down
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the aluminum half and develops a planar front before reaching the interface. The planar
tensile wave loads the interface crack resulting in initiation, propagation and arrest, all in
the same experiment.

1.2. IMPACT LOADING EXPERIMENTS

The schematic of the bimaterial specimen used to study the interfacial fracture under
impact loading is shown in figure 2. The aluminum half of the bimaterial specimen was

Figure 1. Schematic of the bimaterial specimen used
to study the interface fracture under explosive
loading.

subjected to impact by a projectile fired from
a gas gun at low speeds on the order of 5 m/s.
The impact sets up a compressive wave in
aluminum half which traverses the width of
the specimen and reflects off the free surface
as a tensile wave. This tensile wave loads the
interface crack, primarily in shear, resulting
in  c r ack  i n i t i a t i on  and  subsequen t
propagation.

The entire event of dynamic fracture was
observed by dynamic photoelasticity and the
full field information in the PSM-1 half was
recorded using a Cranz-Schardin type
multiple spark high- speed camera, illustrated

Figure 2. Schematic of the bimaterial used in
the impact loading experiments.

Figure 3. Schematic of the experimental set-up
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in figure 3. A typical set of
isochromatic  fr inge pat terns
obtained for the dynamic fracture of
a PSM-1/aluminum bimaterial
interface inclined at an angle of 10°
is shown in the figure 4. Time t = 0
represents the time of incidence of
the planar wave on the interface. The
isochromatic  fr inge pat terns
obtained from the explosive and the
impact loading experiments were
analyzed to evaluate fracture
parameters such as crack-t ip
velocity, the dynamic complex stress
intensity factor, the dynamic energy
release rate, and the instantaneous
mixity. The crack-tip velocity
history was obtained directly from
the photographs from the knowledge

Figure 4. Isochromatic fringe patterns due to a crack
propagating along a PSM-1/aluminum interface (α = 10°)
subjected to explosive loading (t is the post-incidence time).

of the crack-tip location as a function of time. The crack-tip velocity remained subsonic
for the duration of the crack propagation in all these experiments. The histories of the
dynamic complex stress intensity factor, the dynamic energy release rate, and the mixity
were evaluated using the steady-state singular stress field equations developed by Yang et
al. (1991).

1.3. RESULTS AND DISCUSSIONS

The history of crack-tip speed
obtained in a typical explosive loading
experiment involving the fracture of an
interface inclined at an angle -10° is
shown in figure 5. It can be seen from
the figure that the complete process of
crack initiation, propagation and arrest
has  been observed in  the same
experiment. The crack initiated a finite
time, ti = 26 µ s, after the tensile wave
reached the interface. After initiation,
the crack accelerated at the rate of 1.5 x
106 g ( g being the acceleration due to
gravity) to a maximum velocity of

Figure 5. Crack-tip velocity history for a PSM-
l/aluminum interface inclined at - 100
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approximately 65% of the shear wave speed of the more compliant material. The crack
decelerated after reaching the peak velocity and finally arrested. This phenomenon of
subsonic crack propagation was observed in all the experiments involving fracture of
inclined interfaces subjected to explosive loading. The steady-state singular stress field
equations developed by Yang et al. (1991) were employed to evaluate the dynamic
complex stress intensity factor, Kd (t).

The time histories of the energy release rate, G d (t), and the mixity, φ(t), are shown in
figures 6 and 7, respectively. In this
typical experiment, the crack initiated at
Gi = 63 J/m2 and φ i = 32° and the arrest
occurred at Ga = 49 J/m2 and φa = 24°. It
can be seen from figure 6 that the
e n e r g y  r e l e a s e  r a t e  i n c r e a s e s
monotonically to a peak value in 55 µs .
Dur ing  th i s  t ime ,  t he  c r ack  t i p
accelerated to achieve a speed of
approximately 55% of shear wave speed
of PSM-1 (c s

PSM-1), as is evident from
figure 5. Thus, it can be concluded that
the energy release rate increased
monotonically with the crack-tip
velocity up to 55% of c s

PSM-1 . This
increasing trend in the energy release
rate with the crack-tip velocity suggests
that the crack growth in this velocity
range is stable (dG d/dv > 0). The energy
release rate after reaching a peak at 55 µs
showed a decreasing trend up to about 90
µ s. During this time period, 55 µs < t <
90 µ s, the crack-tip velocity increased to
approximately 65% of c s

PSM-1 as shown in
figure 5. This decreasing trend in energy
release rate with the crack-tip speed is
typical of unstable crack growth behavior
(dG d/dv < 0). Finally, after 90 µs, the
energy release rate dropped
monotonically as the crack decelerated
indicating stable crack growth (dGd/dv >
0). This interesting phenomenon of
transition from stable to unstable and
back to stable crack growth was

Figure 6. Time history of energy release rate for fracture
of PSM-1/aluminum interface inclined at -10°

Figure 7. Time history of mixity for fracture of PSM-
1/aluminum interface inclined -10°

characteristic of all the experiments involving fracture of inclined interfaces in this loading
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configuration. On the other hand, the mixity, plotted in figure 6, increased continuously
with crack-tip velocity after initiation and decreased as the crack tip decelerated.

A dynamic fracture criterion, namely, vectorial crack-face displacement criterion
(VCD) was proposed by assuming that the vectorial crack-face displacement at a point a
behind the crack tip increases exponentially with the crack-tip velocity:

(1)

where C2 is a constant of proportionality, v is the instantaneous crack-tip velocity, cs is
shear wave speed of the compliant material and n is a parameter that depends on the
bimaterial and on the cohesive properties of the bond. This assumption establishes a
generalized relationship between the magnitude of complex stress intensity factor and the
instantaneous crack-tip velocity given by

(2)

A fit of the experimental data to the
proposed criterion is shown in figure 7.
In the figure, the solid line represent the
criteria and the symbols denote the
experimental data. The experimental
data shows good agreement with the
proposed criteria. For the case of crack
propagation along PSM-1/aluminum
bimaterial interface, the vectorial crack-
face displacement at a point 2 mm
behind the crack tip was observed to be
proportional to (v/cs ) 0.15 . Interestingly
enough, the criterion predicts that the
crack propagation turns unstable at

Figure 8. Fit of the proposed criterion with the
experimental data

crack-tip velocities of about 50% of the lower shear wave speed. Also, the criterion
predicts that the energy release rate is finite in the limit of Rayleigh wave velocity of the
compliant material.
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2. Intersonic Regime

A. SHUKLA, M. KAVATURU

In the intersonic regime, a series of experiments were performed to understand the
nature of crack propagation using the method of dynamic photoelasticity. A non-linear
least squares method based on the Levenberg-Marquardt scheme (More, 1977) was
utilized to analyze the isochromatic fringe patterns obtained from experiments involving
the fracture of Homalite-100/aluminum bimaterial specimens. The specimens were
subjected to impact by a projectile fired from a gas gun which results in crack initiation and
subsequent propagation. The entire fracture event was photographed using dynamic
photoelasticity in combination with high-speed photography.

2.1. EXPERIMENTAL TECHNIQUE

A series of high velocity impact
loading experiments were conducted on
the impact loading specimen shown in
figure 2. The specimen is subjected to
impact by a projectile driven by a gas
gun at velocities on the order of 25 m/s.
The high velocity impact results in high
crack-tip accelerations and velocities.
The fracture event was photographed
using dynamic photoelasticity in
combina t i on  w i th  h igh - speed
p h o t o g r a p h y .  A  s e q u e n c e  o f
isochromatic fringes obtained from an
h i g h  v e l o c i t y  i m p a c t  l o a d i n g
experiment is shown in Figure 9.

Figure 9. Typical isochromatic fringe patterns obtained for
dynamic fracture along Homalite-100/aluminum interface

2.2. RESULTS AND DISCUSSION subjected to impact loading

The velocity of the interfacial crack tip was calculated from the knowledge of the
crack-tip location history obtained from the photographs. The history of the crack-tip
velocity for a typical impact loading experiment is as shown in Figure 10. As can be seen
from the figure, the crack tip quickly accelerated to shear wave velocity of Homalite-100
soon after crack initiation. Thereafter, the crack tip continued to increase at a smaller rate
to around 140% of the shear wave speed of Homalite-100. The figure also shows the
history of velocities of the end of contact zone and the Rayleigh singularity. It can be seen
from the figure that the Rayleigh singularity was traveling at the Rayleigh wave speed of
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Homalite-100. Also, the trailing end
of contact zone was observed to have
the velocity as the interfacial crack
tip.

The isochromatic fringe patterns
surrounding the crack tip were
analyzed using higher order stress
field equations developed by Huang
et al. (1997). A total of 40 data points
were collected from the fringes ahead
of the crack tip as well as the fringes
inside the contact zone.

2.3. CRITICAL CRACK-FACE
S L I D I N G  D I S P L A C E M E N T
FAILURE CRITERION

Figure 10. Histories of velocity of the crack tip, the end
tailing end of contact zone and the Rayleigh wave
Singularity

Huang et al. (1997) proposed a criterion for intersonic crack growth along bimaterial
interfaces. This criterion is based on the premise that the crack growth occurs in the
presence of a constant critical sliding displacements (δ c ) evaluated at the end of the contact
zone, i.e.,

(3)

This was primarily motivated by the
cr i ter ion proposed for  subsonic
interfacial crack growth by Lambros and
Rosakis (1995).

This  cr i ter ion establ ishes a
relationship between the leading term of
the stress series, B , and the crack-tipo
velocity, v, given by

(4)

Figure 11. Fit of the experimental data with the critical
crack face sliding criterion

where β (x, y) is the β-function.
The data obtained from these high velocity impact experiments has been utilized to
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verify this criterion. Equation (3) is plotted along with the experimental data in Figure 11.
for two different values of λ, 0.1, and 1. The values of λ are so chosen since the values of
λ obtained from the experiments fall within this range. The lines in Figure 11 represent
the criterion and the symbols denote the experimental data. The critical sliding
displacement, δc
value at v = 1.05 c

It is clear from the figure the data shows a reasonable agreement with the critical
sliding displacement criterion. Additionally, B0 and D reduce monotonically with the
crack-tip velocity. This decreasing trend in the dissipation energy is characteristic of
unstable crack propagation (dD/dv < 0).

A. SHUKLA, M. KAVATURU

, was eliminated from equation (4) by normalizing with the corresponding

s .
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Abstract

A specimen partially bonded by two wedge-shaped plates of dissimilar materials is
impulsively loaded. Tip response of a crack along the interface is investigated to the
action of stress wave with transmission and reflection. A hybrid technique of
combining dynamic photoelasticity with dynamic caustics is used to analyze the wave
propagation in media and the singular behavior of crack tips. Based on some
characteristic dimensions of the caustic curves belonging to each medium, the complex
stress intensity factors of the interfacial crack tips are computed, showing an oscillation
history of the modulus with the passing of the compressive wave and the intersection of
the reflected tensile pulse.

1. Introduction

Debonding of interface between two-phase material has been a typical failure in
composite materials. Under impact loading, the interface of the multiphase materials
may fracture rapidly due to the action of stress wave. Even in a homogeneous medium
of elasticity, in fact, internal fracture may occur resulting from the focusing of the stress
wave reflected from the boundaries of a solid body[1]. When a specimen of bimaterial is
impulsively loaded, the tips of a crack lying along the interface may be initiated to
cause a high speed debonding of the dissimilar media[2].

The optical method of caustics is a useful technique to study the singular behavior
of crack tip with high stress gradients, as proved by plenty of work of Kalthoff [3],
Theocaris[4], et al. For the interface crack in bimaterial, Theocaris[5] used the method to
determine the complex stress intensity factors at tips under normal and shear loading.
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Herrman [6] extended the technique to dynamic case to evaluate the caustic patterns for
arbitrary curvilinear interfacial cracks. When we investigate the response of interfacial
crack tip to stress wave, however, the information provided by caustic shadows is often
not enough to understand the dynamic behavior of multiphase media. The reason is that
the optical caustics is a local effect of high stress gradient around crack tip, which can
not offer a visual image of stress wave propagation in whole field.

A hybrid technique of combining dynamic caustics and dynamic photoelasticity has
been proposed by the authors [7] , to study the fracture mechanism of crack in
homogeneous material, that includes the interaction between the stress wave in a
cantilever beam and the crack normal or inclined to the beam edge [8], the curving
fracture of a crack in bent beam under impact[9] . In this paper, this optical method is
applied to the response study of interfacial crack to stress wave focusing. Two kinds of
patterns, the isochromatic fringes of photoelasticity and the optical shadows of caustics,
are recorded at the same time instants but with separated films. With the help of the
isochromatic patterns, the stress wave propagation in the whole field can be visualized
through the movement of fringes in the bimaterial specimen, showing the transmitting
and superimposing of the wave fringes. Meanwhile, the patterns of caustic shadows
provide the local responses in the vicinity of crack tips to the wave action with mixed
type of loading.

2. Impact Experiment and Dynamic Recording

2.1 SPECIMEN AND LOADING

The bimaterial specimen used in impact test is made of epoxy resin and polycarbonate,
bonded together with a high speed adhesive. The shape of the specimen  is a model easy
to produce the focusing of stress wave,
consisting of two wedge-shaped plates
of angle α=22°, as illustrated in Figure 1.
The mechanical properties of the
materials are given in the Table 1, by
showing the medium of epoxy resin as
Phase 1 and that of polycarbonate as
Phase 2, respectively.

A crack with length of 7mm is
fabricated along the interface of the
dissimilar materials, with its upper-tip U
below the top edge AB of the specimen
by a distance of l =(AB/2) sin2α. At the
center position P of the top edge, an
impulsive point load is acted by a bullet
of gun, that produces a compressive
stress wave propagating in the bimaterial
specimen. Figure 1, The specimen of bimaterial
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Material

Phase 1

Phase 2

TABLE 1 Mechanical properties of the materials

Young’s module (N/m2) Poisson’s ratio

E1=4.7×109 v1 =0.38

E2 =2.6x109 v1 =0.35

Thickness (mm)

t1 =6

t2 =5

2.2 HIGH-SPEED RECORDING SYSTEM

A modified Cranz-Schardin camera is used to record dynamic patterns of impact. The
light source consists of 16 (4×4) spark gaps that are precharged with high voltage and
then flash sequentially by discharge to produce strong point-like light sources.

The light beam is collimated by a field lens L1 to illuminate the specimen B, as
illustrated in Figure 2. The light becomes circularly polarized after passing through a
polarizer P1 and then a quarter wave plate Q1 . Another field lens L2 focuses the light
beam into an image lens l i of small aperture, that corresponds to the i-th source flash of
Si. In a dark box, a partially reflecting mirror Mp separates the light beam into two parts.
The reflected part is received by a set of films located on a plane I c that is of a distance
from the image plane I0 of the specimen. The off-focusing of this recording plane
enables the caustic shadow of crack tip to be recorded with an object distance of z 0 from
the specimen. The light transmitting the mirror Mp , meanwhile, passes another quarter-
wave plate Q2 , and then a polarizing analyzer P2 , to record the isochromatic patterns of
moving fringes.

Figure 2, A schematic illustration of high speed recording system of the hybrid method
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3.Results and Discussions

Figure 3 presents a series of photographs recorded by the camera system mentioned
above. With different time sequence, the left column of patterns shows the isochromatic
fringes of the specimen, and the right column gives the caustic shadows magnified
around the crack tips, presenting the wave motion in whole field and the singular
response of the interfacial crack, respectively.

3.1 DATA EVALUATION FROM PATTERNS

The isochromatic fringes result from the transparent specimen with optical property of
stress-birefringence. The fringe number N is related to the difference of principal
stresses given by

(1)

where the index i means the i-th medium of bimaterial specimen, f i the dynamic stress-
fringe value calibrated by impact test, and t i is the thickness of the plate as shown in
Table 1.

The shadow pattern of caustics represents an optical mapping of the singularity at
crack tip to the light distribution of caustic curve on a reference screen. When  the
bimaterial specimen is illuminated by collimated beams, as schematically illustrated by
Figure 4, the light rays transmitting the near region of the crack tip are strongly
deviated by the refractive index change of the materials and the thickness change of the
specimen, due to the concentrated deformation around tips. Attaching a coordinate
system of ξ-O-η to the specmen plane, with the axis ξ in coincidence with the interface
of those two dissimilar materials, the shadow spot surrounded by bright caustic rim  can
be observed on the screen plane X-O’-Y. The caustic curve consists of points with
complex variable Wi =Xi +jYi , at which the deviated rays come from the position vector

in the specimen plane, with a mapping equation of [10] .

(2)

where Ci is a constant determined by the optical property of the material and the
thickness of specimen, and also by the off-focusing distance z0 of recording plane, K j is
the complex stress intensity factor of crack tip, with K1 =gK 2 , whereas g and β are
constants.

An intial curve, surrounding the interfacial crack tip on the specimen plane to
correspond to the caustic curve on the screen, satisfies the equation of

(3)

Substituting the expression (2) into above equation and letting , the radius rj

of the initial curve can be written as
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t=120 µ s

t=210 µs

t=300 µ s

t=372 µs

Figure 3, Dynamic patterns of isochromatic fringes and caustic shadows
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(4)

(5)
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Figure 4, An illustration of caustic mapping for an interfacial crack in bimaterial,

where Therefore, the equation (2) of the caustic curves can
be expressed as

where θ i is the argument of Ki.

By geometrical measurement of some characteristic dimensions of caustic curves, the
evaluation of the stress intensity factors Ki can be convenient for the interfacial crack
tips. The coordinates of the end-point of caustic branches, or X(0)

1, Y (0)
1, and X(π)

1, Y (π)
1,

corresponding to φ=0 and φ=π for the medium of epoxy resin, and X(0)
2, Y (0)

2, and X (−π)
2,,

Y (−π)
2, to φ =0 and φ=-π for the medium of polycarbonate, respectively, are used to

determine the distance di between the end-point of the caustics belonging to material i,
from that the module |Ki| and the argument θi can be solved by numerical computation.

3.2 DYNAMIC RESPONSE OF CRACK TIPS

Following a concentrated impact at the center position of the specimen top-edge, a
compressive pulse radiates from there moving downwards; as shown by the
isochromatic patterns of fringe rings in Figure 3. The stress wave propagates in the
bimaterial specimen and the dynamic fringes soon reach the upper tip (Tip-U) of the
interfacial crack and then the lower tip (Tip-L) by transmission. This action results in an
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impulsive loading at the crack tips with stress concentration. The modulus of the
dynamic stress intensity factors |K1| and |K2|, determined by the caustic curves as
described in the last section, show the tip response of the crack lying along the interface
of those two dissimilar media, as given in Figure 5(a) and 5(b), respectively.

During the beginning period from the instant of t=116 µs to t=206µs, the amount of
Ki at the Tip-U varies between 3.5×104N/m 3/2 and 6.5×104N/m3/2, and that of Ki at the
Tip-L oscillates in a range of 4.2×104N/m3/2 to 10×104N/m3/2 , respectively. The tendency
of those variations is a decrease of Ki values, corresponding to the passing of the
transmitting wave. The amount |Ki| reaches the minimum at the instant of t=242µs, with

N/m 3/2 , respectively, when the main part of the compressive pulse has run over the crack
tips towards the lower base and the slop boundaries of the specimen, with fewer fringes
around the interfacial crack.

The stress waves reflected from the slope sides of the wedge move back the interface
of bimaterial and produce a tensile pulse intersecting on the crack, that makes the
amount of |Ki| increased rapidly due to a stress wave focusing. Since then, the form of
isochromatic patterns has been changed from the fringe rings to those nearly parallel to
the interface, as presented by the last part of the isochromatic fringe patterns in Figure 3.
This kind of fringes become more and more and reach the highest density at the instant
of t=296µs, with the arrival of the wave reflected from the wedge apex.
Correspondingly, the module |Ki| at Tip-L reaches the maximum value at first, with

respectively. And sequentially,
with the movement of the reflected wave upwards, the amount of |Ki | has the maximum
of respectively.

(a) (b)

Figure 5, The module of the complex stress intensity factors at the upper-(a) and lower- (b) tip
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4. Conclusions

J. FANG, C. Y. XIONG and X. F. YAO

Under the action of impact load, a bimaterial specimen of wedge-shaped plate can be
used to produce a tensile pulse in the interface of two dissimilar materials by stress
wave focusing. In the dynamic history, the complex stress intensity factors Ki of crack
tips show to be oscillated with the action of pulse wave. The amount |Ki| in epoxy resin
side is relatively higher than that in polycarbonate, but both of them reach their
maximum values when the stress wave reflected from specimen boundaries by focusing
at the crack tips.

The experimental results show that the hybrid method of combining dynamic
photoelasticity and caustics is a useful technique to study the dynamic behavior of
interfacial crack tips under impulsive loading. The isochromatic fringes give the stress
wave transmission, reflection and focusing in the specimen of bimaterial. The caustic
shadows present the responses of the crack tips to the wave action. The technique offers
a visual way to interpret the dynamic stress history in the composite structure, and also
a useful tool of quantitative analysis for the wave propagation in bimaterial and
singularity evaluation of the interfacial crack tips.

Acknowledgements: The support of NNSF of China is greatly appreciated.
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1. Abstract

Two-dimensional and three-dimensional image correlation methods have been
developed and used successfully to measure the surface displacement and strain fields
during crack propagation in aerospace structures. Initial testing focused on obtaining
experimental data for both the surface strain fields and the critical Crack Tip Opening
Displacement (CTOD) in thin sheet 2024-T3 aluminum under predominantly tensile
loads. This work was then expanded to include CTOD measurements under mixed mode
loading, the study of crack closure effects, the study of buckling in large center-cracked
specimens and the effect of multi-site damage on various aerospace materials.

In this work, a brief background for both the two-dimensional and the three-
dimensional image correlation methods is provided. Results from two projects, one using
2-D image correlation for crack closure measurements during fatigue and another using
3-D image correlation to measure surface deformations in large cracked panels, are
presented.

2. Background for 2-D Computer Vision

The basis of two-dimensional video image correlation (VIC2D) for the measurement
of surface displacements is the matching of one point from the image of an object’s
surface before loading (the undeformed image) to a corresponding point in the image of
the object’s surface taken at a later time/loading (the deformed image), as noted in
previous work [1-2]. Assuming a one-to-one correspondence between deformations in the
image recorded by the camera and deformations of the surface of the object, an accurate,
point-to-point mapping from the undeformed image to the deformed image will allow the
displacement of the object’s surface to be measured. Two main requirements must be met
for the successful use of VIC2D. First, in order to provide features for the matching process,
the surface of the object must have a pattern that produces varying intensities of diffusely
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reflected light. This pattern may be applied to the object or it may occur naturally. Secondly,
the imaging camera must be positioned so its sensor plane is parallel to the surface of the
planar object, as shown in Figure 1.

The 2-D image correlation process maps a small rectangular segment of the
undeformed image onto the deformed image using a deformation model based on basic
continuum mechanics. Because integer pixel locations in the undeformed image will most
often be mapped to non-integer locations in the deformed image, the discrete gray level
pattern of the deformed image is interpolated to obtain gray levels for non-integer locations.
Once the deformation model is applied to a small segment of the undeformed image, the
mismatch between the gray levels of the deformed subset and the recorded gray levels in the
deformed image is quantified using a cross correlation error measure. The parameters of the
deformation model, displacements and displacement gradients, are then modified using
standard non-linear optimization techniques to obtain the optimal mapping from the
undeformed image to the deformed image. This process is presented in greater detail in
Reference  [1].

It is noted that accurate measurement of surface deformations requires that the mapping
from the undeformed image to the deformed image be as accurate as possible. Thus, it is
important to “oversample” the intensity pattern, using several sensors to sample each feature
of the intensity pattern. Through a combination of over-sampling, interpolation and at least 8
bit quantization of the gray levels, the continuous intensity pattern can be reconstructed with
reasonable accuracy and the displacement field estimated with accuracy of +/- 0.02 pixels or
better.

3. Background for 3-D Computer Vision

Three-dimensional image correlation overcomes many of the basic limitations of the
two-dimensional system, which is limited to flat specimens that experience very little
out-of-plane movement while under load. Three-dimensional image correlation has been
used successfully to make shape and displacement measurements for both curved and flat
panels that experienced significant out-of-plane movement and rotation during loading.
In addition, because it uses features on the surface of the object rather than a projected
pattern, it is capable of true, point-to-point surface displacement measurements. While
the theoretical development for stereo imaging is well-documented [3-4] , the main
difficulty in making accurate three-dimensional measurements lies in the application of
the underlying theory. In fact, it is only recently that computer vision based 3-D
measurements have been successfully used in the field of experimental mechanics [3-4] .
One of the early correlation type measurement systems was developed by Luo et al[3]. It
used an image correlation algorithm that (a) matched square subsets in one image to
square subsets in another and (b) used this data to triangulate and estimate the three-
dimensional displacement field. The lack of perspective correction in the matching
process of this system limited the range of camera orientations that could be used for
accurate image evaluation. The projection/back-projection method developed recently by
Helm et al [4] , known as VIC3D, overcame these limitations and extended the capability
of this measuring method to a greater range of problems.

The VIC3D system can be broken down into two main parts. The first is calibration
of the camera system. The second is digital image correlation for determining surface
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deformations. A schematic of a typical VIC3D measurement system is presented in
Figure 2. Brief descriptions of both the calibration and measurement components are
presented below; greater detail is given in Reference 4.

3.1 SYSTEM CALIBRATION
Calibration of a two-camera computer vision system determines the relative

positions and operating characteristics of both cameras. The calibration system is based
on a series of images of a grid with known line spacing. Each camera is calibrated to the
grid individually but, because the positions of the cameras are both known relative to the
same grid, their relative position is also known.

The camera and lens system is modeled as a pinhole device. To increase the
accuracy of the model, it has been modified to correct for Seidel lens distortion. The
imaging characteristics of a camera modeled in this manner can be described by five
parameters. The pinhole distance (phd) is the perpendicular distance from the pinhole to
the sensor plane of the camera. This parameter can be considered the magnification
factor of the lens. The location of the center of the image (Cx , Cy ) is defined as the point
on the sensor whose normal passes through the pinhole. The lens distortion factor, κ, is a
correction for Seidel lens distortion. The final parameter is the aspect ratio, λ, of the
sensors. The aspect ratio is the ratio of the size of a pixel in the Y direction to its size in
the X direction.

Six parameters Xo , Yo , Zo , and α, β, γ are required to describe the relationship
between the camera and the coordinate system of the calibration grid. The parameters,
Xo , Yo and Zo describe the position in space of the grid relative to the camera and α, β, γ
describe the angular orientation of the grid relative to the camera. To calibrate a camera,
an image of the grid is taken. The camera is then moved perpendicular to its sensor plane
and a second image is taken. Using (a) the known spacing of the grid, (b) the known
movement of the camera and (c) the location of the grid intersections, as extracted from
the calibration images, a non-linear optimization can be used to find the parameters that
best describe the position and operating characteristics of the camera. The process is then
repeated, without moving the grid, for the second camera.

3.2 VIC3D MEASUREMENTS
Once calibration is completed, the VIC3D stereo vision system can be used to

measure both the shape of an object’s surface (profiling) and it’s full field, three-
dimensional surface displacement measurements. The measurement system uses a
random pattern bonded to the surface to provide a unique set of features to map from one
camera to the other. If the surface has a naturally occurring random pattern, it may be
used for the measurement.

3.2.1 Profile measurements
The projection method used for profiling uses a pair of images of the surface of the

object acquired simultaneously by camera one and camera two. Assuming that the
surface of an object can be modeled as a series of small planar patches, a small square
section of the image taken by camera one is mathematically projected onto a candidate
plane in space. The candidate plane is described relative to camera one by two of the
plane’s direction angles (Θ, Φ) and the location of the intersection of the plane and the



574 M.A. SUTTON et al.

optic axis for camera one, (Zp ). Because the operating characteristics of camera one are
known, the gray levels of the subset can be projected onto the candidate plane, creating a
virtual gray level pattern in space. The virtual gray level pattern is then projected into
camera two, creating a second virtual gray level pattern at the sensor plane of the second
camera. A cross-correlation error function between the recorded gray level pattern from
camera two and the virtual gray level pattern projected onto the second camera’s sensor is
used to obtain the optimal values for the candidate plane variables. Once the system has
been optimized, the three dimensional position of that point on the surface of the object
can be calculated from the camera one parameters and the position of the candidate plane.

3.2.2 Displacement measurement
The displacement measurement system is used to locate points on the surface of the

object as it deforms. This measurement requires a set of images taken before the object is
loaded (undeformed images) and a second set taken after the load was applied to the
specimen (deformed images). The first part of the displacement measurement system is
the same as that of the profile measurement system. An initial candidate plane is chosen
and a virtual gray level pattern in space is established. As with the profile system, the
virtual pattern is projected back into camera two. At this point, the virtual gray level
pattern is allowed to translate and rotate in a rigid-body manner to a second position in
space. The displaced virtual gray level pattern is then projected back to the sensor planes
in cameras one and two. As with the profile system, a cross-correlation error function is
established between the virtual gray level patterns at the sensor planes of cameras one
and two and the recorded gray level patterns from the deformed images recorded by those
cameras. Three error functions are simultaneously optimized, establishing both the
position and displacement of the subset on the surface of the object. By continuing the
analysis on other portions of the undeformed camera one image, the profile and
displacements of the surface of the object for the entire field of view shared by both
cameras is measured.

4. Application of 2D Vision System
Crack closure is a well-documented phenomenon that has been shown to have a

strong effect on fatigue crack growth behavior. As first discussed by Elbers[5,6], crack
growth in metallic materials results in an increase in the load at which a crack is fully
opened. Numerical analyses have shown that the effect observed by Elbers can be
predicted by including the presence of the plastic wake, which would be present along the
crack flanks, as the crack grows. This effect, known as plasticity-induced closure,
induces a deviation from the Paris law that can be modeled by using a modified ∆K closure.
One method for determining when the effects of crack closure have been eliminated is to
measure the crack opening displacement (COD) at positions behind the crack tip. When
the slope of the load-COD curve shows a large reduction during the loading portion of
the load cycle, the crack is assumed to be fully open and the crack tip region experiences
the full effect of the applied load.

In this work, a small 0.80mm square region around a crack tip was imaged using a
far-field microscope objective was used to obtain the desired level of magnification. The
specimen surface was polished and filtered Xerox toner powder was applied to the surface to
obtain a high contrast random pattern with spot sizes of ~ 20 µm. The surface was



illuminated by an on-axis light source, further enhancing the contrast of the pattern. During
the fatigue process, VIC2D software was used to obtain the displacements for subsets on
opposite sides of the crack line so COD could be calculated

To quantify the accuracy of the system at this high level of magnification prior to
performing the fatigue test, a simple tension test was performed using a dog-bone specimen.
By measuring the relative displacements along the direction of loading for two sets of three
91X91 pixel subsets in a 0.5mm by 0.30mm area that were separated by 0.16mm, the value
for strain along the loading direction was determined. By comparison of the VIC2D results
to multiple strain gage readings, the standard deviation in strain was determined to be 200µs .
Thus, an estimate for the displacement error in the method is approximately 30 nanometers
or 0.05 pixels at the magnification used in this work.

Using the sample preparation process described above, images were acquired over
a 0.8mm square region just behind the crack tip during fatigue loading of an 8009 aluminum
alloy specimen. The specimen was machined into an extended compact tension geometry
with a width of 38.1mm, a thickness of 2.3mm and an a/w ratio of 0.54. During the test, ∆K
= 6.6 MPa m1/2 and the R-ratio was held constant at 0.10 throughout the test. Figure 3
presents the measurement of crack opening displacement as a function of cyclic load at
distances of 0.075mm and 0.224mm behind the current crack tip. As indicated in Figure 3,
the measured COD curves at both locations behind the crack tip clearly show a sharp change
in slope, corresponding to the elimination of crack surface contact at each position behind the
crack tip [7,8]. Furthermore the data shows that the load at which crack surface contact was
eliminated at the free surface of the specimen is a function of position behind the crack tip.

5. Application of 3-D Vision System
As the current fleet of commercial, military, and private aircraft continues to age,

and with many aircraft exceeding their original design life, techniques are being
developed to aid in the evaluation of aircraft structures and materials. As noted
previously, two-dimensional digital image correlation has been used for many years to
accurately measure the in-plane displacements of planar structures under a variety of
loads. Because aircraft components and typical aerospace laboratory test specimens
deform in a complex manner when loaded, surface measurement systems must be able to
make accurate measurements in three-dimensional space. For example, for wide, thin
panels fabricated from 2024-T3 aluminum and subjected to tensile loading, the presence
of a flaw in the structure will cause the panel to buckle out-of-plane during crack growth.
For this case, the VIC-3D system is required for accurate determination of the full-field,
3-D displacements during deformation

All tests were performed at NASA Langley Research Center in Hampton,
Virginia[ 9 ] . The wide panel geometry for the 2024-T3-aluminum panel is shown in
Figure 4. The panel was tested in a 1.3mN tension test frame. The area imaged on the
aluminum sheet was approximately 500mm wide by 260mm tall and was located just
below the center crack, extending from one edge of the sheet past the centerline of the
specimen. All tests were performed under displacement control. Images were acquired
every 8.9kN until crack growth occurred. After initial crack growth, images were
acquired at intervals of approximately 4mm of crack growth until final fracture

The load-crack extension data is shown in Figure 5. As can be seen in the Fig.
5, crack growth began at 150kN and continued in a stable manner up through the
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maximum load of 269kN until unstable crack growth fractured the panel at a load of
241kN.

Figure 6 presents contour plots for all three components of displacement for a
load of 240.2kN, which was just before final fracture. Figure 7 presents the out-of-plane
displacement for a horizontal line Y= -25mm, below the crack line for various load
levels. As shown in Figure 7, the buckling of the panel continued to increase as the crack
grew, reaching a maximum of 25mm just before failure. Furthermore, inspection of
Figures 6 and 7 indicate that the edge of the panel appears to be flat during loading, with
the centerline region showing increased buckling. This observation suggests that load
transfer into the remaining ligaments during crack growth tends to flatten these areas.

6. Conclusions
Computer vision methods capable of determining either the in-plane deformation for

planar objects undergoing in-plane loading (VIC2D) or the full, three-dimensional surface
displacement field for curved or planar objects undergoing general loading conditions
(VIC3D) have been developed. Application of the methods to a wide range of problems has
shown that both methods are accurate and robust.
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Figure 1. Typical VIC2D setup.

Figure 2. Typical VIC3D setup.
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Figure 3. CTOD vs. Load for two distances behind the crack tip.

Figure 4. Wide panel geometry.
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Figure 6. U, V and W displacement fields for the wide panel at 240.2kN
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Figure 5. Load-crack extension data for the wide panel test.

Figure 7. Displacement of the line Y= -25mm for various loads for wide panel test
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1. Summary.

Several studies have been conducted that involved full scale investigation of rapid
crack propagation (RCP) in polyethylene (PE) pipes. Greig & Ewing¹ showed that the
critical pressure in a plastic pipe, which governs RCP, is very sensitive to temperature
and that stringent controls on operating and proof test pressures are required for large
diameter PE pipes.
Leevers² and Yayla³ demonstrated with the S4 (Small Scale Steady State) test
excellent correlation with the full scale test on smaller diameter pipes.
Vanspeybroeck 4 changed the S4 into the S5 (Small Scale Steady State Scum) test to
avoid any decompression in the pipe sample and to simulate full scale testing. In this
paper, we present some preliminary results of testing aided by holographic
interferometry to determine stress fields associated with RCP.

Keywords : holographic interferometry, destructive testing, crack propagation,
polymers.

2. Holographic investigation of stress fields associated with the different RCP
testing methods.

In order to try to gain some insight into the stresses associated with running cracks in
different test conditions, and in subsidiary order to get some information about crack
oscillation and branching, a series of holographic experiments has been conducted
(and are still in progress) on a number of different pipes using the experimental
conditions described earlier.
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Due to the rapidity of the phenomena involved, double-pulsed holography was the only
candidate for recording the interferograms. Methods based on phase shifting, with
multiple reference and/or multiple “deformed” recording, are not applicable as the
(large) specimen would distort somewhat (interferometrically speaking) between the
successive exposures.

Fig.1. Schematic of set-up.

In a first stage and as a result of the relatively “explosive” nature of the tests, the idea
of recording close range transmission types of holograms, requiring a relatively
elaborate set-up quite near to the phenomena under study, was abandoned; heterodyne
interrogation also had also to be dismissed.
We therefore relied on one of the simplest holographic recording schemes based on
the Denisyuk set-up, combined with pointwise methods of interrogation for producing
the raw displacement data.

Although those methods are quite cumbersome and may give rise to some uncertainties
in describing the direction of the different displacement components, they have the
advantage that they yield the orthogonal displacement components. As an example we
show the sequence of operations for a relatively normal S4 test.
The set-up of the recording of the holograms (Fig.1) involves a double-pulsed ruby
laser (typically a 2x1 Joule HLS2 System of Sumitomo, formerly Lumonics, itself
formerly JK Lasers) at this moment Innolas used at about 50 m (linear) distance. Due
to local circumstances, this optical distance had to be realized using four front surface
mirrors, the last one resting on a ladder on top of the specimen. The recording medium
was placed at about 15 mm distance from the top side of the tube on a thick (25 mm)
perspex sheet, independently from the tube surface, in order to avoid phenomena due
to shock waves or propagation of sound on air pressure differences.
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A typical resulting fringe pattern is shown in Fig.2 for a test conducted on a 250 mm
PE pipe, wall thickness 22 mm, laser triggered by a crack gauge located at 150 mm
from the initiation point; the hologram centre was located at 150 mm “downstream”
from the trigger wire. The interval between pulses was regulated to 3 µs, typically with
a jitter of about 0,03 µs.
Out-of-plane displacements were derived directly from the photograph of the fringes
and in- plane displacements from point-to-point fringe counting measurements. From
these “exact” but pointwise measurements, displacement surfaces were derived using
cubic-spline approximations; combining the results of derivatives of these surfaces one
finally finds strain fields, and one can translate this to stress field using Hooke’s
equations. It has to be re-emphasized that these values are related to a 3 µs propagation
of the crack, so they should be “convoluted” with the crack propagation phenomena
to explain the stress behaviour at a point of the material.
On the other hand, one sees some kind of asymmetry in the displacement field as
shown in Fig.2. Quite surprisingly (or perhaps not) the “hills” on the figure are related
to the oscillating propagation mode of the crack after completion of the test.

Fig.2. Reflection holographic fringe pattern. Fig.3. Transmission hologram of
out-of-plane displacements.

In a second series of experiments, transmission type of holography was used from a
relatively large distance (typically 2m), giving only information about out-of-plane
displacements. A typical example of this is shown on Fig.3.
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3. Propagation of displacements induced by impact.

Another interesting aspect which needs further clarification is the interaction of the
stress field due to the running crack and displacement due to the vibrational modes
introduced by the crack initiating instrument. It is indeed possible that the vibrations
induce another stress field, and that the interaction between the two gives rise to
typical sinusoidally oscillating crack propagation (that can also be observed in steel
pipes, in ductile fractures of rubber hose pipes and even in some cracks propagating
from the hull of ice-breaking ships in large Russian lakes). It is our feeling that the
oscillating nature of these cracks is related to the varying biaxial stress field.

In order to try to gain some insight into the nature of displacement introduced in a
large plastic pipe by a striking mass, a number of experiments were effected on a
6000-mm-long, 110-mm-diameter, 12-mm-thick HDPE tube simply supported on two
concrete blocks 200mm wide and 4500mm apart. The impact was realized by a
pendulum consisting of a 498N copper cylinder suspended by a 2300-mm-long nylon
rope, impacting the tube at the middle of the span with different speeds, that could be
altered by changing the starting height of the pendulum. The mechanical contact
between striker and tube triggered the first laser pulse after impact; the second pulse
was set at different intervals. Eventually, a delay line was installed to obtain greater
retardation. An accelerometer gauge was installed 120mm from the impact point, along
the same axial descriptix; each experiment was repeated three times to check the
results.

As the reflection coefficient of PE is very low, the tube was painted with
retroreflective paint (3M Scotchlite 831); the light from the laser was spread along the
axial direction of the tube by introducing a (hand-) curved mirror in the illumination
beam, essentially a normally polished stripe of yellow copper. This time, the set-up
used was of the transmission type and the hologram recording site was very close to
the curved mirror to optimize the efficiency. Some typical results of a series of more
than 200 recordings are shown in Figure 4.
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Fig.4. Displacements due to impact loading.

585

Pictorally, the results are quite rewarding; from a theoretical viewpoint, however, they
are still not fully understood. In our opinion, there are a number of (probably
interactive) non-linear parameters to be considered; the elasticity modulus E is a
function of the impact speed and magnitude, the oscillation resonance frequency is a
function of E, and the damping of the vibration is a function of the frequency.

We hope that a number of these topics will be investigated more extensively and
covered in further reports on the subject.

4 . Discussion and Conclusions.

Investigations on the displacement behaviour of plastics pipes subjected to rapid crack
propagation and their interpretation have been presented. Some experimental details
need optimization to yield results useful for common practice.Nevertheless, the
holographic technique allows one to see phenomena that otherwise would have been
unnoticed; on the other hand, some indications about displacement, stress and strain
fields associated with RCP are gathered.
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Abstract

Interferometry with high-speed holographic microscopy is applied to investigate stress
field near fast propagating crack tips at the instant of crack bifurcation. It is found that,
at the instant of bifurcation, the stress field in the vicinity of fast propagating crack
tips deviates from the singular stress field of the dynamic fracture mechanics. Such
deviation is due to the existence of bifurcated crack tips.

1. Introduction

When brittle materials are broken by external force, fast propagating cracks often
appear, whose speed of propagation is at several hundred m/sec or more. If the crack
speed is high enough, a fast propagating crack bifurcates into two or more cracks.

Bifurcation is a characteristic feature of fast propagating cracks, accordingly, many
researchers have tried to figure out the bifurcation mechanism [1]-[4]. However, the
bifurcation mechanism has not been clearly understood yet, because many difficulties
exist in experimental studies on dynamic fracture phenomena.

Recently, Suzuki developed high-speed holographic microscopy which can take three
successive microscopic photographs of fast propagating cracks [5]-[8]. High-speed
holographic microscopy has the spatial resolution of about 180 lines/mm, which is
much higher than the other optical methods used for dynamic fracture research. High-
speed holographic microscopy can therefore measure the stress field in the vicinity of
fast propagating crack tips with very high accuracy.

The present study applies interferometry to measure stress field in the neighborhood
of fast propagating crack tips. High-speed holographic microscopy is utilized to
photograph the cracks, their bifurcation process and interference fringes with high
spatial resolution. And it is found that, at the instant of bifurcation, the stress field in
the vicinity of crack tips deviates from the singular stress field of the dynamic fracture
mechanics. Such deviation occurs not only after bifurcation but just before bifurcation.
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Fig. 1 Principle of Interferometry. Fig.2 Crack, fringes and coordinates

2 . Experimental Method

The present study uses transparent PMMA specimens with 3mm in thickness. A crack
of the opening mode propagates rapidly in a specimen and bifurcates into two or more
cracks in the observation area in the specimen.

2.1. INTERFEROMETRY

Figure 1 shows the principle of interferometry to measure stress field near crack tips. A
crack propagates perpendicularly to the paper plane. An parallel light beam impinges
upon specimen surfaces perpendicularly, and is reflected either by the front surface or by
the back one of the specimen. The two reflected light waves interfere with each other
and interference fringes appear around the crack tip. The interference fringes are
contours of the thickness and refractive index of the specimen, consequently, they
represent the contours of the sum of principal stresses.

The dynamic fracture mechanics says that there exists the singular stress field around
fast propagating crack tips [9]. Using the formula for the singular stress field, one can
obtain the following equation about ∂m/∂r as a function of r and θ,

(1)

where m is the fringe order, r is the distance from the crack tip, θ is the angle measured
from the crack propagation direction (Fig.2). And A is a constant, v is the crack speed,
KI(v) is the dynamic stress intensity factor, f(θ,v) describes the circumferential variation
of the stress field and F(v) expresses the dynamic effect. When you measure the crack
speed v and ∂m/∂r at a certain position (r,θ) in the singular stress field, you can obtain
the dynamic stress intensity factor KI (v) through the above equation.

Here it must be noticed that if ∂m/∂r is measured within the singular stress field of
plane stress, the ∂m/∂r  measurements always give the unique value of KI(v). But if the
singular stress field does not exist around a crack tip, the ∂m/∂r  measurements at
different positions give different K values. Therefore, by measuring ∂m/∂r  at some
different positions, one can examine whether the singular field is developed or not.
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-- Mirror
-- Beam spritter
-- Concave mirror
-- Specimen
-- Imaging lens
-- Real Image
-- Holographic plate
-- Photo detector

Fig.3 The optical system for high-speed holographic microscopy.

2.2. HIGH-SPEED HOLOGRAPHIC MICROSCOPY [5]-[8],[10]

Figure 3 shows the optical system for holographic recording of fast propagating cracks,
in plan view [10]. A crack propagates in the specimen SP perpendicularly to the paper
plane. When the crack is propagating in the observation area, the three pulsed ruby
lasers oscillate successively in the order of PL1, PL2 and PL3. The three laser pulses
record the crack as the first, the second and the third hologram, respectively. The frame
interval is 1µ sec or more.

The light beam emitted from ruby laser PL1 is divided into two parts by beam
splitter BS1. The reflected light beam from BS1 is diverged and collimated, and falls
upon the holographic plate HP obliquely. This is the reference beam for the first
hologram. The light beam transmitted through beam splitter BS1 is reflected by mirror
M7, and passes through beam splitters BS4 and BS5. The light beam becomes a
parallel light beam, passes through beam splitter BS6 and falls upon the specimen
surfaces perpendicularly. The light beam is reflected either by the front surface or by the
back one of the specimen, and makes interference fringes on the specimen. The
reflected light from the specimen is reflected by beam splitter BS6, passes through
imaging lens IL and impinges on the holographic plate perpendicularly; This is the
object beam. The object beam is recorded as the first hologram.

The second and the third holograms are recorded similarly. The angles of incidence
of the reference beams for the three holograms are different from one another, and the
three holograms are superimposed on one holographic plate. That is the angle-
multiplexing holography.

At reconstruction, each hologram reconstructs separately the crack image and
interference fringes at the position where the specimen existed, at the recording. The
reconstructed images are photographed through a conventional microscope.
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Fig4(a) A fast propagating crack at 3.1µsec  before bifurcation. The first frame.

3. Results and Discussions

3.1. MICROSCOPIC PHOTOGRAPHS OF CRACK BIFURCATION

Figure 4(a), (b) and (c) show microscopic photographs of a crack at bifurcation. The
crack is of the opening mode and was propagating in a PMMA plate specimen at a
speed of 682m/sec. The frame interval was about 4.8µsec.  The first frame in Fig.4(a)
was photographed at 3.1µsec before the bifurcation. The second and the third frames in
Fig.4(b) and (c) were taken at 1.8µsec  and at 6.5µsec after the bifurcation, respectively.
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Fig.4(b) The fast propagating crack at 1.8µ sec after bifurcation. The second frame.

At first the crack bifurcated into two cracks, Crack 1 and Crack 2. Then Crack 2
bifurcated into Crack 3 and Crack 4. At the right of Crack 1 in the third frame, you can
find a crack which has stopped propagating.

One can see many fine interference fringes around the crack tips. Stress field around
the crack tips can be examined through the fringe analysis described in the previous
section.
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Fig.4(c) The fast propagating crack at 6.5µsec after bifurcation. The third frame.

3.2. NEAR-TIP STRESS FIELD AT BIFURCATION

Figure S(a), (b) and (c) show the results of fringe analysis of the photographs shown in
Fig,4(a), (b) and (c), respectively. The horizontal axis indicates the distance r from a
crack tip, and the vertical axis indicates the K value obtained from the ∂m/ ∂r
measurement through Eq.(1). The ∂m/∂r  measurement was carried out in the direction
of θ=0°, ±72° and ±90°. As mentioned in the previous section, the K values must be
constant if the measurement is carried out within the singular field of plane stress.
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• θ = 0°
× θ=+72°
+ θ = -72°
∆ θ=+90°

θ = -90°

Fig.5 The dynamic stress intensity factor measured by interferometry. (a) At 3.l µ sec before bifurcation.
(b), (c) At 1.8µsec  and 6.5µsec  after bifurcation.

3.2.1. Near-Tip Field after Bifurcation
Figure 5(b) and (c) show that, the K values in the direction of θ=±72° and ±90° are
larger than those in the direction of θ=0 in the region of r, 1.5mm<r<4mm. This fact
means that the K field does not exist in the region, 1.5mm<r<4mm. Figure S(b) and
(c) show the results on the stress field after bifurcation, where there are two or more
crack tips. The singular stress field of the dynamic fracture mechanics is for cracks
whose tips are not bifurcated. The devision of the near-tip field from the singular
stress field is caused by the bifurcated crack tips shown in Fig.4(b) and (c).

3.2.2. Near-Tip Field before Bifurcation
The most interesting thing in the measurement results is that the near-tip field deviates
from the singular field in the region of r, 1.5mm<r<4mm, not only after bifurcation
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but also before bifurcation (Fig.5(a)). This may be caused by microcracks and
attempted branches which appear near a crack tip just before bifurcation.

Reflection type high-speed holographic microscopy can observe specimen surfaces
only. Thus it can find microcracks and attempted branches on specimen surfaces, but
cannot find those inside specimens. The deviation of the near-tip field from the singular
field measured before bifurcation may be due to microcracks and attempted branches
which were not photographed in Fig.4(a), but existed within the specimen. It has been
reported that many attempted branches appear near crack tips just before bifurcation, and
were photographed by high-speed holographic microscopy [10].

4. Conclusions

(1) Interferometry with the reflection type high-speed holographic microscopy can
measure the stress field in the vicinity of crack tips at the instant of crack bifurcation.
(2) At bifurcation, the stress field in the vicinity of crack tips deviates from the
singular field which exists near un-bifurcated crack tips. Such deviation occurs not only
after bifurcation but also just before the bifurcation.
(3) The deviation just before bifurcation may be caused by microcracks and attempted
branches which appear near crack tips just before bifurcation.
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OPTICAL INVESTIGATION OF A CONNECTING-ROD BIG END
BEARING MODEL UNDER DYNAMIC LOADS
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Téléport 2; BP 179, 86960 Futuroscope Cedex, France

Abstract
A new experimental  device used for  opt ical  invest igat ions of  transient
elastohydrodynamic behaviour of connecting-rod big end bearing models is presented.
Photoelasticity method and digital image correlation method are used in order to
visualise isochromatic fringe patterns and, respectively, displacement field. Validation
of recording methods in dynamic regime are made. An isochromatic fringe pattern of
the whole bearing is reconstructed using images taken for different regions of the
model. An example of displacement visualisation of the interface cap/body of the
bearing is presented

1. Introduction

Connecting-rod is a machine element the study of which is difficult due to its hard
function conditions: high loads and velocities as well as dynamic loads. This is one of
the reasons why there are few experimental studies. On the other hand,
elastohydrodynamic numerical studies are well developed. There are many phenomena
which make interpretation and modelisation very difficult. One of these phenomena
arises because the body has two elements: connecting-rod cap, and body.

A set of experiments in real cases was carried out to measure lubricant film
thickness, bearing and shaft. temperature (Bates et al., 1990) using methods other than
optical. Numerical studies were done to simulate the elastohydrodynamic behaviour of
connecting-rod big end bearings. Bonneau et al. (1995) published a finite element based
algorithm for calculating the elastohydrodynamic (EHD) behaviour of the bearings,
with application to the connecting-rod.

Photoelastic models of connecting rod big end bearings have been already used
(Pierre-Eugène et al., 1982) for the study of the elastic behaviour of the bearings under
static loads.

A new set of experiments based on optical methods is proposed here. In order to
study the elastohydrodynamic behaviour of the connecting-rod big end bearing, models
have been used. An experimental device has been realised. Materials with low Young
modulus have been chosen to simulate the elastic behaviour of actual connecting-rod
bearings. In order to respect the relative importance of the real phenomena, similarity
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conditions have been respected for the range of the applied loads and velocities, as well
as for the geometric parameters of the model. A CCD progressive camera piloted by a
PC provides the image acquisition and processing. The camera follows the movement of
the connecting-rod, and takes images during the whole cycle at the same point of the
connecting-rod.

Hydrodynamic pressure, generated by the rotation of the shaft, produces
deformation of the housing. Studying this deformation, we can obtain information about
the pressure field in the bearing. In the present study, bidimensional photoelasticity and
digital image correlation methods have been used to visualise isochromatic fringe
patterns and, respectively, deformations of the model. The interface between the
connecting-rod cap and body is of particular interest.

Optical results are to be combined with temperature and lubricant film pressure data
in order to complete the description of the phenomena produced in the model.

The present study provides various observations which may lead to a better
understanding of EHD phenomena in connecting-rod bearings under dynamic loads.

2. Experimental Device

In order to investigate the EHD behaviour of a connecting-rod big end bearing, an
experimental device has been realised at LMS (Laboratoire de Mécanique des Solides).
This device faithfully models the kinematics of real connecting-rod - crank systems.

Figure 1 shows the scheme. An electric motor (1) running at various speeds between
0 and 1500 rpm rotates a crankshaft (3) through the intermediary of a speed reduction
gearing (2). The rate of reduction of the gearing is 1/10, thus the crankshaft turns at
various speed between 0 and 150 rpm. A photograph of the device is presented in
figure 2.

A rigid master connecting-rod (4) is mounted on the crank. The big-end bearing of
the connecting-rod is mounted on the crank-pin and the small end is attached to a
“master piston” (6) which is able to slide on the two bars fixed to the support (see
figure 2). It transforms the rotatory motion of the shaft into an alternating translatory
one. The “piston” is pushed or pulled by the small end of the connecting-rod. This is the
classic connecting-rod – crank motion.

The connecting-rod model (8) + (9) is mounted in parallel with the master
connecting-rod. Its big end is supported by the crank-pin and its small end is attached to
a sliding element, as seen in figure 3. This element plays the role of a real piston. We
will call it “the small piston”. The only motion that it is able to complete is vertical.

During the motion, the inertia of the small piston is supported by the model which is
deformed. For example, at the highest point the model is under tension by the inertia of
the study piston which tends to follows the motion. At the lowest point the model is
compressed by this inertia.

In order to simulate the combustion upward explosion in a real engine, a camshaft
acts on the piston through the intermediary of a spring. Thus, at the maximal
eccentricity of the cam we will have the maximal deformation of the spring and
consequently the maximal force. This force acts on the model, which is deformed. The
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maximal force applied to the model is given by the maximal deformation and the spring
stiffness.

0.mian body 11. transparent sheet
1.electric motor 12. oil chamber
2.reduction gearing 13. translucent sheet
3. crank-shaft 14. halogens lamps room
4.master connecting rod 15. rotating oil distributor
5.notch belt 16. manometer
6."piston" 17. flowmeter
7. camshaft 18. oil pump
8.small end bearing 19. oil tank
9.connecting-rod model 20. CCD camera

10.crank-pin

Figure 1. Functional scheme of the experimental device

Figure 2. Photography of the experimental
device. The vertical bars guide the sliding

motion of the master piston.

Figure 3. Scheme of the
application system of the loads on

the connecting rod model

The camshaft (7) is moved by the notch belts (5), which are mounted on four notch
pulleys. The diameters of these pulleys are chosen to ensure that camshaft rotation
speed is equal to half the crankshaft speed. Thus, the impulse given by the camshaft
occurs once for every two rations of the crankshaft.

The connecting-rod model is immersed in oil. The oil chamber (12) is full of
lubricant. The connecting-rod model enters the oil chamber through the upper side and
an elastic seal closes the chamber and allows a relatively free motion of these elements.
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The optical investigation of the model is realised by recording images during the
cycle. The CCD camera (20) is placed in front of the oil chamber. The light is produced
by four halogen lamps (a total of 200 W). Light passes successively through the
translucent sheet (13) which separate the lights chamber (14) from the oil chamber,
through the oil and the model and finally goes out through the transparent sheet (11).
The light chamber is ventilated in order to evacuate the heat produced by the lamps.

Both supply and evacuation of the oil are realised via the shaft. The shaft has two
ducts bored parallel to its axis. The oil admission into and evacuation from the turning
shaft are carried out by a turning distributor. A manometer and a flowmeter are placed
on the supply circuit. The oil supply of the bearing is completed via a hole placed in the
crank-pin (10) communicating with the admission circuit of the shaft.

3. Image Acquisition and Process

A schema of the image acquisition chain is presented in figure 4. As above
mentioned the camera follows the general motion of the model.

The equipment which is used for image acquisition contains :
- CCD progressive camera, 24 frames/s;
- Pulsar video card;
- incremental position transducer card (which provides the trigger);
- camera lens f12.5 or f35;
- Inspector32 software using Matrox Imaging Library.

Figure 4. Measurement chain

3.1. IMAGE ACQUISITION PROCEDURE

Due to the important inertia of the machine elements during the motion, the camera
cannot be placed far from the front of the oil chamber. Moreover, in order to investigate
the local behaviour of the connecting-rod model, the camera must be close to the object.
In this case the visualised field is small and one needs a multiple image acquisition and
a reconstruction of the whole field if necessary.
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The different positions of the camera in the acquisition process can be obtained by
using a mobile camera support. This support allows three degrees of motion (two
translations and a rotation).

Several parameters play an important role in the choice of the angular step. The
camera field size depends on the camera lens focus and the distance between the camera
and the object. A lens with a small focal length gives parallax errors. Particularly for the
photoelasticity method, the parallax errors induced by the oblique rays on the corners
and edges of the image oblige the operator to take small angular steps and to use only
the central parts of images.

If rays pass obliquely through the model, the integrated thickness (the fringe order is
function of the thickness) is modified. Thus, errors can be significant if concentrated
stress is present in the visualised zone.

During measurements using the digital image correlation method, the parallax errors
are less important, because the phenomena happen in a plane. Near the corners and
edges, the measured displacement is sensibly reduced.

After they have been recorded, the field images at different positions have to be
combined to give the whole field. In order to help the restoration procedure of the whole
field, radial markers are painted on the model surface. They are used to merge the
different images.

The image acquisition is started by a trigger. The electric signal for the trigger is
emitted by an incremental position transducer which is mounted on the camshaft.
Hence, the trigger signal is sent at a precise moment in the cycle, and the image is taken
immediately.

Due to the relatively high rotational speed of the shaft, and yherefore, of the linear
speed of the crank-pin surface versus the bearing surface, particular care must be taken
concerning the exposure time. Good results are obtained with integration time of the
camera around of 1-3 s. Particularly, the digital correlation method requires small
exposure times because of the indispensable high resolution.

3.2. ISOCHROMATIC FRINGE PATTERN VISUALISATION USING
PHOTOELASTICITY METHOD

The method selected for stress field visualisation is the two-dimensional
transmission photoelasticity.

The polarizer and analyser are placed in order to obtain only the isochromatic fringe
field.

The set consisting of polarizer + quarter wave plates + analyser + photoelastic
model, is immersed in oil in order to avoid the interposition of elements which may
disturb the isochromatic fringe visualisation.

A interferometric filter provides monochromatic light.
The photoelastic material used in this study is PSM4, a yellowish resin, with low

Young’s modulus and high photoelastic sensitivity. The mechanical and optical
properties are presented in the appendix. The model is 19.2 mm thick and is obtained by
pasting two 9.6 mm thick sheets together, using a resin with photoelastic and



600 V.OPTASANU, D. BONNEAU

mechanical properties close to the PSM4. The final shape is obtained by milling.
Particular care must be taken during the milling because the material is very compliant.

A similar model was obtained by injection of a
PVC transparent material, but it was abandoned
because of  i ts  high viscoelast ici ty and i ts
geometrical uncertainty. A picture of the upper part
of the photoelastic big end bearing model is shown
in figure 5.

The model is composed of two parts assembled
using an adjustable tightening system.

Figure 5. Photoelastic element
of the big-end bearing model

3.3. DISPLACEMENT FIELD VISUALISATION USING DIGITAL IMAGES
CORRELATION METHOD

In order to complete information about the mechanical behaviour of the model, a
digital image correlation method is applied.

The method was developed by Sutton et al. (1983) and other authors, originally with
coarse-fine methods which are prohibitively time consuming. Later, Bruck et al, (1989)
introduced a method of correction based on the Newton-Raphson algorithm.

The principle of the image correlation method is to compare two images,
undeformed and deformed, in order to obtain the displacements of the points on the
model surface. The recorded image contains grey level written on 8 bits (0-255 values).
Subsets are defined on the initial image and equivalent subsets matching as well as
possible are sought on the deformed image. Hence a discrete displacement field is
obtained.

The algorithm used here calculates the displacement by a correlation method based
on FFT calculation. A reference subset is defined around a point in the undeformed
image, where the displacement is to be found. The subset from the deformed image
which best matches the reference subset from the undeformed image provides the
maximum correlation product. Thus, we can obtain displacements.

In order to create a random pattern on the surface of the model, black paint was
pulverised using a spray. The light traverses the model at the unpainted points, so bright
and dark points are given by the random pattern of the pulverised paint. Such a sample
is presented in figure 6. Bruck et al. (1989) specifies that the ideal dimension for the
black speckle is about 3 or 4 pixels. The pattern we have chosen is rougher, about 6 or 7
pixels.

The exposure time for this method must
be short, because the image must be as
accurate as possible, for good results in the
correlation

Figure 6. Random speckle pattern



OPT. INVEST. OF A CON-ROD BIG END BEARING... 601

4. Results

Series of images are recorded at different positions of the camera support. For each
angular position, several images are taken at successive cycles in order to validate the
repeatability of the recorded images. The images are taken at a rotation speed 150 rpm
with a camera integration time 1-3 s .

For the photoelasticity method, a sequence of several images taken under the same
conditions shows a very good repeatability, because variations do not induce significant
visible variations in the isochromatic fringe pattern.

Series of images are taken for different camera support positions in order to cover
the whole domain of the isochromatic field. Figure 7 presents a set of 4 images taken at
150 rpm of the crankshaft with an “explosion” force of 40 N. The camera is activated by
the trigger at the “explosion” moment (i.e. the moment when the spring is most
compressed by the camshaft). The angular step of the camera is 20°. The light intensity
is reduced by the interferometric filter, so images need to be processed, because of the
light insufficiency for this exposure time.

Figure 7. Set of 4 images taken with a angular step of 20°

Using the partial images of the isochromatic field we can reconstruct the whole
isochromatic pattern. Such a reconstruction is presented in figure 8. We note that in the
zones with concentrated stress, the parallax errors (which come from the integration on
a different thickness) lead to relatively bad matching of the adjacent fields.

Applying the image correlation method to the successive images taken in the same
functioning conditions we can evaluate the accuracy of the measurement process and of
the entire experimental device. By calculating displacements between several deformed
images taken under the same conditions we obtain errors lower than 1%. The errors are
due to the low Young’s modulus of the model which makes it very compliant, and to the
large radial clearance of the bearing (1 mm). Consequently, there are significant rigid
body displacements, which induce uncertainty due to the experimental device
(vibrations, rotation speed not constant etc).

A very interesting visualisation is the interface cap - body of the connecting-rod
bearing. Relative displacements between the two body have been recorded, as shown in
figure 9.

Comparisons with numerical results obtained with FEM elastohydrodynamic
algorithm are in progress.
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Figure 8. Whole isochromatic fringe pattern obtained by reconstruction.

Figure 9. Undeformed (1), deformed (2) images and the associated
displacement field (in pixels). Vectors magnification is 10.
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Appendix
General configuration and constants:

rotation speed 0 – 150 rpm
motor electric power 4.5 kW
Maximum spring force 40 N
supply pressure 0.03 MPa
oil viscosity 0.01 Pa s
functioning temperature 20-40°C
Young’s module for PSM4 4. MPa
photoelastic constant for PSM4 0.6-0.9 MPa/(fringe/mm)
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1. Introduction

Investigation of tribological phenomena such as friction, wear and fretting fatigue is
important in evaluating the reliability and safety of structures and mechanical
components. In investigating these phenomena, though, it is often difficult to estimate
physical parameters such as real contact area, friction coefficient, and contact stress
distribution, because of the lack of robust experimental methods. Yet most tribological
phenomena are usually accompanied with the generation of heat due to either friction-
induced heat flux or plastic deformation at the contact surface. Small temperature
changes arising from the thermoelastic effect are also associated with cyclic contact
stress and strain fields. Thus measuring near-surface temperature fields offers an
encouraging approach for characterizing the mechanics and physics of tribological
phenomena. This paper will describe results from several experimental investigations of
contact problems through the use of infrared thermography. First, a new technique
using infrared thermography combined with infrared-transmitting materials is proposed
for direct monitoring of the surface temperature of two contacting solids. This
technique is applied to the frictional temperature measurement on the contact surface
under dry sliding conditions, as well as the contact stress measurement based on
thermoelasticity. Further a newly available infrared thermographic system is used to
characterize the near-surface conditions associated with fretting contact.
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2. Tribological Measurement Using Infrared Transmitting Solid

Consider a contact problem, in which a ball is in contact with a disk, as illustrated in
figure 1. When an infrared transmitting solid is employed as the disk material, the
distribution of the infrared energy emitted from the contact surface can be measured by
thermography since the infrared radiation generated at the contact surface passes
through the infrared transmitting disk with a small amount of absorption and scatter.
Therefore the temperature distribution on the contact surface of the ball can be
visualized by thermography through the infrared transmitting disk. This enables us to
continuously monitor tribological parameters, such as frictional temperature rise and the
shape and size of the contact area, during the processes of friction and wear [1]. Further,
the contact stress field can be measured directly using an infrared stress measurement
system based on the thermoelastic effect [2].

Figure 1. Thermographical measurement of contact surface using infrared transmitting materials.

2.1 MEASUREMENT OF DRY SLIDING CONTACT TEMPERATURE

Contact temperature distribution was measured under dry sliding contact using a pin-on-
disk type testing system. A cylindrical pin with a spherical contact surface was brought
into contact with the rotating disk and loaded. Then the temperature distribution on the
contact surface was measured by infrared thermography. Figure 2 is an example of the
thermal images, which shows steady state temperature distributions on the contact
surface of the plastic pin sliding against an alumina ceramic disk, taken for several
combinations of the sliding velocity and the load. The plastic pin was made by
machining a PEEK (polyetheretherketone) rod. The curvature of the spherical contact
surface, R, was 25mm. PTFE (polytetrafluoroethylene) was coated on the contact
surface of the alumina disk to prevent the pin from excessive wear. Scanning infrared
thermography with a magnification lens was employed in this experiment. The sliding
direction is indicated by the arrow in the figure. ∆Tm a x , v, a and W are the maximum
value of the frictional temperature rise, the sliding velocity, radius of contact area and
the applied load, respectively. The circle in the figure shows the theoretical contact area,
which is calculated by Hertz theory [3]. It is seen from figure 2 that a discrete
temperature rise is observed in a restricted area with a maximum temperature rise at the
center of the area. The area is circular in shape for low sliding velocity, but changes into
elliptical for a higher sliding velocity. The length of the minor axis of the ellipsoidal
high temperature area is in a good accordance with the diameter of the theoretical
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Figure 2. Temperature images of contact surface measured by infrared thermography.

along the minor axis of the elliptical
high temperature area normalized with
the maximum temperature rise ∆Tmax

was compared with the contact pressure
distribution. The values of normalized
temperature rise, ∆T/∆T m a x , and
normalized contact pressure, p/p m ax , are
plotted along the normalized distance
from the center of the contact surface,

contact area, which is indicated by the
circle in figure 2. It is found that the
contact area is accurately analyzed from
the thermal images.
The observed temperature distribution

Figure 3. Distribution of normalized temperature and
normalized contact pressure on contact surface.

x/a, in figure 3, when the load and the sliding velocity were selected as W=5.88N and
v=0.2m/s, respectively. The contact pressure p and the maximum contact pressure pmax

were obtained from Hertz theory. It is found from the figure that the ∆T / ∆T max versus
x/a relation agrees quite well with the p/p m a x versus x/a relation. This fact may indicate
that the temperature distribution on the sliding contact surface is controlled mainly by
the heat generation rate, which is in proportion to the product of the friction coefficient,
the contact pressure and the sliding velocity.

2.2 CONTACT STRESS MEASUREMENT BASED ON THERMOELASTICITY

Consider a spherical contact under cyclic compressive load, in which an infrared
transmitting lens with spherical convex surface is in contact with a plate sample as
shown in figure 4. The thermoelastic temperature change (∆T) due to the cyclic stress
on the contact surface of the plate can be measured by differential thermography, since
the infrared emission from the contact surface passes through the infrared transmitting
lens. The range in sum of the principal stresses (∆σ) is determined by a relation of ∆σ =
-k∆T, where k is a thermoelastic constant. The load signal was monitored by a load cell
and was employed as the reference signal for differential thermography. A spacer ring
for magnification was mounted for the measurement of the stress distribution in a small
area. The imaging area was 8.7mm square and the spatial resolution of the stress
measurement was 70µ m. Sapphire was chosen as the infrared transmitting lens, because
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Figure 4. Schematic illustration of apparatus used for contact stress measurement.

it transmits infrared well in the 3-5µm range which is the sensible range for the InSb
infrared sensor used in the thermography system.
Stresses caused by spherical Hertz contact were measured for several kinds of
commercially available plastics. A flat plate sample (15mm × 15mm, 1.6mm in
thickness) was mounted on the loading stage and was brought into contact with a
sapphire convex lens that has a spherical contact surface with a radius of curvature of
150mm. Sand blasting was done on the contact surface of the plastic sample to prevent
reflections and to obtain high emissivity. Cyclic compressive loads (45Hz) were applied
in several combinations of mean and amplitude values. In this paper, polypropylene is
selected as the flat plate sample and the analytical and experimental results obtained for
three loading conditions are compased. Table 1 describes the loads and Hertz theory
predictions for these cases.

Table 1. Loading conditions and ranges in sums of principal stresses by Hertz theory.

Exp. No Applied load P (N) amin (mm) amax(mm) ∆σmax(MPa) ∆σ0 (MPa)
A7-09 29.0± 11.8 1.17 1.56 14.1 5.4
A7-11 29.0 ± 19.9 0.95 1.65 18.6 9.7
A7-19 45.8± 11.7 1.47 1.75 12.9 3.8

Theoretical analysis for the contact area and
contact stress distribution was done based on
Hertz theory for spherical contact [2,3].
Distributions of ∆σ were calculated for the
loading conditions shown in Table 1, and
plotted in figure 5. am a x and am i n are the radius
of the contact area at maximum and minimum
compressive loads in the cycle, respectively. It
is found that ∆σ shows an axisymmetric
distribution, where ∆σ is increasing from its
central value ∆σ0 up to the maximum value
∆σmax at r=a m i n, then ∆σ is decreasing to zero
at r= am a x. Figure 5. Distribution of range in sum of

principal stresses by Hertz theory.
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Figure 6. Images of contact stress distributions for Hertz contact between polypropylene sheet and
sapphire convex lens obtained by infrared stress measurement system.

The contact stress distributions represented
by the distribution of the intensity ∆V  of
infrared emission from the contact surface
due to the thermoelastic effect are shown in
figure 6. The circles indicate the maximum
and minimum contact areas. Line profiles
obtained along the lines x-x in figure 6 are
plot ted in  f igure 7 . An excellent
correspondence is found between the contact
stress distributions measured by the infrared
system and those obtained by Hertz theory.
∆ V is increasing from the center of the
contact area up to the maximum value at Figure 7. Distribution of intensity ∆V of
r= am i n, then ∆V is decreasing to near zero at infrared emission along lines X-X in figure 6.
r= a m a x. Figures 5 and 7 show that a
comparison for the magnitude of ∆σ can be made among different loading conditions.
The asymmetric peaks in figure 7 are probably caused by inhomogeneous geometry of
the surface in contact. Calibrations will be needed to obtain absolute values of contact
stresses. The calibrations should involve reliable values of the thermal conduction from
the plastic sample to the sapphire lens, the infrared transmittance in the sapphire lens,
and the thermoelastic constant of the plastic sample.

3. Evaluation of Fretting Stresses through Full-Field Temperature Measurements

It is very important to analyze the mechanics of crack nucleation under the influence of
fretting to secure the reliability and the safety of the any clamped components subjected
to vibrations or oscillatory loading such as riveted lap joints and turbine blades.
Mechanism of crack nucleation under fretting contact is thought to be associated with
the near-surface tangential stress generated by the interfacial frictional traction and the
applied bulk load. Computational evaluations [4] showed the presence of a tensile peak
in the tangential stress at the trailing edge of contact, where most of the fretting fatigue
cracks nucleate in the experiments. The focus of the present study is to obtain
experimental results capturing the evolution of friction and characterizing the stress
field under fretting conditions. A newly developed multi-element infrared camera was
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employed  t o  measu re  nea r - su r f ace
temperature distribution due to both
frictional heating and thermoelastic effects
under fretting condition [5].

3.1 EXPERIMENTAL SETUP

A schematic of fretting contact and a
photograph of the experimental setup are
shown in figure 8. Temperature distribution
was examined for 2024-T351 aluminum
specimen and cylindrical pads. Cylindrical
pads with the curvature radius R
(R=178mm) were brought into contact to the
specimen and applied normal load P
(P=6.41kN). A cyclic bulk load with
amplitude, ∆L (∆L=16.1kN), fully-reversed
in tension and compression, was applied to
the specimen using a servo-hydraulic load
frame. Then fretting contact between the
specimen and pads was induced due to the
oscillatory tangential load ∆Q.
The temperature distribution on the side
surface of the specimen and pads were
measured by the high speed and high

Figure 8. Schematic of fretting contact and
photograph of fretting fatigue test fixture.

resolution infrared thermography with an InSb focal plane array to convert thermal
radiation into temperature values with a maximum sensitivity of 0.025 K. A thin
coating of flat black paint was applied to the exposed surfaces of the pads and specimen
to increase the emissivity of the metallic surfaces. Thin reference lines were etched
mechanically on the exposed faces of both the pads and specimen to mark the centerline
of contact. A 2024-T3 aluminum plate with an E-type thermocouples was used to
obtain a calibration relation between infrared intensity and temperature. Temperature
reading from the thermocouples was correlated with the infrared intensity value near by
the thermocouple measured by thermography. A fretting experiment was conducted at a
frequency of 2 Hz under fully-reversed loading conditions

3.2 EXPERIMENTAL RESULTS

Ten frames per cycle (20 Hz sampling rate) were captured for the first 150 cycles of the
test, with subsequent images taken at cycles of 1000, 2000, 3000 and 4000. Infrared
intensity data were converted to temperature data using the calibration relation and then
filtered using a pixel-wise adaptive Wiener method.
Figures 9 and 10 show sequential temperature images taken at the 16th loading cycle
and the 151st loading cycle, respectively, in the fretting experiment. The imaging area
around the interface of the right pad and the specimen is indicated by the shaded area in
figure 11. In figures 9 and 10, the top row of images shows temperature images during
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Figure 10. Sequence of thermal images near contact surface taken at the 151st loading cycle.

the compressive bulk loading in the loading cycle
(L<0). Conversely, the lower row of images shows
temperature images during the tensile bulk loading
in the loading cycle (L>0). The gray scale bar
indicates  temperature changes from room
temperature. The horizontal bright line on the pad,
found in the temperature images, is caused by the
mechanically etched mark indicating the nominal
center of contact.
It is seen from figure 9 that the temperature
distribution changes at the same frequency as that of
the applied bulk load waveform on the specimen Figure 11. Schematic of imaging area
surface. This implies that the temperature change is by infrared thermography.
caused by the thermoelastic effect induced by the
cyclic bulk loading. The temperature distributions due to the thermoelasticity are nearly
homogeneous in the entire specimen, and this indicates that the stress distribution in the
specimen is also homogeneous at this stage. On the other hand, a localized near-surface
heating spanning the width of the contact area is found in the pad. This heat generation
can be observed twice in each loading cycle. This fact means this heat generation is
caused by friction between the specimen and pad. It was found that in the beginning
stage of fretting loading, gross sliding conditions due to the low frictional coefficient are
dominant on the contact surface.
It is found from figure 10 that no frictional temperature rise due to the gross sliding can
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be observed any more at the 151st loading cycle. This implies that the friction
coefficient increased and partial slip conditions are dominant at this stage. It was also
found that temperature distributions on the specimen was not homogeneous at this time.
When tension is applied, lower temperature was observed near the lower trailing edge of
contact in the specimen (indicated by arrow in figure 10). This means that higher tensile
stress was generated at the lower trailing edge of contact. This indicates that contact
tensile stress due to the partial slip condition was applied to the specimen in addition to
the bulk tensile stress. Conversely, at compression, higher temperature was observed at
the lower trailing edge of contact in the specimen (also indicated by arrow in figure 10).
This means higher compressive stress was generated at the lower trailing edge of contact
due to the contact compressive stress by the partial slip condition in addition to the bulk
compressive stress.
Consequently, it was found that the maximum amplitude in cyclic temperature change,
i.e., maximum amplitude in stress, was observed at the trailing edge of contact. This
result agrees very well with the results from FEM computations [6] and also the fact that
fretting fatigue cracks nucleate from the trailing edge of the contact.

4. Conclusions

Several experimental investigations of contact problems were made by the use of
infrared thermography. A new experimental technique using infrared thermography
combined with infrared transmitting materials was applied for continuous monitoring of
the temperature distribution on the contact surface. Contact temperature measurement
was examined for dry sliding contact of a plastic pin with an infrared transmitting disk.
It was found that steady state contact surface temperature distribution was accurately
monitored by thermography. Contact stress field was measured by an infrared stress
measurement system based on the thermoelasticity through an infrared transmitting solid.
It was found that the contact stress field was successfully visualized by the proposed
method. Finally, a newly available infrared thermography system was used to
characterize the near-surface conditions associated with fretting contact. It was found
that both frictional temperature rise due to the interfacial global slip and the temperature
fluctuation due to thermoelasticity can be measured to evaluate the nature of the contact
stress field and the mechanics of partial slip fretting contacts.
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Abstract

The application of geometric moiré in large deformation of 3-D models is discussed.
Different aspects of the method, such as mismatch technique and mechanical
differentiation, are taken into consideration for the measurement. An application of the
method is given to the cushion disk of an artificial knee joint in whose axis-symmetric
cross section a cross specimen grating of 0.5mm pitch was replicated. The analysis
shows the applicability of the geometric moiré, together with its various approaches, in
the large deformation measurement giving the whole field quantitative definition.

1. Introduction

1.1 GENERAL PROBLEM

The experimental techniques have made a great contribution to the analyses of
mechanical behaviour of components and structures. In particular, the optical methods,
such as holographic interferometry, moiré and speckle techniques etc., have played a
very important role in both qualitative and quantitative determination of mechanical
parameters [1]. However, most of them are limited to the application on the surface of
models, while the analysis of the internal parts could be needed. Some techniques have
been proposed by researchers to solve such problem, for instance, the white light
speckle method where some form of inhomogeneity was formed within a cast block of
model for interior strain measurement [2].

On the other hand the optical methods have been found their applications not only in
traditional mechanical structures but also in a widespread fields (e.g. in biomechanics)
where large deformation and non-linearity are present. Some of the optical techniques,
such as grid analysis [3,4], have played a successful role in the measurements of large
deformation.
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This research is aimed to apply geometric moiré in the analysis of an internal section
of a model with large deformation to obtain directly whole field displacement
measurement and strain field by means of mechanical differentiation.

1.2 APPLICATION TO KNEE JOINT

Arthroprosthesis design is based on the analogy existing between the human joint and
the mechanical motion system. In general a knee joint is considered as mechanical
contact structure in which mechanical actions are originated by muscles.

The first artificial joint was made by substituting a part of the knee with an inert
material and the results obtained have lead to the utilisation of biocompatible materials.
Then the total substitution of the human joint rather than some singular parts was
preferred [5, 6, 7].

According to the mechanical kind of joints the prosthesis are classified (Fig. 1) in: 1)
constrained prosthesis, where the motion is allowed only in one plane by a joint, 2)
semi-constrained prosthesis, where the motion is allowed in two planes by a spherical
joint between the femur and tibia, and 3) un-constrained prosthesis, where there is no
connections between its components and any kind of motion is allowed. A good shape
design must assure large stability to this last kind of knee prosthesis, which perfectly
simulates the human motion of the knee.

Fig. 1: Prosthesis classifications: constrained, semi-constrained and non-constrained prosthesis.

The artificial knee joint actually used (Fig. 2) is made of an inox steel structure
inserted into the femur, a polyethylene disk and a tibial metal plate linked to the human
tibia bone.

The characteristics of this prosthesis is the presence of the cushion part, the disk,
actually made of UHMEPE. Here a disk made of a softer material, the polyurethane, is
investigated.

Fig. 2: Typical structure of an actual artificial knee joint.
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2. In-plane geometric Moiré

2.1. GENERALS

In-plane moiré is typically carried out by gratings of equispaced, parallel lines [1]. One
grating set is applied to a flat surface of the specimen, and a second set (reference
grating) can be put in contact with the specimen grating or more conveniently recorded
by an image processing system. The gratings can be x- or y- or cross oriented.

The strain can be determined by using four derivatives of the fringes:

(1)

where respectively p0 is the reference grating pitch, Nx and Ny are fringe orders of x and
y displacements.

Despite the source of these equations, they are strictly geometric equalities and do
not require elastic behaviour of the specimen; this allows a wide range of their
applications. The superposition of specimen and reference gratings can be done by
digital logical operations of grabbed images by an image processing system [8,9].

In relation to the subject of this paper, three aspects of in-plane geometric moire
were considered here: (1) large deformation measurement; (2) mismatch method to
increase (decrease) fringe numbers; (3) mechanical differentiation.

All these aspects were carried out using an image processing system.

2.1.1. Large Deformation Measurements
The sensitivity of the in-plane geometric moiré is equal to the reference grating pitch p0 .

However, in the case of large deformation the applied grating pitch is relatively high and
must be taken into consideration in strain calculation.

Between two fringes, spaced d, the average tension and compression strains may be
calculated respectively by [10]:

(2)

2.1.2. Mismatch Method for Non-uniform Deformation
The choice of the grating pitches is always based on the strain range to be measured. For
a 3-D model the specimen gratings are always replicated during its modelling, thus a
change of grating pitches is not practicable. Moreover, in many cases where the non-
linear and non-uniform strains are present, such as contact, material discontinuity and
non-linear materials etc., a single pitch cannot satisfy the measurement of whole field.

In the case of large deformation, it is difficult to consider an application of very fine
gratings since the large tension/compression deformation may destroy such fine gratings.
Moreover, a fine grating may provide the fine measurement in one zone, but becomes
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ineffective or over-effective in other zones.
The mismatch method, in providing different carrier fringes (tension or compression)

to different measuring zones, is a very efficient way in the measurement of large and
non-linear deformation.

The mismatch is carried out by taking some new reference gratings with the pitches
different from that of original one. If the pitches of these new gratings are greater than
that of original one, the number of fringes will be increased over the original fringes at
the zone where the compression deformation goes on, while decreased the tension
deformation. Inverse effect is present when the pitches of these new gratings are less
than that of original one. In general, at least two new reference gratings are used, one
with slightly greater pitch and one with slightly less pitch than that of the original one. If
the deformation has a very large range, more reference gratings with different mismatch
pitches may be taken to suit each strain level.

2.1.3. Mechanical Differentiation
The moiré method, as many other optical interferometry, provide directly the
measurement of displacement field, while the structure is characterised by stress
distribution. Nevertheless, the mechanical differentiation can give proportional strain
distribution, proportional strain value and, in some cases, particular characteristics, for
example contact area in contact problems, like in this study.

The mechanical differentiation is the superposition of two identical moiré patterns,
one of which is shifted by increments ∆x and ∆y. In this way, the contour maps

and can be obtained. To obtain strains, the basic displacement
can be written in the form:

(3)
Then the strain can be defined as:

(4)

In practice, mechanical differentiation can be obtained by shifting directly two
identical deformed grating images without generating ordinary moiré fringes. It should
be noted that the above relationships are correctly applicable for small strain, i.e. the
finite increment represent the true derivatives if the shifts ∆x and ∆y are small.

2.2. IMAGE PROCESSING

The specimen gratings need to be grabbed before and after loading. The software
available to the purpose, IMAGEPRO by CORECO - USA provided the following
image processing operators:

1. horizontal and vertical edge filters, to separate the crossed gratings respectively
into vertical and horizontal lines for superposition of x and y displacement fields;

2. contrast enhancement operators, such as stretching and equalising, to obtain high
contrast gratings and fringes (the image processing system also provides the
binarization of images which gives images with only two grey levels);

3. arithmetic and logical operators to obtain the superposition of two grating
patterns, for instance, to get average value of two images in each pixel;
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4. scaling operator to generate mismatch reference gratings reducing or increasing
the image scale;

5. image shifting for mechanical differentiation carried out by digitally positioning
the gratings.

3. Preparation of the specimen analysed and the optic system applied

In order to evaluate the internal strains of the
polyurethane tibial plateau, a 0.5mm pitch grid
was engraved in a diametrical section of it. The
elastomeric disk, 10mm thick with a diameter of
80mm, was made by sequential polymerisation
of two half of it, casting the resin in a circular
steel mould. The casting procedure was realised
in a vacuum oven with controlled temperature
(60°C). After the polymerisation of the first half
of the cylinder a master grating was replicated
onto the flat specimen section by a xerographic

Fig. 3: Mechanical rig

technique, which was adopted to produce a good quality cross grating. The master
grating was drawn by a CAD system and printed on a film. After the replication of the
grating, the specimen was cast into its complete form.

Three specimens for each of three different ratios of the polyurethane resin to its
hardener (1:1; 1:0.7; 1:0.5) were produced, plus another one, on whose section a 10 grid
strain-gauges chain was bonded.

The mechanical load of 800 N was applied in 100 N steps by a steel sphere with a
diameter of about 130mm, which simulated the femoral component (Fig. 3). The load
was centrally applied on the diametrical plane of the sphere, then a three-dimensional
axis-symmetric problem occurred.

Fig. 4: In-plane moiré set-up

The optical set-up of in-plane geometrical moiré method is shown in Fig. 4. A white
light was used. A laser light is not necessary for the illumination since it may produce
unwanted speckles in the specimen surface. By recording and superposing the grating
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patterns before and after loading, some digital imaging operations are carried out to
obtain the x- and y-displacements and their corresponding strain distributions.

4. Results

The results obtained for the model with a ratio 1:1 of the polyurethane resin to the
hardener are reported in the following.

Figs. 5 report for a load of 800 N the grating image as grabbed (Fig. 5a) and after it
was transformed respectively by vertical (Fig. 5b) and horizontal (Fig. 5c) filtering
provided by the image processing system.

Fig. 5: Gratings imaging and processing at the loading of 800 N
(a) original; (b) vertical filtering and (c) horizontal filtering.

The superposition of the deformed and non-deformed gratings were obtained for
each loading step (100N). The horizontal, ux , and vertical, uy , displacement fringes
under loading of 800 N are shown respectively in Figs. 6a and 6b.

Fig. 6: Displacement fringes at the loading of 800 N: (a) ux ; (b) uy

Fig. 7: Mismatch fringes of ux at the loading of 800 N

Close to the contact area, very few number of fringes were observed in the x
displacement field due to its low deformation level. Then a mismatch reference grating
with 15% reduction of the non-deformed grating (i.e., po ’=0.425 mm) was superposed
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onto the gratings to get more fringes. Fig. 7 gives the result of this operation in the case
of a 800 N loading for another specimen.

Based on the above displacement measurement the strain distribution εxx and εyy

along the different sections have been calculated as reported in Figs. 8, which shows that
the strain εxx decreases going away from the contact centre, while the maximum strain
εyy is located in the middle of the y section as stated in previous work.

Fig. 8: Strain distribution: (a) ε x x (b) ε yy

Maximum average strains and maximum vertical displacements are given in Figs. 9
for the loads applied. Their behaviours were confirmed by the numerical results
obtained in other research works under study.

Fig. 9: (a) maximum average strains; (b) maximum vertical displacements

Fig. 10: Mechanical differentiation fringes of ∆Ny /∆x with ∆x=3 mm
(a)100 N; (b)400 N; (c) 800 N.
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The extension of the contact area is a very important factor in the present analysis. It
may be measured directly by the image observation and more precisely, by mechanical
differentiation to obtain the shear component. Figs. 10 show the mechanical
differentiation fringes respectively for loads of 100 N, 400N and 800N. These fringes
represent the ∆Ny/∆x component with shifting ∆x=3 mm. The contact extension is given
versus load increasing in Fig. 11.

Fig. 11: Contact area extension.

5. Conclusions

Geometrical moiré technique was applied to the study of internal large strains of
transparent models.

The results obtained for a biomechanical application showed the good feasibility of
the technique.

Further researches are in progress on the refinement of the grating, automation of
stress calculation and study of wear disk contact surface.
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Abstract. Highly dynamic 3-D deformations of airbag caps in the time in-
terval from the ignition of the airbag to the fracture of the covers have been
studied optically. The large out-of-plane displacement compared to the in-
plane displacements afforded that the measurement problem was solved by
combining white light speckle correlation with fringe projection. In order to
record the speckle patterns and the fringe patterns simultaneously by two
high speed CCD cameras they had to be separated spectrally. The in-plane
displacements yield from the speckle patterns by pattern recognition meth-
ods. The out-of-plane displacements can be calculated from the contour of
the caps. They yield from the phase maps which are calculated from the
fringe patterns. For each time instant only one image is available so that
phase shifting procedures to evaluate the fringe patterns could not be ap-
plied. In this paper we present a method which is based on the simulation of
a phase locked loop (PLL). This results in continuous phase maps without
phase unwrapping.

1. I n t r o d u c t i o n

The inflation of an airbag causes fracture of the caps (Fig. 1) at certain
predefined sites. The task of the engineers constructing the airbag systems
is to optimize the process of deformation and subsequent fracture of the
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airbag caps. Usually this is done by FE calculations. The accuracy of the
numerical simulations, however, strongly depends on the exact knowledge
of the loading conditions, i.e. the local dependence of the pressure on time,
and on the material behavior which is given by a set of rate and temperature
dependent material parameters. Both the time sequence of the pressure as
well as the material parameters are difficult to determine. Therefore the
numerical results for the transient 3-D deformation of the airbag caps have
to be compared with results of experiments in which the time dependent
deformations are measured. As for a correct evaluation of the deformations
many measurement points are needed in small time intervalls, only optical
and fullframe measurement methods are suitable.

2 . Exper imenta l  procedure

2.1. MEASURING METHODS

The out-of-plane deformations are expected to be large compared to the in-
plane deformation. Besides this the deformation rate is high and the surface
of the test object exhibits poor reflectivity. Therefore some of the well estab-
lished 3-D measuring methods like electronic speckle pattern interferometry
(ESPI) for instance cannot be applied. It turned out that the best way to
solve the problem is to measure the in-plane deformations and out-of-plane
deformations by separate methods [Wolf, 1996]. For the determination of
the in-plane deformations a white light speckle correlation method seemed
to be most suitable. This method yields the in-plane displacements. For the
out-of-plane deformation fringe projection is used. With this method the
contour of the airbag cap can be determined. From the contour map of the
deformed cap and from an additional contour map of a reference state the
out-of-plane displacement field can be calculated.

2.2. MEASURING SETUP

The setup for the measurement of all three components of the displacement
vector field of the dynamically deformed air bag caps consists of a speckle
correlation system with a white light source of 250 W and a CCD camera
(camera 1) and of a fringe projection system with a fringe projector and
an additional CCD camera (camera 2). The optical axis of the two systems
lie in the same plane (Fig. 2). The cameras are high speed KODAK CCD
cameras with frame rates of 4500 per second and an image size of 256x256
pixels. For synchroneous recording of the speckle pattern the cameras must
be synchronized electronically. A spectral separation of the two systems is
necessary, to supply the corresponding measurement information to each
system. This is performed by application of spectral filters, respectively,



MEASUREMENT METHOD FOR DYNAMIC 3-D DEFORMATIONS 621

and by matching of the spectral sensitivity of the cameras to the frequency
of the filters. For the speckle system blue filters are used and red ones for
the fringe projection system.

Figure 1. Steering wheel
with airbag cap.

Figure 2. Measuring setup.

2.3. OBJECT SURFACE PREPARATION

In order to receive sufficiently high fringe modulation the reflectivity of
the originally black surface of the caps is increased by a thin coating of
white paint. The speckles, however, are artifically created by air brushing
the surface of the airbag with red paint. Because the reflectivity of the
red light from the fringe projector is the same for the white background of
the speckle pattern and for the red speckles the speckles cannot be “seen”
by the fringe camera. On the other hand the speckles appear black in the
speckle camera because they do not reflect the blue light.

2.4. SPECKLE CORRELATION

The determination of an in-plane displacement vector field by speckle cor-
relation is a problem of pattern recognition. The image of the surface is
divided into correlation subsets of e.g. 32x32 pixels. The pattern of one
subset in the undeformed state is then searched in the surface of the de-
formed state by direct digital cross correlation. In contrast to methods
which are based on variational principles [Sutton et al, 1986] this method
needs no interpolation of the discrete pixel data. Mathematical operations
are restricted to multiplication of the discrete Fourier transforms of the
subsets of the deformed and undeformed states and to a back transforma-
tion of their product. The maximum of the correlation function of a subset
is identified as the correlation peak. It provides the position of the pattern
in the deformed state.
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(4)

(5)

If the grey level of the reference subset at pixel position m, n is given
by ƒ(m, n) and the grey level of the deformed subset by g (m ,  n) then the
Fourier transform of f and g a r e

The correlation function follows from

(1)

(2)

(3)

with G* being the conjugate complex of the function G. In pattern recog-
nition G * is called a matched filter. It is known that for patterns which
have nearly uniform distribution of amplitudes in the frequency space the
relevant information is contained in the phase ϕ of the Fourier transform of
the pattern. Therefore filters which primarily are sensitive to phase infor-
mation seem to be of great benefit for solving pattern recognition problems.
One of these filters is the phase-only filter (POF) [Hoerner and Gianino,
1984]. It is defined by

With this filter the correlation function follows from

This filter we used sucessfully for the evaluation of speckle patterns [Gut-
mann, 1994]. Therefore we also applied it in this investigation.

2.5. FRINGE PROJECTION

The intensity distribution of a sinusoidal modulated fringe pattern recorded
by the fringe camera is given by

(6)

as a function of the pixel position ( m, n), containing the background inten-
sity b and the fringe amplitude a. The phase difference ∆ ϕ(m, n) between
the phase value ϕ obj (m, n) of an object point and the corresponding phase
value ϕ ref at the same position m on a reference plane yields the height or
contour h (m, n) of the object by the relation

(7)
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2.6. PHASE LOCKED LOOP AND ITS DIGITAL SIMULATION

Figure 3. Block diagramm of the PLL.

with s being the scaling function which is determined by geometric calibra-
tion of the fringe projection system.

From the contour map of the deformed cap and from an additional
contour map of a reference state the out-of-plane displacement field is cal-
culated.

The most  accurate method to determine the phase distr ibut ions is
based on temporal phase shifting with subsequent phase unwrapping. In
the highly dynamic measuring task under consideration, however only one
fringe pattern for each time instant is available. Therefore the phase calcu-
lation must be performed by one-image techniques. Instead of using Fourier
transform method [Takeda, 1982] which is recommended in literature we
used a new method. It is based on a phase locked loop (PLL) [Rodriguez
and Servin, 1993]. By this method the phase unwrapping process can be
avoided completely. The only condition is that there are no discontinuities
or steps in the contour of the object.

Fig. 3 shows the block diagramm of the phase locked loop circuit for real
time fringe evaluation. It consists of four main parts: Multiplier, voltage
controlled oscillator (VCO), low pass filter and integrator. The signal U1 ( t )
is generated by the fringe camera when scanning the fringe pattern with
an intensity distribution given by eqn. (6). After cutting off the time inde-
pendent part of the signal and normalising its amplitude to 1 U 1 r eads  a s
follows

(8)

is chosen to be equivalent to the intensity distribution ofThe signal U 2 (t)
the fringe pattern on the reference plane, i.e.

(9)

U 1 and U 2 are multiplied in the multiplier and low pass filtered. For small
phase differences ∆ϕ = ϕ1 – ϕ 2 this yields the signal

(10)
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For each row which has to be scanned the process starts at the reference
plane (locking period) so that ϕ1  ≡ ϕ 2 or ∆ ϕ  = 0.  When the scanning
process reaches the contour of the object ϕ 1 begins to differ from ϕ2 , i.e.
∆ϕ is no longer zero. During a small time interval dt a change d (∆ϕ) o f
the phase difference is produced. This causes the control procedure of the
PLL circuit to start by changing the frequency of the PLL circuit to start
by changing the frequency of the signal U 2 in the VCO according to

(11)

in order to compensate δ(∆ϕ). In this equation κ is a feedback parameter
which has to be properly selected [Wolf, 1996].

As we are interested in ∆ ϕ(t) we have to integrate the output U 4( t ) .
The contour of the airbag caps need not to be determined on-line. There-

fore it is not necessary to use the analogue version of the PLL [Lichten-
berger, 1998]. The electronic circuit can be simulated digitally [Rodriguez
and Servin, 1993]. From eqn. (11) it follows that

(12)

Neglecting the low pass filter in the PLL circuit, U 4 (t ) can be replaced
by U 3 (t ) = U 1(t) · U 2 (t). From eqn. (8) and (9) we receive the differential
equation 13 aftre setting ϕ1 (0) = 0 and replacing t by x and U 1(t) by I (x)
according to equation (6)

(13)

However, the constant backgound intensity b of I yields an offset in ∆ ϕ .
Therefore instead of I (x) the derivative d I(x )/dx is used in eqn. (13). For
numerical evaluation of (13) the differentials are replaced by finite differ-
ences with a step width ∆ x = 1. The equation for the calculation of the
phase difference ∆ϕ at the pixel positions m,n then reads

(14)
The numerical integration procedure has the same effect as the low pass
filter in the electronic circuit (Fig. 3).

3 .  R e s u l t s

Fig. 4 shows an example for the 3-D deformation of an airbag cap which is
gained by the combination of digital speckle correlation and fringe projec-
tion as described in the preceding chapters. The in-plane component of the
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Figure 4. Reference state and deformed state. Shown on the left side are the speckle and
fringe images and on the right side the in-plane vectors and grey level coded out-of-plane
deformation.

Figure 5. Time sequence of the grey level coded out-of-plane-displacement of an airbag
cap.
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deformation is much smaller than the out-of-plane component. The grey
level coded out-of-plane component is scaled to the maximum value of 13,2
mm reached just before the fracture. Figure 5 shows a time series of the
grey level coded out-of-plane displacement. Each image in Figure 5 is scaled
to the minimum and maximum displacement values in the image. It can be
seen that the deformation of the airbag cap starts in the four corners and
not in the center of the cap.

4. C o n c l u s i o n

Digital speckle coorelation and fringe projection can be combined to mea-
sure dynamic 3-D deformations in cases where the ranges of in-plane and
out-of-plane displacements differ remarkably. This methods have been suc-
cessfully applied to study the highly dynamic deformations of air bag caps
after explosion of the bags. It was necessary to use a single-image proce-
dure to determine the phase distributions of the fringe patterns from fringe
projection. The digital simulation of a PLL circuit proved to be an alterna-
tive to Fourier transform methods because no phase unwrapping has to be
performed. But not only the digital simulation of the PLL circuit can be
used to get the phase information in contour measurement. The analogue
realization of the circuit yields as well the possibility of realtime contour
measurement by a simple and cheap electronic circuit. The grey level coded
contour information can be observed at a monitor screen without using a
computer.
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A b s t r a c t – The analyzed material is a vinylester matrix reinforced
by randomly oriented continuous fibers. The degradation mechanisms are
determined from tensile tests on coupons and SEM observations. Notched
specimens and plates with central holes are then studied when loaded in
remote uniaxial tension. Cross-shaped specimens are then studied. The evo-
lution of the strain field is computed through a correlation technique in
white light. In particular, the initiation location can be measured.

The aim of this study is first to evaluate the effect of the fiber orientation
of a composite material made by a Resin Transfer Molding (RTM) tech-
nique. Second, the notch sensitivity of this material is assessed for speci-
mens loaded along one and two directions. The strain fields are evaluated
by using a correlation technique. The initiation sites are determined by this
technique coupled with a finite element computation.

2. S t u d i e d  M a t e r i a l

The composite material is made of a vinylester matrix reinforced by contin-
uous E glass fibers (see Fig. 1). The RTM process induces a random in-plane
fiber bundle orientation (Fig. 2). The fiber volume fraction is equal to 30%.
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Figure 1. Surface of the composite.

Figure 2. Angular distribution of fiber Figure 3. Stress/strain curve of a coupon
bundles in the material. specimen.

3 .  Un iax ia l  Load ing

3.1. COUPONS

Tensile tests have been carried out on 25 × 3 × 150 mm3 coupons (Fig. 3).
To analyze the effect of fiber orientation, the coupons were cut in two
perpendicular directions. There is no effect on the stress/strain response of
the composite [1]. A microscopic analysis of the degradation mechanisms
shows multiple matrix cracks (Fig. 4). Furthermore, single fiber pull-out has
been observed. More importantly, fiber bundle pull-out is systematically
present at the fracture surface (Fig. 5). The fiber bundle behaves like a
fiber with a large cross-sectional area rather than the sum of single fibers
of small diameters.
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Figure 4. Cracking of the vinylester  ma- Figure 5. Fiber bundle fai lure and pull-
trix. o u t .

3.2. PLATES WITH NOTCHES OR HOLES

A series of experiments has been carried out on plates with holes (of radius
R) and doubled edge-notched specimens (the total notch size is 2 a ). The
total width L is identical to that of the coupons. Two ratios 2a/L and 2R/L
have been considered: 1/2 and 1/4. These specimens are loaded in remote
uniaxial tension. To compare the load levels of different configurations, the
net section stress is computed. Figure 6 shows the net section stress vs. the
strain measured in the vicinity of a notch by a 1 mm2 strain gauge. The
shape of the curve is comparable to that obtained with coupons (Fig. 3).

Figure 6. Tensile curve of a notched spec- Figure 7. Net  sec t ion  s t r e s s  a t  f a i l u re
imen (2a/L = 0.25). The arrow shows the for different orientations (0°: filled symbols,
level  corresponding to the strain measure- 90°: open symbols) and different types of
ments of Fig. 9.a. specimens.

Figure 7 shows the net section stress levels at failure for different spec-
imens. One can see a scatter for all types of specimens. This scatter is



630 Y. BERTHAUD et al.

probably linked to the randomness of the bundle failure stress and orienta-
tion (Fig. 5). It is worth noting that the stress levels cannot be distinguished
within each scatter. Furthermore, the effect of orientation is negligible. All
these results tend to show that there is no influence of the presence of
stress concentrators on the net section stress level at failure. Therefore the
material is notch-insensitive in ‘uniaxial’ tension.

Figure 8 shows various shapes of the fracture surface. It can be noted
that there is always a shear-type of failure (with an angle of 45° wrt. the
loading direction). However sometimes a tensile-type of failure can be ob-
served (perpendicular to the loading direction). In the following, the initi-
ation sites will be determined by using the measured strain field through a
correlation technique.

Figure 8. Examples of fracture surfaces.

3.3. CORRELATION TECHNIQUE

To locate the initiation site(s), the strain field is evaluated during the ex-
periment. The specimen is polished and then coated by a random black and
white pattern. By using a fixed CCD camera, pictures at different stages
are recorded. The in-plane displacement map is computed by using a cor-
relation technique between an initial picture (with no applied load) and a
subsequent one (when the load is applied). This technique has been applied
to different situations [2, 3, 4] even in the presence of finite strains [5].

The specimen is divided into a regular array of zones (cells), the size
of which is equal to 32 × 32 pixel. The displacement vector is obtained
by maximizing a correlation function between corresponding cells of the
two pictures. This cross-correlation is computed in the Fourier space. A
local parabolic interpolation about the peak allows a sub-pixel evaluation
of its position. The second image is then shifted by the previous computed
displacement to get the next value. An iterative scheme is used to get an
auto-correlation function. With two or three iterations on 32 × 32 pixel
cells, an accuracy of 3/100-th of pixel is obtained [6]. The main advantages
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of this technique is its insensitivity to lightning variations and lack of focus.
Its is well suited for small strain evaluations (of the order of 5% so that the
hypothesis of solid displacement of the cells is fulfilled). To compute the
strain field, the displacement map is prescribed on the same Finite Element
(FE) mesh as the one used in the image analysis. This procedure allows
a direct comparison between experiments and model predictions (usually
obtained by non-linear FE analyses). The commercial FE code ABAQUS
[7] has been used in the present study.

3.4. INITIATION SITE

The evolution of the strain field as a function of the load level is obtained by
using the above-described method. In particular, the macrocrack initiation
locus can be observed. In a double edge-notched specimen, the initiation
mechanism is of shear nature (even though another tensile macrocrack is
forming with some delay: Fig. 9.a). The two directions are also present
on the fracture surface (Fig. 9.b). Figure 9.a shows that the longitudinal
strains start to localize in a 45° direction. The corresponding levels are of
the order of the failure strains given in Fig. 6. Therefore, this level will be
referred to as initiation. In Fig. 6, the stress level at ‘initiation’ is shown:
it occurs prior to reaching the peak level.

Figure 9. Strain field at ‘initiation’ (a), specimen surface after failure (b).



632 Y. BERTHAUD et al.

4 .  B i a x i a l  L o a d i n g

4.1. SPECIMEN GEOMETRY AND EXPERIMENT

To investigate the effect of biaxial loading conditions, a cross-shaped spec-
imen has been designed (Fig. 10). The ligament length is equal to 36.5 mm
and the connecting radius is equal to 5 mm. This specimen is mounted in
a triaxial testing machine ASTREE equipped with six servohydraulic actu-
ators [8] (jointly developed by LMT-Cachan and Schenck AG, Darmstadt,
Germany). To avoid the coupling between the different loading axes, the ac-
tuators are linked two by two along the three axes so that the central point
of the specimen is motionless. The specimen fixed in the grips is shown in
Fig. 11: four out of six servohydraulic actuators are used.

Figure 10. Specimen geometry.

4.2. TEST RESULTS

Figure 11. Specimen in the testing ma-
chine ASTREE.

The testing machine allows non-proportional load histories: a squared load-
ing cycle has been prescribed (Fig. 12). The effect of non-proportionality
is a motion of the stress concentration zone along the connecting radius.
The load level at failure (12 kN) corresponds to a net section stress of 101
MPa. This stress level is close to those observed previously (Fig. 7). This
result seems to indicate that the notch-insensitivity is also observed for a
non-proportional load history.

The broken specimen is shown in Fig. 13. The correlation technique is
used to predict the initiation sites. To determine the location, it is assumed
that a strain greater than 1.7% is likely to produce macrocracking (this
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Figure 12. Load history. Figure 13. Failure surface.

strain level corresponds to the average failure strain of coupons). The force
level for the present analysis is such that F1 = F 2 = 9.5 kN. For this situ-
ation the strain field ∈11 and ∈22 is symmetrical about the first and second
bisector. Any lack of symmetry is a probable indication of initiation. The
longitudinal strains ∈11 a n d  ∈ 22 determined from the displacement measure-
ments are plotted in Fig. 14. It can be noticed that the strain levels are
higher for the strains ∈ 11 than those of the strains ∈ 22. Furthermore, when
the strains ∈ 11 are analyzed, one can see that the highest levels are almost
identical on all stress concentration zones. This leads us to assume that
initiation occurred independently on all sides along the l-direction for a
load level of the order of 9.5 kN.

5 .  S u m m a r y

The results presented herein show that the overall composite behavior is
isotropic. A scatter in failure stress has been observed for different specimen
geometries and configurations. It is related to a bundle failure. A correla-
tion technique in white light has been used to predict the initiation site(s).
This method is applicable even in the presence of macrocracks. In all cases
the initiation is predominantly of shear nature, even though tensile initi-
ation may be present simultaneously. Lastly, in the experiments reported
in this paper, it is shown that the composite material is notch insensitive
when the net section stresses at failure are compared for notched specimens,
plates with central holes and cross-shaped specimens. These experimental
results will allow us to develop, identify and discriminate different mechan-
ical models describing the behavior of these composites with a randomly
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Figure 14. Longitudinal strain field ∈11  and ∈22  when F1 = F 2 = 9.5 kN. The observed
macrocracks are drawn in black.

oriented microstructure.
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PROGRESS IN MECHANICS OF MATERIALS BY USING LASER
SPECKLE METHOD

F. LAGATTU, J. BRILLAUD, M.C. LAFARIE-FRENOT
LMPM, UMR CNRS 6617, ENSMA, BP 109, 86960 Futuroscope

Abstract. The aim of this paper is to present some examples of the use of laser
speckle method for the study of composite and polymer mechanical behaviour. A
specific mechanical device has been designed in order to realise in-situ singly exposed
speckle photographs. It is thus possible to obtain quite rapidly and easily « in-situ »
displacement measurements, that is to say on the tensile testing machine, and with a
good accuracy. This method has been applied to check and improve mechanical
constitutive laws of structural composite materials. It has also been applied to validate
new mechanical tests, for example shear tests, by verifying the uniformity of strain
fields in the specimens. Moreover, this method allowed us to characterise strain fields
around crack tips in polymers.

1. Introduction

Structural mechanical analysis and design need to know material constitutive laws. The
mechanical behaviour of advanced materials such as long fibre polymer matrix
composites is very complex. So, in order to propose realistic constitutive laws for such
materials, deformation, damage and fracture mechanisms must be well understood. In
this context, experimental measurements of stress and/or strain fields in various
specimens of composite and polymer materials tested with numerous mechanical
conditions are very useful. The aim of this paper is to present some examples of the use
of laser speckle method for the study of composite and polymer mechanical behaviour.

To measure the stress and/or strain fields, numerous methods are available :
photoelasticity, moiré, laser granularity, holography, thermography, microgrid,
etc…The efficiency of one or another method depends on the measurement requirements.
The goal of our study is to obtain quite rapidly and easily « in-situ » displacement
measurements, that is to say on the tensile testing machine, and with a good accuracy.
Thus, we have chosen to apply the laser speckle method [Bigaud et al., 1997 ; Barham
et al.,1996].

A specific mechanical device has been designed in order to realise in-situ singly
exposed speckle photographs [Brillaud et al., 1994]. This optical method is now used in
our laboratory in various configurations, in order to :

- check and improve material mechanical constitutive laws,
- validate new mechanical tests and verify the uniformity of strain fields in the

specimens,
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- characterise plasticity and damage phenomena in advanced materials.

2. Experimental set-up

The laser speckle method is based on the grainy, or « speckled » appearance of a surface
illuminated with coherent light and observed through a lens (eyes, camera objective...).
In order to obtain a good random diffuser for every tested material, specimen surface has
been sprayed with a thin coat of matt white paint.

2.1. DEVICE FOR SPECKLE PHOTOGRAPHS

The aim was to obtain a displacement measurement accuracy of about one micrometer,
although measurements would be done « in-situ », that is to say on the tensile testing
machine.

Figure 1 : Schematic representation of the
mechanical device for in situ speckle pattern

measurements.

In order to limit general displacement, a
mechanical device was designed, using
elastic properties of « silent blocks »
(figure 1). The specimen was illuminated
using a laser beam with a wavelength λ of
0,6328µ m. Photographs have been taken
with a Nikon camera, on very sensitive
holographic films. Optic parameters have
been chosen in order to obtain a 1:1
magnification, with an aperture of 2,8. It
leads to a very small depth of field : only
38µm. In order to limit the out-of-plane
displacement between specimen and
negative at values smaller than 38µ m, the
camera was placed on a low friction guide-
way and a finger keeps contact with the
studied zone (figure 1).

2.2. ANALYSIS OF PHOTOGRAPHS

The technique developed in our laboratory allows to take single exposures of the speckle
pattern, at different steps of loading. An automatic analysis of negatives has been
realised. Negatives (24mm*36mm) are placed in front of an objective of microscope
combined with a CCD video camera. It is thus possible to record speckle images at
every point on the negative. Micrometric motors automatically displace the negative
according to a previously chosen set of points. In order to have a good correlation
between the different speckle grain fields, pictures of 128pixels*128pixels are recorded,
corresponding to a « point » of about 128µ m*128µ m.
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At every point, the displacement vector resulting from the difference of loading between
two negatives N1 and N2, is obtained by correlation of the two corresponding speckle
images, using Fourier transform :

(1)

where TF designs Fourier transform.
Figure 2 presents an example of peak of correlation : the noise is suppressed by
applying a threshold, and the displacement vector is determined as being the vector from
the image centre to the peak centre.

Figure 2 : Image of the peak of correlation (2a), application of threshold (2b), determination of
displacement vector (2c).

When the complete displacement field is obtained, the rigid body displacement is
suppressed to visualise the deformation of the material. Then, in order to calculate and
visualise strain maps, displacements are derived using a finite element code : each point
becomes a node of the finite element mesh, and the measured displacement vectors are
imposed as the boundary conditions.

This optical method, based on an in-situ device for speckle photographs and an
automatic analysis of singly exposed negatives, has been used for a better understanding
of mechanics of materials. Some examples are presented below.

3. Behaviour of notched composite materials : theory and experiment

The APC-2 composite material is a continuous carbon-fibre-reinforced thermoplastic,
mainly used in aeronautical and space equipment. For the assembly of complex
structures, different parts are often connected with bolts or rivets. The understanding of
notched specimens behaviour becomes therefore necessary for the design of such
structures.
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For this study, tensile tests have been
performed on [02/45/02 /-45/902 ] s APC-2
laminate specimens with a centre hole
(figure 3). Tests have been realised at
room temperature, with a constant
crosshead displacement rate of 1mm/min
[Touchard-Lagattu et al., 1996]. The laser
speckle pattern technique has allowed us
to measure in-plane displacements around
the hole at different stages of the loading
history.

Figure 3 : Specimen geometry for tensile loading on
notched specimen.

First, this method was used in the elastic range. Measurements have been made
around the hole for an applied load equal to about 10% of the specimen failure load.
Measured displacements were smoothed and then derived in order to visualise the strain
field around the hole. For example, the measured longitudinal strain εxx map is presented
in figure 4b.

A theoretical elastic approach [Lekhnitskii, 1977] gives the strain field around the
notch as a function of the hole radius and the elastic laminate constants. Using this
approach, a calculation of the theoretical strain fields has been made (figure 4a), with the
same finite element mesh than for the experimental strain determination. One can see on
figure 4 that theoretical and experimental strain maps are in good agreement, pointing
out that the elastic approach is available at this loading level.

Figure 4 :Longitudinal elastic strain εxx  around the hole in APC-2 [02 /45/02 /-45/90 2] s laminate subjected to a
load of 8kN: (a) finite element calculation, (b) speckle measurements.

In order to measure the permanent strains which develop near the notch in the
APC-2 material, two photographs of the unloaded specimen have been done: one
before, and one after the application of a very high tensile load. Figure 5 shows, as an
example, the residual shear strain γxy map, measured in the unloaded specimen after a
loading up to 89% of the failure load. It is compared with the associated X-radiograph of
the specimen. One can see in fig. 5 that permanent strain areas exist around the hole and
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that they are particularly developed near the longitudinal splits which can be visualised
on the x-ray picture. This observation shows the importance of taking into account the
damage processes to describe the mechanical behaviour of these advanced composite
materials.

Figure 5 : Residual shear strain γxy measured by speckle method around the hole in APC-2 [02 /45/02 / -
45/902 ]s laminate after loading to 89% of the ultimate load, and the associated X-radiograph.

4. Validation of two different shear tests of unidirectional long fibre
composites

Failure mechanisms of composite materials are strongly related to their shear behaviour.
In order to test long-fibre composite laminates under pure shear loading, many
experimental tests have been proposed. For highly anisotropic materials, the difficulties
are to obtain a pure shear loading, and to avoid the interaction of boundary conditions. In
the two following examples, the laser speckle method has been used to validate original
shear tests of unidirectional composite laminates.

In the first case, a parallelogram device has been developed in our laboratory
[Fialeix and al., 1997] in order to study the in-plane shear behaviour of a carbon
fibre/PEEK matrix [0]8 laminate. Figure 6 shows the vectors of displacements measured
at the centre of the specimen in a 8mm*8mm square area. One can see on figure 6 the
uniformity of the observed pure shear zone and its relatively large size. The proposed
experimental protocol for determining the constitutive shear laws of such a material has
thus been validated.

The other shear test has been developed by Hassaïni and al., 1997. It enables
the study of the six possible shear inter and intralaminar behaviours of an unidirectional
composite by testing cubic specimens cut out from a same plate along the three
orthotropic directions. For example, figure 7 presents the results obtained by speckle
measurements with a glass/epoxy composite tested in shear in the (1,2) plane, the
direction 1 corresponding to the fibre direction. These measurements have shown that, in
a centre zone of about 3*3mm2  size, the shear strains are maximal and quasi-constant.
As a result, this observation allows the use of strain gauges to measure maximal shear
strains during a test.
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Figure. 6 : Displacements measured by laser speckle method on carbon/PEEK [0]8 specimen subjected to a
load of 1500N with parallelogram shear test.

Figure 7 : Displacements measured by laser speckle method on glass/epoxy specimen subjected to a load of
3000N with « cube » test.

5. Localised strains around crack tip in polymers

Some polymers  are  now used as
structural components. Such applications
need predictive data concerning crack
propagation mechanisms. Crack motion
understanding and modelling goes through
the knowledge of stress and strain kids at
the crack tip [Kaminskii, 1996].

Figure 8 : CT specimen geometry.
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This study deals with two amorphous thermoplastic polymers : the polymethyl
methacrylate (PMMA) and the polycarbonate (PC). In our test conditions (room
temperature and 0,1mm/min for the crosshead displacement rate), PMMA has an elastic
and brittle behaviour, whereas PC shows an important ductility before fracture. Compact
tension specimens have been tested, in order to characterise the pure mode I cracking
behaviour (figure 8).

Figure 9 : Displacement and strain εx x maps obtained by speckle method at crack tip on PC and PMMA
specimens.

Figure 9 shows for both materials the measured displacement vectors and εx x

strain fields which develop near the notch tip in the elastic range. One can see on fig. 9
that the shapes of the strain maps are similar for the two materials : there is a zone with
very high strain values near the crack tip, and, elsewhere, one can observe that the
values decrease while the distance to the crack tip increases. We can also notice that the
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displacement values measured on the PMMA specimen are very small (between 0,5µm
and 3µ m), compared to those measured on the PC specimen (between 4µm and 10µm).

In figure 10, the experimental ε xx

strain values for PC specimen, and the
theoretical elastic ones, are plotted
against the distance from the crack tip.
One can see on this figure there is a good
co r r e l a t i on  be tween  t heo ry  and
experiment. These results confirm the
ability of the speckle method to measure
displacements with a very good accuracy
and a precise spatial resolution, even
where strains are very localised. Work is

Figure 10 : Comparison between speckle experimental in progress to characterise plastic and
results and theoretical calculation at the crack front on

PC specimen subjected to a load of 250N (500N- damage behaviour of such materials in
250N). front of a propagating crack.

6. Conclusion

Laser speckle method has been used for several studies concerning the mechanical
behaviour of advanced materials. A specific mechanical device mounted on the testing
machine has been realised and an automatic analysis of digitised speckle images has been
developed. This technique has allowed us to obtain accurate measurements of in-plane
displacements for several configurations of loading, specimens and materials.
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Abstract

The main goal of this work concerns the experimental measurement of the rigidity
modulus of a vegetal material in order to numerically simulate the mechanical behavior
of a maize root system in soil. Due to the complexity of such material, non-contact and
non-disturbing optical methods of strain measurement have a big advantage over
classical extensometers. Among all these techniques, the tracking of two markers
constitutes the best choice. Since a maize root is not rectilinear, a tension test introduces
two important perturbations given by the transverse and the out-of plane displacements.
To avoid these unwanted strains, we have used two CCD cameras allowing the
determination of the spatial coordinates of the two markers. Then the longitudinal strain
can be easily extracted. With stress evaluated from a special testing machine, the rigidity
modulus for three genotypes of maize is finally shown.

1. Introduction

Beating down of maize by wind and storms is an accident that causes the destruction of
the plants. Our common goal with the INRA (National Institute of Agronomic Research)
is to evaluate the influence of each parameter governing the embedding of the root
system in soil. Agronomists from INRA (Lusignan, France) are specially studying the
biological observations (lignin rate…) and some geometrical aspects such as length,
radius of roots… On our side, we are carrying out experimental analysis on the
mechanical behavior root system for various maize genotypes. The correlation between
both approaches will be made by Finite Element Method with a numerical evaluation of
the mechanical behavior of each genotype [Denis, S. and Brémand, F. 1998]. In a first
step, the soil is simulated by a stiffness depending on the humidity rate, and a linear
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constitutive law is assumed for this complex material. Furthermore we suppose that
roots on any one inter-node have the same rigidity coefficient (Figure 1). In this paper,
we present the experimental technique used for the evaluation of this parameter.

Figure 1 : (a) maize roots, (b) root system

A tensile test is performed on a 50 mm long specimen extracted from the more
rectilinear part of the root. Since this complex material is non-homogeneous with a
surface that can present some roughness or some important irregularities (Figure 1),
classical extensometers as strain gauges are not suitable. The choice of optical methods
of strain measurement appears very important because they perform non-contact and
non-disturbing strain evaluation. Several methods are available such as optical
diffraction of a laser beam by a grating marked on the surface [Brémand, F. and
Lagarde, A., 1986], numerical spectral analysis by FFT [Dupré, J.C., et al. 1993]. But
they require engraving of a grid on the surface, which is not possible with maize roots
[Denis, S., 1996]. White light speckle by numerical correlation [Sutton, M. A., et al.
1986] can be used, but the natural speckle is not suitable. To obtain the longitudinal
elongation only two points need to be identified. So two marks are drawn with black
ink. With the help of an imaging system, the method consists in recording images of the
specimen for each loading step [Brémand, F. et al. 1995]. Thus, the x and y coordinates
are obtained by the calculation of the center of gravity of each mark.

During the tests, we noted different displacements. The longitudinal one is due
to the tensile force, whereas the transverse and the out-of plane displacements come
from the irregular geometry of maize roots [Denis, S. et al. 1998]. The latter induces
variations in the enlargement ratio leading to unsuitable strains. To avoid these
variations, a stereoscopic experimental set-up is used.
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2. Stereoscopic method for strain evaluation

In order to quantify the transverse and the out-of plane displacements, two identical
CCD cameras are used. They are located perpendicularly (Figure 2) in such a manner
that the transverse displacements measured by one camera corresponds to the out-of
plane displacements obtained by the other. The physical referential is determined as
follows :

- X-axis is parallel to the line passing through the focal points I1 (-L, L) and
I2(-L, -L) of the cameras,

- Y-axis is perpendicular to X-axis and it belongs to the plane defined by the
optical axes of the cameras,

- Z-axis is vertical,
- the origin O is defined as the intersection of the two optical axis which are

located at 45° relative to Y-axis.

Figure 2 : Experimental apparatus using two CCD cameras

Each camera is adjusted such that the image of the point O corresponds to the center
(x0, z0) of the camera (Figure 3). In our case, x0= z0=256 pixels. The physical coordinates
(x, y, z) of a point M are obtained by triangulation with the two corresponding points M1

and M2 (images of M respectively by CCD1 and CCD2). Let us call a1 and b1 the
coordinates of M1 and a2 and b2 the coordinates of M2, these quantities are expressed in
pixels and are obtained from the calculation of the gravity center by a classical
interpolation [Brémand et al., 1992]. Since the two cameras have identical lenses with a
focal length f, the same enlargement ratio G can be deduced for both cameras. The
numerical technique consists in calculating in millimeters the two shifts δ1  of M 1 and δ 2

of M2 related to the center (x0 , z0 ) of each image.
The x and y values of M should first be obtained from the x-component dx1 of δ 1 and

the x-component dx2 of δ 2. Then the third coordinate z of M. (Figure 4) can be
determined from the z-component dz1 of δ1 (or dz2 of δ2).
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Figure 3 : Schematization of the experimental device

The two straight lines passing I1 M, and I2 M intersect the optical axes at A1 and A2

respectively (Figure 3). The coordinates of these points are

(1)

where the distances D1 and D2 are

(2)

and the two shifts are

(3)

The x and y coordinates of M can be determined from the calculation of the
intersection of the two straight lines A1I1 and A2I2 , hence

(4)

(5)
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The last coordinate z is obtained from x and y. One camera, say CCD1, is sufficient
to determine z (Figure 4).

Figure 4 : Determination of the third coordinate z

So one can write

where

(6)

(7)

The three displacement-components (ux , uy , uz), for one point, are obtained between
a deformed state (index d) and the initial state (index o) by

(8)

Finally a classical differentiation, between the two markers, is used to get

(9)

Usually we consider that the error made in the location of one marker is a tenth of a
pixel. For our experiments (with L = 370 mm and f = 50 mm), an accuracy around one
hundredth of millimeter has been obtained for each coordinate. As the distance between
the two points is around 5 mm, the strain accuracy is estimated to 10-3, which is more
than enough for our purpose.

3. Application

For the measurement of the rigidity modulus of each root, our colleagues from INRA
have chosen three genotypes (5, 7 and 16) of maize with very different agronomic
behaviors. For each variety inter-nodes 6, 7, 8 (when existing) have been studied
(Figure 1). Roots have been selected with respect to some important geometrical
conditions; First of all we must chose the part of the root close to the stem because it is
the more rectilinear. Furthermore its length should be at least 50 mm and its cross-
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section should be roughly constant. In fact, if the roots are too curved, we do not realize
a pure tensile test but a combined tension-bending test that does not correctly provide
the rigidity modulus.

3.1. EXPERIMENTAL APPARATUS

In order to perform these tests, a specially designed low charge-testing machine is used.
Its stepper motor is controlled by a PC. The loading is made at imposed displacement
speed (1 mm/min) and is recorded by an acquisition card at regular intervals, ∆t = 2 s,
chosen by the user (Figure 5). Stress σ is obtained by dividing the load by the cross-
sectional area. A second PC is in charge of the image acquisition. It contains a frame
grabber Matrox PIP 1024 (512*512 pixels, 8 bits). This card receives pictures from the
two CCD cameras for the same time interval ∆t = 2 s.

Figure 5 : View of testing machine

3.2. RESULTS

A hundred tests were performed. For each of them, we plotted the stress σ versus the
longitudinal strain ε. We chose two representative tests which are presented in Figure 6.
We also plotted the curves σ = f(ε ) and σ = f( ε

ccd2
), where ε

ccd1
and ε

ccd2
 are

ccd1

respectively the longitudinal strains obtained by CCD1 and CCD2. Due to the nature of
maize roots (non-homogeneous...), experimental curves are not exactly linear. Figure 6
shows that, in some cases, the longitudinal strains obtained by one of the two cameras
are irregular and negative. This is the result of out-plane displacements in which the
specimen moves in the opposite direction from CCD camera. Note that the stereoscopic
results are quite different from either of CCD1 or CCD2; it is a complex function of the
two, not just the average. We also note that the stereoscopic curve is smoother than
either of the CCD1 and CCD2 curves.
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Figure 6 : two examples of experimental curves

To obtain the rigidity modulus for each curve σ = f(ε), we carried out a least-squares
straight line interpolation by minimizing the normal distance between experimental
results and the fitting curve. The rigidity moduli, given by the slopes of these lines, are
shown in Figure 7.

Figure 7 : rigidity modulus for each inter-node of each genotype
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For each inter-node of each variety, we found a considerable spread in the values of
the rigidity modulus due to the nature of material. In fact, biological and geometrical
studies, realized in parallel by agronomists from INRA such as lignin rate or radius of
roots, also show considerable spread in results. That is why the median of the rigidity
modulus of each inter-node will be used in the numerical simulation of the mechanical
behavior of a maize root system in soil.

4. Conclusion

The use of a non-contact and a non-disturbing optical method allows us to test vegetal
materials. The study of the mechanical behavior of a maize root system requires the
tracking of two markers associated with a stereoscopic method to determine the three
spatial coordinates of the points for each loading step. We obtain coordinates with an
accuracy around 10  mm and longitudinal strain accuracy is estimated to 10-2 -3.

The rigidity modulus so determined will be used in a finite element study of each
genotype. This work is still in progress.

5. Acknowledgments

We acknowledge Region Poitou-Charentes for their financial support and Yannick
HEBERT from INRA for his parallel research.

6. References

Brémand, F., Lagarde, A., 1986, A new method of optical strain measurement with applications, Proceeding
of the 1986 SEM Spring Conference on Experimental Mechanics, pp 686-694.

Brémand, F., Dupré, J.C.,Lagarde,A., 1992, Non-contact and non-disturbing local strain measurement
methods. Part. I : Principle, European Journal of Mechanics. vol : 11 A, n° 3, pp 349-366, 1992.

Brémand, F., Dupré, J.C., Lagarde, A., 1995, Mesure des déformations sans contact par analyse d'images,
Photomécanique 95, Cachan, Eyrolles, pp 171-178.

Denis, S., 1996, Etude des propriétés mécaniques du système racinaire et de ses organes chez le maïs, DEA,
Université de Poitiers.

Denis, S., Belkadi, S., Brémand, F., 1998, Mesure des déformations par stéréoscopie sur surface quelconque -
Application aux racines de maïs, Photomécanique 98, Marne la Vallée, pp 73-80.

Denis, S., Brémand, F., Hébert, Y., 1998, An experimental study on the mechanical behaviour of maize root
system: analysis of the soil/root bond and determination of rigidity modulus, International Conference of
the International Union of Forestry Research Organizations, Bordeaux.

Dupré, J.C., Brémand, F., Lagarde, A., 1993, Numerical spectral analysis of a grid. Application to strain
measurements, Optics and Lasers in Engineering. vol 18, n° 3, pp 159-172.

Sutton, M.A., Cheng, M., Peters, W.H., Chao, Y. J., Mc Neill, S.R., 1986, Application of optimized digital
correlation method to planar deformations analysis, Image and Vision Computing vol. 4 n°3, pp 143-150.



MEASUREMENT OF RESIDUAL DEFORMATIONS INDUCED BY HIGH
TEMPERATURE LOAD

N. CAVALLO*, F. MORESTIN**, J.F. JULLIEN*
INSA de Lyon, 20 avenue Albert Einstein, 69100 Villeurbanne
* URGC-Structures, ** LMSo

Abstract : Validation of models introduced to simulate the thermo-mechanical
consequences of phase transformations in the Heat Affected Zone (H.A.Z.) during
welding is a difficult task because of the multiple effects that take place such as heat
transfer and the convection of the melting zone. There is also a tridimensionnality
induced by the geometry of the pieces to be welded and by the melting zone and
displacement of the heat source.
This work treats the development of a specific device to validate thermo-mechanical
models describing the H.A.Z.. All the “parasitic phenomena” that occur in reality do
not take place under conditions for the wanted validation : there is no melting zone
and the problem is axisymmetric. However, all thermo-mechanical consequences of
phase transformations occur. Many measurement are taken to validate each step of
the simulations : thermal, metallurgical and mechanical.
An original software for the strain field measurement has been developed to high

temperature measurement. This software used the correlation principle and is limited
nowadays to the plane surface measurement. This method is particularly well
adapted to measure small deformations with high gradients. This new high
temperature measurement method without contact can be another tool for validating
numerical simulations of the Heat Affected Zone during welding.

1. Introduction

The prediction of residual stresses is a particularly difficult task in the case of
welding, where structural transformations take place. In order to validate the models
generally used to simulate the thermo-mechanical consequences of phase
transformations (difference of volume of the phases and dilatation coefficients,
transformation plasticity, hardening recovery and multiphased behaviour), a large
program is investigated by Electricité de France and the Bureau de Contrôle des
Chaudières Nucléaires on a carbon manganese steel (16MND5 in the AFNOR
norm). This program is divided into two main parts as described by Cavallo [1 and
2]. The first one concerns the identification and validation of each model on
specimens without thermal gradients. The second one concerns the validation on
specimens with thermal gradients and structural effects.
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This paper only deals with the second part. A specific device has been developed
and realised. It consists of applying an axisymmetric thermal load and in acquiring
the maximum quantity of measurements used to validate numerical simulations. To
avoid the problems induced by the melting zone an the tridimensionality due to the
displacements of the heat source and specimen geometry which occur in reality, the
analysis is limited to the Heat Affected Zone (H.A.Z.), which is the zone where
structural transformations happen in a solid state, and the thermal load and the
geometry are chosen to be axisymmetric. By keeping on the creation of H.A.Z.
phenomena, even of the thermal cycles are slower that the welding ones, the model’s
validation taking into account phase transformations becomes easier.
To validate strain calculations, a new application of the correlation method has been
developed. It permits to measure the plane strain load of the front side of the
specimen which is submitted to a high temperature load.
In this paper, the device and the correlation method results are presented.

2. Experimental device

2.1. DISK SIZE DEFINITION

The thermal load is chosen to produce a totally martensitic transformation during the
cooling process in the centre of the disk and through its thickness. Therefore, the
maximum temperature must be higher than 850°C which is the temperature of the
end of austenization for the considered steel, and every point of the disk which
maximum temperature is higher than 750°C must have a minimum cooling rate of
10°C/s between 850°C and 390°C (temperature of the beginning of the martensitic
transformation). Knowing that the thermal load is applying by a CO2laser which
produces a flow assumed to be axisymmetric and have a defined form, numerical
simulations are performed to estimate the thickness and the diameter of the disk and
to produce measurable strains and stresses. Then, the disk is defined to be 5
millimetres thick and to have a diameter of 160 millimetres.

2.2. DISK ELABORATION

Dilatometry tests have shown that infernal stresses take place in the steel because of
lamination, therefore the samples are taken to be larger than the defined geometry.
They are submitted to a preliminary thermal cycle to relax internal stresses.
Disk are manufactured, rectified and polished to reduce the hardening of the disk
sides as much as possible.

2.3. BOUNDARY CONDITIONS

The disk support is made of three alumina shafts which extremities are pointed to
reduce the contact surface. The shafts are planed to be in contact with the parts of
the disk which are assumed to stay cold. All the surfaces of the disk are supposed to
be cooled by free convection and radiation.
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2.4. MEASUREMENT METHODS

2.4.1. Temperature measurements
Temperature measurements are done on both faces of the disk.
On the side submitted to the thermal flow (front side), the temperature is measured
by an infrared camera and pyrometers which permit measurements without
contacting the disk. On the back side, thermocouples 78µm diameter type K are
welded every two millimetres along a diameter.
The number and the positions of the thermocouples have been determined to allow
the use of the inverse method as described in Blanc [3] to estimate the thermal load
in the entire specimen. The measurements done of the front side of the disk which
are less precise, are only made to verify the thermal load estimated.

2.4.2. Displacements measurements
Three displacement sensors LVDT type are equally distributed around the
circumference (3x120°) to measure the specimen’s diameter variation and verify the
axisymmetric of the thermal load without preventing the free dilatation of the disk.
Seven other sensors type LVDT measure the axial displacement of the inferior side
among a diameter every 5 millimeters.

2.4.3. “Post-mortem” measurements
Final shapes of the two sides are measured by LVDT sensors along four diameters.
Residual stresses are measured at the Ecole Nationale Supérieure des Arts et Métiers
(ENSAM France) by X-ray diffraction after the test and before the microstructure
analyses. Finally, the disk is divided in two parts. It is polished and chemically
attacked. Then, microstructure observations are made, completed by micro-hardness
and hardness measurements.

2.4.4. Plane strain measurements on the front side by the correlation method

Correlation method. The correlation method of numerical images is used to estimate
the plane displacement of a fuzzy motif “speckle type” deposed on the disk surface.
This method consists in taking pictures of the specimen before and after it is
submitted to the thermal load, and estimating the displacement of each pixel of the
picture between the two states using the SIFASOFT 3.0 code developed by the
Laboratoire de Mécanique des Solides of INSA Lyon (see Mguil [4]). Knowing the
displacements of the points of the surface, deformations can be estimate during
interpolation.

Pattern definitions. The correlation method requires a special equipment and few
precautions. The analysed picture must have been the most random aspect as
possible : each pattern of the image must be different from each other. Usually, the
speckle aspect is obtained by pulverisation of white and black painting. In our case,
the pattern must be high temperature resistant, permit the absorption of the laser
beam, and provide the lamination. The fuzzy pattern chose is composed of a first
fine layer of graphite powder and a second one of bore nitrate.
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Experimental apparatus. The pictures are obtained with a numeric camera Kodak
Mega Plus (1024*1024 pixels). This high definition camera with square contiguous
pixels is linked to an acquisition card Matrox PIIP1280 connected by a PC 486
DX50. The axial displacement is not taken into account by the use of a telecentric
lens Melles Griot, Invaritar Pin 59LGL 428 model.

2.5. DISK POSITIONNING

A preliminary test is done on a A33 disk, 1.5 millimetre thick. In this test,
differential thermocouples are welded on the back side of the disk. Those
thermocouples directly measure the difference of temperature between each couple
of points located symmetrically from the centre. Numerically controlled machine
allowed in plane disk positioning in order to assure that the centre of the disk lies in
the axis of the laser, providing this way an axisymmetric heating.

2.6. SCHEME OF THE DEVICE

The experimental device permits the application of an axisymmetric heating load on
the front side of the disk. Temperature measurements are done to determine the
thermal load in the whole specimen. Deformations are measured during the test on
the back side of the specimen. The final deformations of two faces are measured as
well as the in-plane deformations of the front side and the superficial residual
stresses. Final microstructures are determined by microstructure analyses and
hardness measurements.
A simplified scheme of the device is presented in Figure 1.

Figure 1 : Scheme of the device
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3. Results

Only few results are presented here to discuss more about the correlation method
results. The maximum temperature reached during the test is 950°C on the front side
of the disk. Microstructure analyses and hardness measurements are taken to
estimate the metallurgical phases in the different zones of the disk. A diagram of the
different zones is presented in Figure 2. Three particularly zones are determined : a
totally austenized one during the heating (1), a partially transformed (2) one and the
non thermally affected one (3).
The displacements measured on the back side on the specimen present the same
evolution in different proportions. To facilitate its analysis, only one curve is plotted
and its evolution is compared to that of the temperature in Figure 3 for two points
placed at 10 millimetres from the centre of the disk (which is a point of the H.A.Z.).
The disk is heated by the front side. It is noticed that the phase transformations
occurring during the cooling do not produce important displacements and therefore
produce stresses.

Figure 2 : Material zones

Figure 3 :Temperature and displacement measured at 10 mm from the centre on the back side

Figure 4 presents the main directions estimated by the correlation method of the
front side of the disk. The grey level and the crosses represent the direction of the
main deformation : they show the strain load is axisymmetric. The Figures 5 shows
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Figure 5 : Plane main strains

the loads of the plane main strains. Main strain ε11 and ε12 are estimated to be equal
to the circonferential and radial ones because of the principle directions.
All the measurements done enable to validate each step of the calculation : thermal,
metallurgical and mechanical (displacements, strains and stresses).

Figure 4 : View of the main directions
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4. Conclusion

The experimental developed permits the application of an axisymmetric thermal
load on a disk to measure :
- during the test, temperature and axial displacements along a diameter of the back

side of the disk
- after the test, residual stresses, microstructures and final geometry and the residual

plane strains on the front side by a new use of the correlation method
All the measurements permit the validation of each calculation step and particularly
the capacities of codes to estimate residual strains and stresses in the case of phase
transformations. This test can also be used with various loads corresponding to the
thickness of the disk and the power of the laser. H.A.Z. gradients can also be
reproduced and multicycles can be applied as in the H.A.Z. to validate the stresses
relaxation estimated by models.
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The symposium has been full and rich with a large number of general lectures,
papers and posters. Researchers from Europe, North America and Asia have described
their new discoveries. Through the symposium we have been able to share the results of
the work in many different laboratories and to engage in dialog which extended our
understanding both technically and socially.

During the symposium, 16 general lectures of the highest quality were
presented. In addition to the oral presentations, the general lectures are available in
written format in the Proceedings. A total of 37 lectures were also presented that
provided the participants the opportunity to interact with investigators on the latest
developments in optical methods in mechanics. As time was limited during the
symposium, many excellent papers were relegated to the poster sessions. Twenty four
posters were on display for the entire week of the symposium, and the authors described
their work during two different poster sessions and during the breaks between the lecture
sessions.

1. TECHNICAL OBSERVATIONS

1.1 ROLES OF THE COMPUTER AND THE EXPERIMENT

During the last 50 years, the roles of the computer and the experiment have
changed dramatically. In the 1950s, the use of the computer in the study of stresses and
strains was limited as indicated in Fig. 1. The computers were mostly analog and digital
computers were extremely rare. Most of the studies to verify the adequacy of the design
of engineering hardware were conducted using strain gages and photoelasticity. With the
advent of the transistor and integrated circuits, digital computers became more common,
lower in cost, and more powerful. In the 1960s finite elements were introduced, many
different types of elements were developed, and numerical analysis began to replace
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experimental analysis in more routine engineering studies. During the 1970s the
numerical analysis and experimental analysis followed different paths and were
essentially competitive methods. However, since the 1980s the computer, numerical
techniques, and experimental methods have been progressively integrated. The
integration began with the data acquisition and then data analysis. Today many
experiments are conducted under computer control where the entire process including
loading, data acquisition, load and data control, and on-line real-time analysis is
performed with interlocked experiments, instrument systems and the computer.

Fig. 1 The number of studies conducted using numerical techniques, experimental
methods and integrated computer-experimental techniques during the past 50 years.

1.2 TRENDS

As we observed the many excellent general lectures and papers presented at this
symposium and compared it with the last symposium (also held at the University of
Poitiers in 1979) it was possible to note some significant differences in the thrust of the
research. These include:

There has been a clear change of emphasis from military or defense oriented
projects to those with more commercial applications. Instead of seeking high
performance at any cost, we study techniques for producing products that are safer, more
convenient to use and more cost effective.

Many research papers show a significant integration of disciplines. Rather than
describing only optical method for generating data, researchers are integrating techniques
from optics, electronics, mechanical systems, computers and displays. The result is
powerful approach capable of generating important solutions rapidly in a cost effective
manner.

We also recognize a trend toward studies on an unprecedented size scale. As the
object of our studies has grown smaller, we have moved from scales dimensioned in
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millimeters to micrometers and finally to nanometers. In some studies, we have moved
beyond the limits imposed by the wave length of light and are using electron beam to
probe features with dimensions of the order of 100 nanometers.

It is becoming necessary to move our equipment from the confines of a clean
laboratory to the factory floor. The environment (hot and dirty) on the factory floor is
extremely demanding. Vibrations, ever present, cause additional difficulties. However,
by reducing the size of the equipment, packaging in air tight containers and using rugged
electronics and fiber optics satisfactory systems are available for wide ranging studies.

There is a growing importance of the use of optical methods for non destructive
evaluations (NDE). These studies are related to quality control systems employed to
insure reliable performance of consumer goods. While the trend toward NDE shows an
increase in emphasis, there is clearly a less important role for experimental solutions of
boundary value problems. In this regard, the role of photoelasticity is much diminished.
Finally, there is a closer coupling of the experimental methods with material science
where measurements of strain, stress, stress rate, strain rate, temperature and time is
essential in characterizing the non linear behavior of material and developing realistic
constitutive relations.

There is a growing reliance on image analysis and phase adjustment in several
different optical methods for measuring surface displacement. The new developments in
digital cameras, piezoelectric translators, frame acquisition circuits, electronic and
magnetic memory, and computers have essentially permitted us to introduce a new
approach in conducting experiments and acquiring and analyzing data. Interference
fringes are no longer required. Instead, the experimental measurements are processed in
nearly real-time to produce whole-field representations of the field quantities in pseudo-
color.

Finally, new optical methods under current development show great promise. In
this regard, the two papers on photo-refractive crystals were most interesting as they
indicated the significant enhancement of holographic interferometry possible with this
new optical element. In the area of new methods in optical measurements the French
researchers clearly showed the most significant progress.
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