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EVOLUTION OF MICROBIAL ECOSYSTEMS

As Antoni Gaudi skillfully employed beautiful mosaic tiles to represent nature and creatures, we are 
trying to assemble a variety of research articles into a comprehensive picture representing general rules 
of microbial ecosystems. 
Photo credit: Sawa Arai & Miwa Arai
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“How can we develop microbial ecological theory?” The development of microbial ecological 
theory has a long way to reach its goal. Advances in microbial ecological techniques provide 
novel insights into microbial ecosystems. Articles in this book are challenging to determine 
the central and general tenets of the ecological theory that describes the features of microbial 
ecosystems. Their achievements expand the frontiers of current microbial ecology and propose 
the next step. Assemblage of these diverse articles hopefully helps to go on this long journey 
with many avenues for advancement of microbial ecology.
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Editorial on the Research Topic

Development of Microbial Ecological Theory: Stability, Plasticity, and Evolution of Microbial

Ecosystems

We initiated this research topic based on the question “how can we develop microbial ecological
theory?”We incorporated three important aspects, stability, plasticity, and evolution, which are key
areas for progress in microbial ecological theory. Advances in microbial ecological techniques have
allowed us to meticulously consider the dynamics of community structures, interspecies networks,
and metabolic flux of microbial ecosystems. Studies using these techniques have demonstrated
the stability (i.e., resistance, resilience, and persistence), dynamic equilibrium, and self-organizing
ability of micro-ecosystems. Here, the fine contributors in this volume aimed to determine
the central and general tenets of the ecological theory that describes the features of microbial
ecosystems.

Analyses of the microflora in static-state conditions are insufficient to understand microbial
ecosystems even if advanced omics techniques are used. Studies described in the included articles
in this volume have tested several factors to elucidate how they affect the structures and functions of
microbial communities. As external factors, the effects of temperatures (Melendrez et al.), nutrients
(Aoyagi et al.; Aziz et al.; Itoh Vet al.; Kato et al.), and viruses (Kashiwagi et al.; Thingstad et al.) were
intensively investigated. Internal factors, such as dormancy (Chihara et al.; Thingstad et al.), genetic
modifications (Kashiwagi et al.; Melendrez et al.; Thingstad et al.), distribution (Chihara et al.;
Melendrez et al.; Stegen et al.; Thingstad et al.), and interspecies interactions (Aoyagi et al.; Fatma
et al.; Hanajima et al.; Hasegawa et al.; Kato et al.) were widely examined and discussed. Kashiwagi
et al. and Melendrez et al. enlightened us about the genetic and physiological plasticity of microbes
in microbial communities. The articles mentioned above successfully provided information that
has not been observed in microbial communities, suggesting unknown characteristics of microbial
ecosystems.

To unveil complex microbial ecosystems, it is desirable to strategically apply stimuli (i.e.,
perturbation) and comprehensively examine the microbial response. Mathematical modeling and
simulations are powerful tools to develop a strategy to interpret comprehensive data and predict
unknown characteristics of ecosystems (Chihara et al.; Fatma et al.; Haruta et al., 2013; Melendrez
et al.; Stegen et al.; Thingstad et al.).
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Relationships between the “diversity” and “stability” of
ecosystems have been extensively discussed so far. Some
researchers stated that high diversity is beneficial for high
stability, whereas others stated that higher diversity reduces
stability. Clear definition and evaluation scale for these claims
are still lacking due to technical limitations. Omic analysis cannot
completely grasp all elements of microbial communities, and the
stability of the community must depend on the strength and
duration of perturbations. Theoretical frameworks are important
to generalize microbial ecological observations. Song et al.
systematically redefined “resilience” as an intrinsic property
of complex microbial ecosystems by integrating ecological
and engineering concepts in their perspective article. Renslow
et al. developed a new method that broadens the use of
spatial data for assessing “resilience” in general and reported
its applicability using a simulated microbial community. Ke
and Miki comparatively summarized theoretical frameworks
for close interactions between organisms and environments by
reviewing studies on plant-soil feedback. Their review article
provides various aspects for the development and applicability of
ecological theories. In other words, these theoretical frameworks
hopefully help to interpret big data frommulti-omics approaches.

The development of sophisticated microbial ecological theory
still has a long way to reach its goal. We believe that this
volume is a constructive step toward expanding the frontiers
of current microbial ecology. Furthermore, the articles in this
volume propose the next step we will need for this long journey
with many avenues for advancement. SH said the following;
this volume reminds us that microorganisms are totally different
from macro-organisms, i.e., microorganisms are physiologically
versatile, show high heterogeneity even in clonal population,
frequently change genetic elements, and have close cell-to-
cell interactions. It may be necessary to recognize microbial
ecosystems as a huge gene network, as proposed by Song et al.
and refurbish ecological theories that have been established for
macro-ecosystems. To discover a novel theory, I would like to
put another question “are there any ecological theories applicable
to complex microbial ecosystems?” YS said the following; it is
crucial to study how parts of a system give rise to the collective
behaviors of the system and how the system interacts with its
environment to understand the features of microbial ecosystems.
Developing mathematical something helpful (or as powerful as

possible) for this problem has a quite long journey and is more
challenging than developing those for macrobial ecosystems.
HF said the following; the phrases of “population dynamics,”
“community succession,” and “interspecies interactions” always
make me imagine the breath of microbial ecosystems. Microbial
ecosystems seemingly change with utter abandon; however,
there should be any yet-to-be-discovered rules in their behavior.
Through this volume, I recognize that consideration of time
scales is indispensable to exactly understand the dynamics of
microbial ecosystems. Mathematical modeling research of the
resilience focusing on recovery time and length by Renslow
et al. breaks through to approach to ecological theory. It has
been developing to understand microbial ecosystems integrally
by linking gene expression, metabolisms, and interspecies
interactions with the aid of mathematics. I believe that the
microbial ecological theory emerges through these integral
analyses.

We acknowledge the talented group of researchers who have
contributed to this volume. They have aggressively addressed the
critical issues in microbial ecology and have presented research,
which can be a foundation for future studies. While initiating this
research topic, we aimed to gather diverse research articles and
assemble all of them into a comprehensive picture representing
the general rules of microbial ecosystems. Actually, however, it
was difficult for us to sufficiently assemble the wide variety of
the great achievements. We hope you enjoy this unfinished but
vivid and entrancing picture and this volume will help to find
other pieces of the puzzle obtaining complete picture of microbial
ecosystems.
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Dynamic transition of
chemolithotrophic sulfur-oxidizing
bacteria in response to amendment
with nitrate in deposited marine
sediments
Tomo Aoyagi1†, Makoto Kimura1†, Namiha Yamada1, Ronald R. Navarro1, Hideomi Itoh2,
Atsushi Ogata1, Akiyoshi Sakoda3, Yoko Katayama4, Mitsuru Takasaki5 and
Tomoyuki Hori1*

1 Environmental Management Research Institute, National Institute of Advanced Industrial Science and Technology, Tsukuba,
Japan, 2 Bioproduction Research Institute, National Institute of Advanced Industrial Science and Technology, Sapporo,
Japan, 3 Institute of Industrial Science, The University of Tokyo, Tokyo, Japan, 4 Graduate School of Agriculture, Tokyo
University of Agriculture and Technology, Tokyo, Japan, 5 Department of Food and Environmental Sciences, Faculty of
Science and Engineering, Ishinomaki Senshu University, Ishinomaki, Japan

Although environmental stimuli are known to affect the structure and function of
microbial communities, their impact on the metabolic network of microorganisms has
not been well investigated. Here, geochemical analyses, high-throughput sequencing
of 16S rRNA genes and transcripts, and isolation of potentially relevant bacteria were
carried out to elucidate the anaerobic respiration processes stimulated by nitrate (20
mM) amendment of marine sediments. Marine sediments deposited by the Great East
Japan Earthquake in 2011 were incubated anaerobically in the dark at 25◦C for 5
days. Nitrate in slurry water decreased gradually for 2 days, then more rapidly until its
complete depletion at day 5; production of N2O followed the same pattern. From day
2 to 5, the sulfate concentration significantly increased and the sulfur content in solid-
phase sediments significantly decreased. These results indicated that denitrification and
sulfur oxidation occurred simultaneously. Illumina sequencing revealed the proliferation
of known sulfur oxidizers, i.e., Sulfurimonas sp. and Chromatiales bacteria, which
accounted for approximately 43.5% and 14.8% of the total population at day 5,
respectively. These oxidizers also expressed 16S rRNA to a considerable extent,
whereas the other microorganisms, e.g., iron(III) reducers and methanogens, became
metabolically active at the end of the incubation. Extinction dilution culture in a basal-
salts medium supplemented with sulfur compounds and nitrate successfully isolated
the predominant sulfur oxidizers: Sulfurimonas sp. strain HDS01 and Thioalkalispira
sp. strain HDS22. Their 16S rRNA genes showed 95.2–96.7% sequence similarity to
the closest cultured relatives and they grew chemolithotrophically on nitrate and sulfur.
Novel sulfur-oxidizing bacteria were thus directly involved in carbon fixation under nitrate-
reducing conditions, activating anaerobic respiration processes and the reorganization
of microbial communities in the deposited marine sediments.

Keywords: marine sediment, sulfur-oxidizing bacteria, environmental stimuli, high-throughput sequencing, the
Great East Japan Earthquake in 2011
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Introduction

Environmental stimuli affect the structure and function of
microbial communities in natural environments. Numerous
investigations have employed artificial stimulations by temper-
ature, pH, NaCl, and electron donors and acceptors to clarify
which microorganisms play important roles in the development
and functioning of microbial communities (Hori et al., 2006;
Kotsyurbenko et al., 2007; Lydmark et al., 2007; Ontiveros-
Valencia et al., 2012). For instance, in terrestrial ecosystems, the
supplementation with inorganic electron acceptors, e.g., nitrate,
iron(III), and sulfate, has been shown to change the metabolic
pathway and/or strengthen the degradation capability of indige-
nous microbial communities (Lueders and Friedrich, 2002;
Labrenz et al., 2005; Hori et al., 2010), which in turn provides
an opportunity to study the relationship among biogeochem-
ical cycles of nitrogen, iron, sulfur, and carbon. However, the
microbial community adaptation and development in response
to environmental stimuli remain to be delineated because of the
limited information concerning microbial population dynamics,
rather than the dynamics of a particular taxon or a specific trophic
group.

Marine sediment is commonly found on the sea floor below
fish farms and in closed water areas throughout the world
(Pearson and Rosenberg, 1978; Kemp et al., 1990; Armenteros
et al., 2010; Kunihiro et al., 2011). A large quantity of marine
sediment was deposited by the tsunami originating from the
Great East Japan Earthquake in 2011, and the study of this
material has shed light on the vast accumulation of marine sed-
iments in not only closed sea areas but also coastal marine
regions facing the open ocean (Inui et al., 2012). The geo-
chemical cycles of elements in marine sediments have attracted
much attention because of their possible association with coastal
biotic activities. In a recent study, we reported that only lim-
ited degradation of organic matter occurred in association
with the sulfate reduction in deposited marine sediments, even
though the 16S rRNA transcripts detected were mainly from
sulfate reducers (Hori et al., 2014). In the same report, we
found that ferric iron amendment had little effect on the
structure and activity of the sediment microorganisms. Marine
sediments have been accumulating in the past few decades,
possibly due to their resistance to the degradation abilities
of sulfate and iron reducers. For this reason, biostimulation
with energetically more favorable electron acceptors such as
nitrate is considered more effective in facilitating degradation
processes in the marine sediments. This is particularly rele-
vant because nitrate pollution from farm run-off and/or other
sources may currently be contributing to the nitrate amend-
ment of marine sediments. However, the precise effects of such
biostimulation and the responsible microorganisms are largely
unknown.

The advent of high-throughput DNA sequencing technologies
has revolutionized approaches to the study of microbial commu-
nity structure and function (Caporaso et al., 2011; Miller et al.,
2013). One of these technologies, the Illumina platform for 16S
rRNA amplicon sequencing, has made it possible to compre-
hensively screen microbial communities at high resolution and

high sensitivity (Caporaso et al., 2012). In addition, the compar-
ative analysis of 16S rRNA genes and transcripts has enabled the
fine-scale identification of metabolically active microorganisms.
The resulting phylogenetic information is useful for the isolation
of key microorganisms, which is one of the exclusive means of
accessing their ecophysiological roles.

The objective of this study was to amend deposited marine
sediments with an energetic electron acceptor, nitrate, and inves-
tigate the impact of this amendment on the structure and activity
of microbial communities by using a combination of geochemi-
cal analyses, high-throughput Illumina sequencing of 16S rRNA
genes and transcripts, and isolation.

Materials and Methods

Anaerobic Incubation of the Deposited
Marine Sediments
Marine sediments deposited by the tsunami that originated
from the Great East Japan Earthquake in 2011 were collected
on September 2011. The sampling site was located on the
coast of Higashi-matsushima,Miyagi, Japan (38◦25′N, 141◦14′E).
The samples were stored at 4◦C prior to experimental use.
Sediment slurry was prepared by mixing the deposited sed-
iment with artificial seawater (Daigo; Nihon Pharmaceutical)
at a ratio of 1:4 (v/v). Aliquots (20 ml) of the homogenized
slurry were transferred anaerobically into 50-ml serum vials,
which were then sealed with butyl rubber septa. The samples
were pre-incubated in the dark at 25◦C for more than 30 days
in order to activate the sediment microorganisms. After pre-
incubation, the headspace of each sample vial was flushed with
N2. Three sediments were produced: (i) a non-autoclaved sedi-
ment amended with nitrate to a final concentration of 20 mM,
(ii) a non-autoclaved sediment with addition of sterilized water
in place of nitrate (control sediment), and (iii) an autoclaved
sediment amended with nitrate to a final concentration of
20 mM. Sterilization of the sediment microorganisms was per-
formed three times at 121◦C for 1 h. All treatments were run
in triplicate with static incubation for 5 days at 25◦C in the
dark.

Geochemical Analyses for Gas, Liquid, and
Solid Phases of the Sediment Incubation
Samples of the headspace gas, slurry water and solid-phase sed-
iment were taken at day 0, 2, and 5 from each vial of each of
the triplicate replications of the two treatments (i.e., the nitrate
and non-amended control treatments) performed in triplicate.
Total CO2, N2O, and CH4 in the headspace gas were ana-
lyzed by a gas chromatograph (GC-14B; Shimadzu) equipped
with a packed column (ShinCarbon ST; Shinwa). Concentrations
of NO3

−, NO2
−, NH4

+, PO4
2−, and SiO2 in the slurry water

were determined by the colorimetric method (Hansen and
Koroleff, 2007) with an auto-analyzer (QuA Atro 2-HR; BLTEC).
This colorimetric analysis was also conducted on the nitrate-
amended sterilized sediments after a 5-day incubation. The
sulfate concentration in the slurry water was determined by
using an ion chromatograph (DX-500; Dionex) equipped with
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an IonPac AS11 column (Dionex) and an ED40 electrochem-
ical detector (Dionex). The total organic carbon (TOC) con-
centration from the slurry water was determined by the non-
purgeable organic carbon method with a TOC analyzer (TOC-
L; Shimadzu). The concentration of volatile fatty acids (VFAs)
from the slurry water was measured by a high-pressure liq-
uid chromatograph (Alliance e26951; Waters) equipped with
an RSpak KC-811 column (Shodex) and a photodiode array
(2998; Waters). Ferrous iron (Fe2+) and total iron in the slurry
were determined using 6N HCl extraction and the ferrozine
method as described previously (Braunschweig et al., 2012).
The content ratio of elements (i.e., carbon, hydrogen, nitro-
gen, and sulfur) in the solid-phase sediment was determined
by using a CHNS analyzer (FLASH 2000 Organic Elemental
analyzer; Thermo Scientific). The thermogravimetry (TG) and
differential thermal analysis (DTA) curves of the solid-phase
sediment were determined by using a simultaneous differential
thermo gravimetric analyzer (DTG-60; Shimadzu). The sediment
slurry samples were stored at –80◦C for subsequent molecular
analyses.

Nucleic Acid Extraction and Amplification of
16S rRNA Genes and Transcripts
Nucleic acids were extracted from each sample from one repli-
cation of the nitrate and control treatments at day 0, 2, and 5
using a direct lysis protocol involving bead beating (Noll et al.,
2005). Total DNA and RNA were prepared by digestion with
RNase (Type II-A; Sigma-Aldrich) and DNase (RQ1; Promega),
respectively. The PCR was performed with a high-fidelity DNA
polymerase (Q5; New England Biolabs). Reverse transcription
PCR (RT-PCR) was carried out using a one-step RT-PCR system
(Access Quick; Promega). The universal primer set 515F/806R
was modified to contain an Illumina adaptor region, and the
reverse primer was encoded with 6-bp barcodes (Caporaso et al.,
2012). The thermal profile of PCRwas as follows: an initial denat-
uration at 98◦C for 90 s; followed by 25 cycles of denaturation at
98◦C for 10 s, annealing at 54◦C for 30 s, and extension at 72◦C
for 30 s; and a final extension step at 72◦C for 2min. For RT-PCR,
RT was performed at 48◦C for 45 min, and the thermal profile
of the subsequent PCR consisted of a denaturation at 94◦C for
3 min; followed by 30 cycles of 30 s at 94◦C, 45 s at 52◦C, and
90 s at 72◦C; with a final extension of 5 min at 72◦C. The absence
of the DNA contamination was confirmed by RT-PCR without
reverse transcriptase.

Illumina Sequencing and Data Processing
The amplicons were purified first with an AMPure XP Kit
(Beckman Coulter) and then a second time with a QIAquick gel
extraction kit (QIAGEN). The barcode-encoded DNA library and
an initial control (PhiX; Illumina) were subjected to paired-end
sequencing with a 300-cycle MiSeq Reagent kit (Illumina) on a
MiSeq sequencer (Illumina). The PhiX, low-quality (Q< 30), and
chimeric sequences were removed and the paired-end sequences
were assembled as described previously (Itoh et al., 2014). The
sequences in each library were characterized phylogenetically
using the QIIME software package version 1.7.0 (Caporaso et al.,
2010). The operational taxonomic units (OTUs) were grouped

using a 97% sequence identity cut-off. Representative sequences
for each OTU were assigned with the BLAST program in the
DDBJ nucleotide sequence database. Using the program QIIME
(Caporaso et al., 2010), α-diversity indices (i.e., Chao1, Shannon,
and Simpson reciprocal) and the weighted UniFrac distances for
principal coordinate analysis (PCoA) were calculated.

Isolation and Phylogenetic Analysis of the
Dominant Sulfur Oxidizers
For isolation and cultivation of the dominant sulfur-oxidizing
bacteria from the deposited marine sediments, the incubated
slurry was transferred to a slightly modifiedWiddel medium (pH
7.0; Kanno et al., 2013) containing NaCl, MgCl2·6H2O, KH2PO4,
and NH4Cl at concentrations of 20.5, 3, 0.136, and 0.005 g/l,
respectively. In this protocol, 2 ml of the incubated slurry and
18 ml of basal medium were first distributed into 50 ml glass
serum vials with butyl rubber septa. Then the solutions were fur-
ther amended with nitrate (20 mM) as an electron acceptor and
elemental sulfur (20 mM) or thiosulfate (20 mM) as an elec-
tron donor. After flushing the vial headspace with N2/CO2 (80:
20, v/v), enrichment was performed at 25◦C in the dark. After
1 week, 5% of the enrichment cultures were transferred to fresh
media, and the subculturing process was carried out four times.
Thereafter, extinction dilution culture was conducted for the iso-
lation of sulfur oxidizers. The purification of isolates was checked
by microscopic observation and Illumina sequencing of 16S
rRNA genes.

For the phylogenetic analysis of isolates, nucleic acids were
extracted from the pure cultures as described above. Nearly the
full length of the 16S rRNA gene sequences was amplified with
PCR using a Q5 DNA polymerase (New England Biolabs) and the
primer set B27f/B1525r (Lane, 1991). The thermal conditions of
PCR were as described above, except that an annealing temper-
ature of 52◦C and an extension time of 1 min were employed.
The PCR products were purified and ligated into the plasmid
vector pGEM-T Easy (Promega), and the ligation mixture was
used to transform Escherichia coli JM109 supercompetent cells
(Nippon Gene) according to the manufacturer’s instructions.
The plasmid DNA was sequenced using a BigDye Terminator
v3.1 Cycle Sequencing kit (Applied Biosystems) and a 3730xl
DNA Analyzer (Applied Biosystems). A phylogenetic tree was
constructed by the neighbor-joining and maximum likelihood
methods using the program MEGA, version 5.2 (Tamura et al.,
2011). The robustness of the tree topology was assessed by the
bootstrap value based on 1,000 replications. For physiological
characterization, the sulfate concentrations during the incubation
with sulfur compounds (i.e., elemental sulfur and thiosulfate) and
nitrate were determined to assess the chemolithotrophic growth
of the isolates.

Nucleotide Sequence Accession Numbers
The nucleotide sequence data obtained from Illumina sequenc-
ing analyses based on the 16S rRNA genes and transcripts have
been deposited in the MG–RAST database1 under the project
title “Dynamic transition of chemolithotrophic sulfur oxidizers

1http://metagenomics.anl.gov/
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in deposited marine sediments in 2015” with the ID numbers
4620652.3–4620661.3 (10 libraries), and those obtained from
the phylogenetic analysis of isolates have been deposited in the
DDBJ nucleotide sequence database2 under accession numbers
LC029406 to LC029408 (three isolates).

Results

Biogeochemical Activities in the
Nitrate-Amended Marine Sediments
After amending with nitrate at a concentration of 20 mM,marine
sediment slurries were anaerobically incubated for 5 days; this
was designated the nitrate treatment. In parallel, the incubation of
non-amended slurries was conducted as a control. Geochemical
analysis showed significant differences in the biological activity
under the different incubation conditions. First, based on the
gaseous phase analysis of the samples (Figure 1A), N2O was pro-
duced from day 2 in the nitrate-amended sediment but it was not
detected in the control. Under both conditions, CO2 was gen-
erated from the start of the incubations. In both cases the CO2
concentrations increased to 258–378μMat day 2, suggesting that
the CO2 production was caused by degassing and establishment
of a CO2-bicarbonate equilibrium. After 2 days, the CO2 con-
centration stabilized at 255–285 μM under the nitrate treatment,
while it increased to 434 μM at day 5 in the control. CH4 was not
detected under either condition throughout the incubation (data
not shown).

With respect to the analysis of slurry water in the nitrate-
amended samples, the nitrate concentration decreased to
15.5 mM at day 2 and was completely depleted at the end of the
incubation (Figure 1B). Nitrite was not detected during the 5-
day incubation (data not shown). The ammonium concentration
increased slightly to 1.25 mM at day 2, and then decreased to
0.78 mM at day 5 (Supplementary Figure S1A). Sulfate concen-
trations were maintained at 14.6–15.5 mM during the first 2 days,
but they increased remarkably to 26.0 mM at day 5 (Figure 1C).
This suggests that sulfur components originally present in the
sediment were gradually being oxidized to sulfate. TOC was
kept at a constant level of 22.6 mg l−1 during the incubation
(Supplementary Figure S1B). Since VFAswere absent in the slurry
water, they were considered not to have contributed to the TOC
content. The concentrations of silicate and phosphate, which are
known nutrients for microbial growth, decreased throughout the
incubation period (Supplementary Figures S1C,D). It was inter-
esting to note that these geochemical parameters did not change
in the control (Figure 1 and Supplementary Figure S1). In addi-
tion, decreases in nitrate, silicate, and phosphate were also not
observed in the nitrate-amended sterilized sediments (data not
shown). These findings indicate that the apparent denitrification
and sulfur oxidation under the nitrate treatment were microbially
mediated processes.

With respect to the analysis of solid-phase sediments, the con-
tent ratio of the sulfur moiety decreased to 1.1 wt% at day 5
under the nitrate treatment, and this value was significantly lower

2http://www.ddbj.nig.ac.jp

FIGURE 1 | Changes in geochemical parameters during anoxic
incubation of nitrate-amended marine sediments (closed symbols)
and the control (opened symbols). The panels show the concentrations of
CO2 (circle) and N2O (triangle) (A), nitrate (B), and sulfate (C). The error bars
indicate the standard deviations of three replications.

than that in the control (P < 0.05; Figure 2). Combined with the
results from the slurry water analyses, this strongly suggests that
the reduced sulfur components in the nitrate-amended sediments
were oxidized to sulfate which was then released to the liquid
phase. No significant differences in the content ratios of the other
elements (i.e., carbon, hydrogen, and nitrogen) were observed
between the nitrate treatment and the control (Supplementary
Figure S2). The TG/DTA curves also showed that there were
no significant differences in these ratios from the beginning
(Supplementary Figure S3A) until the end of the incubation
under either set of conditions (Supplementary Figures S3B,C),
which suggests that the major components of the sediments were
little changed by nitrate amendment.

Changes in Microbial Communities Based
on 16S rRNA Genes and Transcripts
Illumina sequencing on the basis of the 16S rRNA genes
and transcripts demonstrated the dynamic transition of whole
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FIGURE 2 | Changes in the content ratios of sulfur elements in the
solid-phase sediments during anoxic incubation of nitrate-amended
marine sediments (black bar) and the control (white bar). The error bars
indicate the standard deviations of three replications. Asterisks indicate
significant differences in content ratios between the two treatments
(∗p < 0.05).

and metabolically active microbial communities in the nitrate-
amended sediments (Figure 3 and Supplementary Table S1).
A total of 10 Illumina sequence libraries were constructed from
16S rRNA genes (‘G’) and transcripts (‘T’) at day 2 and 5 for both
the nitrate (‘N’) treatment and the control (‘C’). For instance, the
library built from 16S rRNA genes at day 2 of the nitrate treat-
ment was designated as the NG2 library. The NG5, NT2, NT5,
CG2, CG5, CT2, and CT5 libraries were defined in the same
manner. The libraries from 16S rRNA genes and transcripts at
day 0 were presented as a consensus between the two conditions,
and were designated as the G0 and T0 libraries, respectively.
A total of 280,651 sequences (i.e., a mean of 28,065 sequences
per library) were characterized phylogenetically. The numbers
of sequences in all the libraries are shown in Supplementary
Table S1.

Alpha-diversity indices (i.e., Chao1, Shannon, and Simpson
reciprocal) of the Illumina libraries were determined on the basis
of equal numbers of sequences (n = 7,374; Supplementary Table
S1). The Chao1 values in the NG2, NG5, NT2, and NT5 libraries
were significantly lower than those in the CG2, CG5, CT2, and
CT5 libraries, respectively, which indicates that the richness of
microbial communities decreased in response to nitrate amend-
ment. Further, the values of the indices Shannon and Simpson
reciprocal were in the order G0 > NG2 > NG5 libraries, while
those for the G0, CG2, and CG5 libraries were at similar lev-
els. A decreasing trend was also observed in the T0, NT2, and
NT5 libraries but not in the T0, CT2, and CT5 libraries. These
facts show that the even distribution of microbial communities
significantly decreased with time following the nitrate treatment.
The decrease in the evenness of the distribution was more obvi-
ous in the whole microbial populations (i.e., at the gene level)
than in metabolically active microorganisms (at the transcript
level). Taken together, these results showed that the microbial
diversity was remarkably lowered by nitrate amendment and thus
indicated that particular species dominated the microbial com-
munities. In order to compare the community structures in all the
libraries, a PCoA plot was generated from the weighted UniFrac

distance analysis using equal numbers of sequences (n = 9,336;
Supplementary Figure S4). In the nitrate treatment, distance was
maintained between all the libraries on the plot, while in the con-
trol treatment, the libraries were in close proximity. This suggests
that the microbial communities shifted progressively with time
in the nitrate-amended sediments. A considerably greater degree
of change in the community was observed from days 2–5 com-
pared to days 0–2. In addition, the libraries of 16S rRNA genes
were located far from those of the transcripts, implying that only
selected members of the microbial communities expressed 16S
rRNA.

Phylogenetic analyses of the Illumina sequence libraries
revealed the drastic changes in microbial community struc-
tures following the nitrate treatment (Figure 3). Notably, the
Epsilon- and Gamma-proteobacteria classes increased drasti-
cally from 2% and 5% of the whole microbial population at
day 0 to 44% and 17% at day 5, respectively (G0 and NG5
libraries in Figure 3A). Significant increases in these classes
were also found in the metabolically active microbial commu-
nities (T0 and NT5 libraries in Figure 3B). The most abun-
dant OTUs of these classes in the NG5 library are shown in
Figure 4. Within the class Epsilonproteobacteria, OTU 4053
became the most predominant, accounting for 42.7% and 14.7%
of the total NG5 and NT5 libraries, respectively (Figures 4A,B).
This OTU was phylogenetically related to Sulfurimonas denitri-
ficans (NR074133; 98.4% sequence similarity). Concerning the
Gammaproteobacteria, the Chromatiales OTUs 5722 and 3944
accounted for 12.5% and 1.9%, respectively, of the total in the
NG5 library (Figure 4C). The closely related species of these
OTUs were Thioalkalispira microaerophila (NR025239; 96.8%
sequence identity) and Thioalbus denitrificans (NR122087; 100%
sequence identity), respectively. On the other hand, the epsilon-
and gamma-proteobacterial OTUs are listed in descending
order of relative abundance in the NT5 library (Supplementary
Figure S5). Only small differences in the abundant epsilonpro-
teobacterial OTUs were observed between the NT5 and NG5
libraries (Figure 4A and Supplementary Figure S5B), indicat-
ing that 16S rRNA expression was mostly originated from
the major members, more specifically the OTU 4053, within
the Epsilonproteobacteria. Meanwhile, the abundant gamma-
proteobacterial OTUs in the NT5 library were remarkably distinct
from those in the NG5 library (Figure 4C and Supplementary
Figure S5D). The metabolic activity of the community mem-
bers appeared not to be linked with the population size, and a
variety of minor microorganisms within the Chromatiales highly
expressed 16S rRNA. Consequently, the high-resolution dynam-
ics of microbial communities on the basis of the 16S rRNA genes
and transcripts revealed that the specific members within the
genus Sulfurimonas and the order Chromatiales, hitherto known
as sulfur-oxidizing bacteria (Friedrich et al., 2001; Nakagawa
et al., 2005; Campbell et al., 2006; Nakagawa and Takai, 2008),
drastically proliferated and/or were metabolically activated in
the nitrate-amended sediments. Moreover, additional quantifi-
cation assays, e.g., quantitative PCR, of 16S rRNA genes and
transcripts are effective for verifying the relationship between the
population sizes and metabolic activities of the sulfur-oxidizing
bacteria.
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FIGURE 3 | Dynamic transition of microbial communities during anoxic
incubation of marine sediments as determined by Illumina sequencing
of 16S rRNA genes (A) and transcripts (B). Relative abundances of 16S
rRNA genes (‘G’) and transcripts (‘T’) defined phylogenetically are
represented by the colors shown at the right side of the graph. The

sequence libraries were obtained from the incubation at day 0 (designated
the G0 and T0 libraries) and at days 2 and 5 in the nitrate-amended
sediment (‘N’; designated the NG2, NG5, NT2, and NT5 libraries) and in the
control (‘C’; designated the CG2, CG5, CT2, and CT5 libraries). The
sequence library is indicated at the top of each bar.

Some OTUs outside the Epsilon- and Gamma-proteobacteria
exhibited higher levels of 16S rRNA expression in the NT5
library than in the CT5 library. The OTUs with more than
five-fold increases in relative abundance are shown in Table 1.
The metabolic activation of anaerobically respiring microor-
ganisms other than sulfur oxidizers was observed at the end
of the incubation. In particular, the 16S rRNA expression
level of the fermentative and heterotrophically nitrate-reducing
Cellulomonas sp. (OTU: 566) in the NT5 library was 430-fold
higher than that in the CT5 library. The iron(III)-reducing bac-
teria such as the Geobacter spp. (OTUs: 8007, 425, and 3917),
Pelobacter sp. (OTU: 2865), and Geothrix sp. (OTU: 2401)
showed 13–94-fold increases in relative abundance. In addition,
the 16S rRNA expressions from the syntrophically VFA-oxidizing
Syntrophobacteriaceae bacterium (OTU: 11860) and the aceti-
clastic methanogen Methanosaeta sp. (OTU: 3178) increased to
some extent in the NT5 library compared to those in the CT5
library (data not shown).

Regarding the composition of microbial communities in the
control, the relative abundances in the main phyla or classes
were not changed throughout the incubation (G0, CG2, CG5,
T0, CT2, and CT5 libraries in Figure 3). Deltaproteobacterial
sulfate reducers, i.e., Desulfobacteraceae and Desulfobulbaceae
bacteria, were dominant. They occupied 11.5% and 7.7% of the
CG5 library and 6.3% and 50.3% of the CT5 library, respec-
tively. The dominance of sulfate reducers was consistent with
the results from previous studies (Holmer and Kristensen, 1992;
Habicht and Canfield, 1997). This suggests that these sulfate-
reducing bacteria were originally present in the marine sediments
andmaintained their predominance throughout the control incu-
bation. Although they expressed most of 16S rRNA under in situ
conditions (at day 0) and at days 2 and 5, their contribution to
sulfate reduction was small, as indicated by the constant sulfate
concentration over time (Figure 1C).

Isolation of the Dominant Sulfur Oxidizers
and Their Chemolithotrophic Growth
Through extinction dilution culture by using a liquid medium
supplemented with nitrate and sulfur compounds, three strains,
HDS01, HDS22, and HDSN4, were successfully isolated from
the deposited sediments. The phylogenetic analysis based on the
nearly full-length 16S rRNA genes indicated that the isolates
formed two novel clusters in the phylogenetic tree and the strains
HDS01 and HDNS4 were related to S. denitrificans (NR074133;
96.7% and 95.8% sequence similarities, respectively), while the
strain HDS22 had 95.2% sequence similarity to Thioalkalispira
microaerophila (NR025239; Figure 5). The strains HDS01 and
HDS22 corresponded to the OTUs 4053 and 5722, and were
identified as the most predominant sulfur oxidizers in the nitrate-
amended sediments (Figures 4A,C). During the incubation of
these two strains (HDS01 and HDS22) with elemental sulfur and
thiosulfate as electron donors and nitrate as electron acceptor,
the sulfate concentration significantly increased, which indicates
that both strains were able to grow chemolithotrophically on
these compounds. Because of their low sequence similarities, we
consider that these three isolates are novel species in the gen-
era Sulfurimonas and Thioalkalispira. Further characterizations
of these isolates are in progress.

Discussion

In this study, we investigated microbial community succession
stimulated by nitrate amendment of deposited marine sedi-
ments. Geochemical analyses were used to monitor the change
in the physicochemical parameters of the nitrate-amended sed-
iments (e.g., consumption of nitrate, and production of N2O
and sulfate). High-throughout Illumina sequencing based on
the 16S rRNA genes and transcripts revealed the proliferation
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FIGURE 4 | The most abundant operational taxonomic units (OTUs)
of the classes Epsilonproteobacteria (A) and Gammaproteo-
bacteria (C) after the 5-day anoxic incubation of nitrate-
amended marine sediments (black bar) and the control (white

bar). OTUs are listed in descending order of relative abundance in
the NG5 library (A,C), and the transcript levels in the NT5 library are
shown (B,D). White bars indicate their relative abundances in the
CG5 and CT5 libraries.

and metabolic activation of sulfur-oxidizing bacteria. In addi-
tion, isolation of the dominant sulfur oxidizers demonstrated
their chemolithotrophic growth on nitrate, which suggests that
the biotically fixed carbon was further available for growth of
the other anaerobic microorganisms. Actually, at the end of the
incubation, Illumina sequencing detected the expression of 16S
rRNA from fermentative bacteria, ferric iron reducers, and aceti-
clastic methanogens. The combination of geochemical analyses,
high-throughput sequencing, and isolation was proven to be a

powerful approach to comprehensively characterize microbial
communities affected by environmental stimuli and their trophic
interaction in the marine sediments.

The amendment with nitrate initiated the co-occurrence of
sulfur oxidation and denitrification during anoxic incubation
of marine sediment slurries (Figure 1). Since the concentra-
tion of TOC in slurry waters changed little during the incu-
bation (Supplementary Figure S1B), it was suggested that little
or no heterotrophic denitrification occurred. There have been
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FIGURE 5 | Phylogenetic tree showing the taxonomic distribution of 16S
rRNA genes from isolates (the strains HDS01, HDNS4, and HDS22), and
their known cultivated relatives. The tree was constructed by the

neighbor-joining method using the nearly full-length 16S rRNA gene sequences.
Bootstrap values were obtained from 1,000 replications. The scale bar
represents 5% sequence divergence.

reports showing that, in the absence of organic matter as a car-
bon source, denitrification was coupled with sulfur oxidation in
anoxic marine sediments in the Black Sea and the Baltic Sea
(Böttcher and Lepland, 2000; Zopfi et al., 2004; Thang et al.,
2013). Sulfur compounds that were originally present in the sed-
iments may have served as the electron donor. In this study, the
content ratios of sulfur significantly decreased with time in solid-
phase sediments amended with nitrate (Figure 2). This strongly
suggests that certain sulfur compounds such as zerovalent sul-
fur, thiosulfate, and hydrosulfide ion were oxidized to sulfate
in association with denitrification. The oxidation of these com-
pounds and its coupling with denitrification are expressed by the
following equations (Cardoso et al., 2006; Zhang et al., 2015):

5S0+6NO−
3 +2H2O → 5SO2−

4 +3N2+4H+ (1)

5S2O2−
3 +8NO−

3 +H2O → 10SO2−
4 +4N2+2H+ (2)

5HS−+8NO−
3 +3H+ → 5SO2−

4 +4N2+4H2O (3)

Indeed, throughout the incubation of nitrate-amended sedi-
ments, the concentration of nitrate decreased by 17.7 mM, while
that of sulfate increased by 11.3 mM (Figures 1B,C). The ratio of

NO3/SO4 was 1.57, which is close to the expected stoichiometric
value from the equilibrium (3). The accumulation of hydrogen
sulfide, the end product of sulfate reduction, has frequently been
observed in anoxic marine sediments (Holmer and Kristensen,
1992; Zopfi et al., 2004). This implies that hydrogen sulfide was
most likely the electron donor utilized for the redox reaction with
denitrification in such environments.

The sulfur oxidizers affiliated with the classes Epsilon-
and Gamma-proteobacteria were drastically proliferated in the
nitrate-amended sediments, as revealed by Illumina sequenc-
ing of 16S rRNA genes and transcripts (Figure 3). The pre-
dominant OTUs 4053 and 5722 were successfully isolated
and were designated as Sulfurimonas sp. strain HDS01 and
Thioalkalispira sp. strain HDS22, respectively. The 16S rRNA
genes of these isolates had 95.2–96.7% sequence similari-
ties to those of cultured relatives and were able to grow
chemolithotrophically on nitrate and sulfur compounds such
as elemental sulfur and thiosulfate. These chemolithotrophic
sulfur oxidizers drastically increased during the incubation;
the relative abundances of the OTU 4053 (strain HDS01)
and the OTU 5722 (strain HDS22) increased from 0.03%
and 0.5% at day 0 to 42.7% and 12.5% at day 5, respec-
tively. In addition, the expression levels of the bacterial rRNA
were clearly enhanced by nitrate (Figures 4B,D). Furthermore,
lower CO2 concentrations were found in the nitrate-amended
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sediments than in the non-amended controls, suggesting the
occurrence of CO2 fixation in the former (Figure 1A). These
results strongly suggest that the OTUs 4053 and 5722 (i.e., the
strains HDS01 and HDS22, respectively) were directly involved
in chemolithotrophic denitrification-dependent sulfur oxida-
tion in the marine sediments. High-resolution microbial anal-
ysis further indicated that, aside from these two isolates, the
order Chromatiales proliferated and became metabolically active
(Figure 4 and Supplementary Figure S5). This phylogenetic
group may have played a complementary role in the geochemi-
cal cycles of sulfur and nitrogen in the marine sediments. On the
other hand, the filamentous sulfur-oxidizing Desulfobulbaceae
bacteria, which originally dominated the sediment microbial
communities, did not increase under nitrate amendment, indi-
cating that they played only minor roles in the redox pro-
cess.

Notably, anaerobic microorganisms in addition to the
chemolithotrophic sulfur oxidizers were metabolically acti-
vated at the end of the nitrate-amended incubation (Table 1).
Sulfate, iron(III), and CO2 were originally present in the
marine sediments (Figures 1A,C and Supplementary Figure
S1E) and thus were available as electron acceptors for anaer-
obic respiration processes. Fine-scale analyses of Illumina
sequence data successfully detected the increases in 16S
rRNA transcripts from fermentative and nitrate-reducing
bacteria (i.e., Cellulomonas sp.), iron(III) reducers (e.g.,
Geobacter spp., Pelobacter sp., and Geothrix sp.), and aceti-
clastic methanogens (i.e., Methanosaeta sp.) at day 5 (Table 1),
although no changes in geochemical parameters such as
the concentrations of TOC, iron(II), and CH4 were found
(Supplementary Figures S1B,F). It is tempting to specu-
late that the carbon fixed by the chemolithotrophic sulfur
oxidizers might be utilized as an electron donor by these
anaerobically respiring microorganisms. In order to clarify
the trophic relationships of anaerobic microorganisms in the
marine sediments, isotope-tracing assays such as ultra-high-
sensitivity stable isotope probing (Aoyagi et al., 2015) should be
applied.

It is also noteworthy that two different types of
chemolithotrophic sulfur-oxidizing bacteria (i.e., the genus
Sulfurimonas and the order Chromatiales) coexisted in
our experiments (Figure 4). Niche differentiation of these
physiologically similar microorganisms developed during
the incubation, and was a potential driving force in shap-
ing the sediment microbial communities. A single species
[the OTU 4053 (strain HDS01)] of the genus Sulfurimonas
increased exclusively (Figures 4A,B), while a wide vari-
ety of species [e.g., OTUs 5722 (strain HDS22), 3944, and
1143] within the order Chromatiales became metabolically
active. Almost all of the top Chromatiales bacteria in terms
of 16S rRNA transcript expression levels, with the excep-
tion of the OTUs 5722 and 6560 (Supplementary Figure
S5D), accounted for quite low percentages of the total micro-
bial populations at the gene level (Supplementary Figure
S5C), suggesting that these minor Chromatiales members
actively dissimilated sulfur and nitrate but only marginally
assimilated carbon for their growth in the sediments. Recently,

genomics-based studies have reported that bacteria belong-
ing to the genus Sulfurimonas and those belonging to the
order Chromatiales employed different metabolic pathways
for sulfur oxidation, nitrate reduction, and carbon fixation
(Sievert et al., 2008; Kovaleva et al., 2011; Grote et al., 2012;
Handley et al., 2014; Thomas et al., 2014). Further, some
Chromatiales bacteria have been reported to be capable of
growing specifically at low concentrations (i.e., 1–2 mM) of
nitrate, and thereby adapting to energy-limiting conditions
(Sorokin et al., 2006). These metabolic types and capac-
ities might have triggered the distinct responses of these
two sulfur oxidizers to nitrate amendment. More detailed
physiological characterization and investigation into the
competitive mechanism of these two isolates (the strains
HDS01 and HDS22) may lead to a better understanding of
the niche differentiation of sulfur-oxidizing bacteria in marine
sediments.

Conclusion

The results of this study demonstrated that the novel microor-
ganisms Sulfurimonas sp. strain HDS01 and Thioalkalispira sp.
strain HDS22 were directly involved in the chemolithotrophic
denitrification-dependent sulfur oxidation in nitrate-amended
marine sediments. In addition to these two sulfur-oxidizers,
a variety of the Chromatiales bacteria, including minor but
metabolically active microorganisms, might also play important
roles in the geochemical cycles of sulfur, nitrogen, and carbon.
High-resolution analyses of 16S rRNA transcripts implicated
trophic interaction and niche differentiation of key microor-
ganisms as the ecological principles underlying the reorgani-
zation of microbial communities. The two different types of
sulfur oxidizers stably co-existed in the sediments and com-
plementarily fixed carbon, leading to the metabolic activa-
tion of fermentative bacteria, ferric iron reducers, and aceti-
clastic methanogens. The mechanisms underlying the com-
munity reorganization should be studied to gain deeper
insight into the stability and flexibility of microbial ecosys-
tems.
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Although microbial communities have varying degrees of exposure to environmental
stresses such as chemical pollution, little is known on how these communities
respond to environmental disturbances and how past disturbance history affects
these community-level responses. To comprehensively understand the effect of
organophosphorus insecticide application on microbiota in soils with or without
insecticide-spraying history, we investigated the microbial succession in response to
the addition of fenitrothion [O,O-dimethyl O-(3-methyl-p-nitrophenyl) phosphorothioate,
abbreviated as MEP] by culture-dependent experiments and deep sequencing of 16S
rRNA genes. Despite similar microbial composition at the initial stage, microbial
response to MEP application was remarkably different between soils with and without
MEP-spraying history. MEP-degrading microbes more rapidly increased in the soils with
MEP-spraying history, suggesting that MEP-degrading bacteria might already exist at a
certain level and could quickly respond to MEP re-treatment in the soil. Culture-dependent
and -independent evaluations revealed that MEP-degrading Burkholderia bacteria are
predominant in soils after MEP application, limited members of which might play a
pivotal role in MEP-degradation in soils. Notably, deep sequencing also revealed that
some methylotrophs dramatically increased after MEP application, strongly suggesting
that these bacteria play a role in the consumption and removal of methanol, a harmful
derivative from MEP-degradation, for better growth of MEP-degrading bacteria. This
comprehensive study demonstrated the succession and adaptation processes of microbial
communities under MEP application, which were critically affected by past experience of
insecticide-spraying.

Keywords: fenitrothion, organophosphorus insecticide, soil microbes, deep sequencing, Burkholderia,

methylotroph

INTRODUCTION
Biological communities are exposed to varying levels of envi-
ronmental stresses or disturbances such as global warming,
typhoon, drought, and bush fire (Phillips et al., 2009; O’Connell
and Nyman, 2011; Peñuelas et al., 2013; Rota et al., 2014),
and little is known about community succession and adapta-
tion processes under such environmental stimuli. In addition
to naturally occurring environmental disturbances, chemical
insecticides have been developed and used worldwide to con-
trol agricultural, hygienic, and household pest insects. Although
insecticides have revolutionized modern agriculture and sanita-
tion in terms of pest management, abuse of usage sometimes
causes serious problems including environmental pollution from
its residues, health hazard, unexpected effects on non-targeted
organisms, and evolution of insecticide-resistant insects (Whalon
et al., 2008; Diez, 2010). Thus, insecticide-spraying is thought
to be a man-made, yet strong, environmental stress on natural
organisms.

Organophosphorus insecticide, a general name referring to
insecticides containing a phosphoester bond, is one of the
most widely used insecticides. It includes a number of com-
mercially available chemicals such as diazinon, malathion, and
dichlorvos (Singh and Walker, 2006; Singh, 2009). The chemical
compounds found in organophosphorus insecticide show high
mammalian toxicity as well as insecticidal activity by inhibit-
ing acetylcholinesterase (AchE), causing overstimulation of the
cholinergic synapses by the overaccumulation of acetylcholine
(da Silva et al., 2013). Fenitrothion [O,O-dimethyl O-(3-methyl-
p-nitrophenyl) phosphorothionate, abbreviated as MEP] is one
of the organophosphorus compounds commonly used because
of its broad-spectrum activity and less mammal toxicity. In
natural fields, MEP can be degraded photochemically, but is
mainly degraded by soil bacteria. Biodegradation pathways of
MEP were first investigated in forest soils using C14-labeled
MEP (Spillner et al., 1979) and are currently described in the
International Programme on Chemical Safety IPCS (1992). In
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microorganisms, MEP is hydrolyzed to 3-methyl-4-nitrophenol
and then finally decomposed to CO2 through a phenol ring cleav-
age pathway (IPCS, 1992). Previous culture-dependent studies
reported that members of the genera Burkholderia, Pseudomonas,
Cupriavidus, Corynebacterium, Arthrobacter, and Sphingomonas
have been identified as MEP-degraders, some of which use the
compound as a sole carbon source (Tago et al., 2006; Zhang et al.,
2006; Kim et al., 2009). Considering that only a tiny fraction
of environmental bacteria is culturable (Wilson and Piel, 2013),
culture-independent as well as culture-dependent approaches are
pivotal to comprehensively understand microbial dynamics in
soils after spraying with MEP, as previously mentioned (Jacobsen
and Hjelmsø, 2014).

Recent advances in sequence technologies, the so-called
next generation sequencing (NGS), provide a faster and sim-
pler alternative to previously established techniques for the
comprehensive investigation of microbial community struc-
tures (Moorthie et al., 2011). Fairly recent works using NGS
include the evaluation of microbial community compositions
of soils polluted with organochlorine pesticides including
Dichlorodiphenyltrichloroethane (DDT), hexachlorocyclohex-
ane (HCH), and 2-chloro-4-ethylamino-6-isopropylamino-s-
triazine (ATZ) (Fang et al., 2014). Based on the metagenomic
survey of functional genes, these studies have suggested that
diverse bacterial species complement one another to degrade
these organochlorides (Fang et al., 2014).

In crop fields, biodegradation of the insecticides is one
of the pivotal factors affecting the recovery and sustainabil-
ity of soil ecosystems. Furthermore, it has been reported
that one or more previous applications of the same insecti-
cides and/or other structurally-analogous insecticides frequently
result to less persistence of the insecticide in the environment
(Felsot, 1989). In soil environments where the same insecti-
cide has been continuously sprayed, it has been hypothesized
that insecticide-degrading microbes grow by assimilating the
insecticide and are enriched in the soil, which cause exces-
sively enhanced biodegradation of the sprayed insecticides
(Arbeli and Fuentes, 2007). However, it remains unclear how
microbial communities transit under and adapt to insecticide-
spraying and how the history of insecticide-spraying affects
these succession and adaptation processes of soil microbial
communities.

By combining the culture-independent approach using
the NGS technique with culture-dependent isolation of
MEP-degrading bacteria, we investigated the detailed process
of microbial succession when MEP was sprayed on field-
collected soils with or without a history of MEP-spraying
prior to collection. Among the collected soils, one has been
sprayed with MEP at least for 4 years and the other has never
been sprayed with MEP nor with other organophosphorus
compounds. The NGS analysis combined with culture-
dependent approach clearly demonstrates previously unseen
dynamics of soil microbiota during MEP-spraying, high-
lighting the different responses of microbiota against the
experimental MEP-spraying in the different types of soil,
and identifying the key players of MEP-degradation in soil
environments.

MATERIALS AND METHODS
SOILS
We collected two andisol soils from agricultural fields located
at the National Institute for Agro-Environmental Sciences
(Tsukuba, Ibaraki, Japan; 36◦0′N, 140◦1′E): soil S (Sprayed soil)
was collected from a crop field that had been sprayed with MEP
for at least 4 years [pH(H2O), 6.3; water content (w/w), 35.2%;
total carbon, 5.0%; total nitrogen, <0.3%]; soil N (Naive soil) was
collected from a field that had never been sprayed with MEP and
other organophosphorus compounds [pH(H2O), 6.6; water con-
tent (w/w), 33.7%; total carbon, 4.4%; total nitrogen, <0.3%].
Characterization of these soil samples is summarized in Table S1.
Each soil was passed through a 2 mm sieve to remove large organic
litters like leaves and roots.

INSECTICIDE-SPRAYING EXPERIMENTS
Experimental design of the insecticide-spraying test is shown in
Figure S1. Approximately 150 g (dry weight) of each of the sieved
soils were transferred into plastic pots (10 × 8 cm; opening diam-
eter × depth). The potted soils were incubated at 25◦C with
weekly application of MEP solution (diluted by distilled water)
at a specific loading of 50 mg kg−1-dry soil (Tago et al., 2006).
For both soils S and N, duplicate runs (pot 1 and pot 2) were
prepared and individually subjected to experiments and further
analyses. Control treatments were conducted under the same con-
ditions, but the addition of MEP solution was replaced by equal
amount of distilled water only once a week. These pots were cov-
ered with a sheet of aluminum foil during incubation to prevent
water evaporation and photodegradation of MEP. Soil samples
from the surface layer up to a depth of 1 cm were collected 1 week
after the final spraying, e.g., soil samples treated three times with
MEP were collected 1 week after the 3rd MEP-spraying (see Figure
S1), and then subjected to the various analyses described below.

CFU COUNTING OF MEP-DEGRADING BACTERIA
The total CFU (colony forming units) counts of MEP-degrading
bacteria was measured by plating serial dilutions of soil sam-
ples [1% (w/w) diluted in distilled water] on 1.5% agar plates
of MEP medium [0.08% MEP, 20 mM potassium phosphate (pH
7.0), 0.1% (NH4)2SO4, 0.02% NaCl, 0.01% MgSO4•7H2O, 0.05%
CaCl2•2H2O, 0.0002% FeSO4•7H2O, 0.1% yeast extract] and
incubated for 4 days at 25◦C, as previously described (Tago et al.,
2006). The CFU of MEP-degrading bacteria were determined by
counting the colonies with a halo on the MEP plates. In the halo-
forming assay, the bacteria that are capable of degrading MEP to
3-methyl-4-nitrophenol were detected.

ISOLATION AND IDENTIFICATION OF MEP-DEGRADING BACTERIA
Isolated colonies were identified based on the partial sequences
(c.a. 600 bp) of their 16S rRNA genes. During isolation, each
of the colonies was picked with a sterile toothpick and then
suspended in 35 µl TE buffer [10 mM Tris-HCl, 1 mM EDTA
(pH 8.0)] in each well of a 96 well titer plate. The cells
were subjected to heat shock treatment (98◦C for 3 min) in
order to extract the genomic DNA, which was used as tem-
plate for PCR amplification. The PCR amplification of bacte-
rial 16S rRNA gene was performed with the use of a KOD Fx
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Neo polymerase (TOYOBO, Tokyo, Japan), a universal primer
set, 16SA1 [5′-AGAGTTTGATCMTGGCTCAG-3′] and 16SB1
[5′-TACGGYTACCTTGTTACGACTT-3′] (Fukatsu and Nikoh,
1998), and the template DNA extracted as described above.
The temperature program for PCR is as follows: 94◦C for
2 min, followed by 20 cycles of 98◦C for 10 s, 55◦C for 30 s,
and 68◦C for 90 s. The resulting 1.5 kb amplicons were used
as templates of sequencing reaction conducted with a uni-
versal primer 357F [5′-CCTACGGGAGGCAGCAG-3′] (Muyzer
et al., 1993). Taxonomic assignment of the resulting sequences
was double checked by the RDP multiclassifier ver. 1.1 (Wang
et al., 2007) and BLASTN-search (http://ncbi.nlm.nih.gov/blast/)
against GreenGene database (DeSantis et al., 2006).

DEEP SEQUENCING
DNA was extracted from soil S and soil N samples before
treatment (S0, N0), after the 2nd (S2) and 3rd (S3, N3)
MEP-treatments, and after the 3rd control treatment (S3C,
N3C) by using a slightly modified published protocol (Noll
et al., 2005). Briefly, 0.5 g wet soil was combined with 0.08 g
skim milk, 700 µl extraction buffer [50 mM Tris-HCl (pH
8.0), 1.7% Polyvinylpyrrolidone, 20 mM MgCl2], and 0.5 ml
zirconia/silica beads (0.1 mm diameter, Biospec, OK, USA),
and blended in a Multi-Beads Shocker (Yasui Kikai, Osaka,
Japan) at 2000 rpm for 60 s. Crude extracts were purified
by phenol/chloroform/isoamyl alcohol (25:24:1) treatment fol-
lowed by isopropanol precipitation. Contaminating RNA was
digested with Ribonuclease (Nippon Gene, Toyama, Japan).
The prepared DNA was subjected to PCR amplification of
16S rRNA gene for deep sequencing. The variable region (V4)
of bacterial 16S rRNA gene was amplified using universal
primers 515F [5′-GTGCCAGCMGCCGCGGTAA-3′] and 806R
[5′-GGACTACHVGGGTWTCTAAT-3′] (Caporaso et al., 2012).
The PCR reaction mixture comprised of 50 µM each dNTP,
0.4 µM 515F with Illumina P5 sequences, 0.4 µM 806R with 6-
bases indexes and Illumina P7 sequences (Caporaso et al., 2012)
(Illumina, San Diego, CA, USA), Q5 High-Fidelity DNA poly-
merase with Q5 reaction buffer (New England BioLabs, Ipswich,
MA, USA) and the extracted soil DNA template. The PCR con-
ditions were as follows: initial denaturation at 98◦C for 90 s,
followed by 25 cycles of 98◦C for 10 s, 54◦C for 30 s, 72◦C for
30 s, and a final extension at 72◦C for 2 min. The PCR ampli-
cons were purified as described previously (Itoh et al., 2014).
DNA libraries containing all tagged-amplicons and internal con-
trol phiX were generated for paired-end sequencing by the MiSeq
sequencer using MiSeq Reagent kit v2 (Illumina, San Diego, CA,
USA) according to the manufacturer’s instruction.

QUANTITATIVE PCR
Quantitative PCR (qPCR) of bacterial 16S rRNA gene was per-
formed to amplify bacterial 16S rRNA genes using a Power SYBR
Green PCR Master Mix (Applied Biosystems, Foster City, CA,
USA) and the LightCycler 96 System (Roche Applied Science,
Indianapolis, IN, USA). The reaction mixture was comprised
of 2× SYBR Green PCR Master Mix, 0.2 µM 515F and 806R
primer pairs (Caporaso et al., 2012), 0.5 µg/µl BSA, and soil
DNA as a template. The PCR conditions were as follows: initial

denaturation at 95◦C for 10 min, followed by 45 cycles of 95◦C
for 30 s, 57◦C for 30 s, and 72◦C for 30 s. The amount of bac-
terial 16S rRNA gene copies was calculated on the basis of the
standard curve constructed using a dilution series of the tar-
get PCR product of Burkholderia sp. SFA1 (DDBJ accession no.
AB232333).

DATA ANALYSIS
Internal control phiX sequences and low-quality sequences were
removed, and paired sequences were joined as described previ-
ously (Itoh et al., 2014). Chimeric sequences were removed using
uchime algorithm on Mothur program ver. 1.29.2 (Schloss et al.,
2009) through the alignment with Greengene database (DeSantis
et al., 2006). The resulting sequences were subjected to taxonomic
assignment by using RDP multiclassifier ver. 1.1 (Wang et al.,
2007) with an 80% confidence threshold. Operational taxonomic
units (OTU) based analyses, including estimation of diversity
indices and Principal Coordinate Analysis (PCoA) based on OTUs
with 3% differences, were performed by using the macqiime ver.
1.6.0 (Caporaso et al., 2010). Phylogenetic tree was constructed by
the neighbor-joining method with the bootstrap test (1000 repli-
cates) under MEGA ver. 4.0.2 (Tamura et al., 2007). Analysis of
variance (ANOVA) was performed using R software ver. 3.0.1 (R
Development Core Team, 2008) to analyze differences in qPCR
data among samples.

NUCLEOTIDE SEQUENCE ACCESSION NUMBER
The nucleotide sequences reported in this study were deposited
in the DDBJ/Genbank/EBI databases under the accession num-
bers: AB904935–AB905196 (16S rRNA gene sequences of isolates,
Table S2) and the MG-RAST database (http://metagenomics.anl.
gov/, Meyer et al., 2008) as a “Microbial succession under MEP-
spraying in 2012” project under the ID: 4562358.3–4562369.3
(deep sequencing, Table 1).

RESULTS
POPULATION DYNAMICS OF MEP-DEGRADING BACTERIA IN
MEP-SPRAYED SOILS
Abundance changes of MEP-degrading strains by a culture-
dependent method were investigated using two types of soils
with different MEP-spraying histories: MEP-sprayed “soil S” and
MEP-naive “soil N” (Table S1). Although the CFU of MEP-
degrading bacteria were below the detectable level (<103 cfu
g−1 dry soil) even 1 week after the insecticide application,
they became detectable after the 2nd and 3rd treatments in
soil S and soil N, respectively, (Figure 1). In the control, with
only the addition of distilled water, no MEP-degraders were
detected even after the 3rd treatment (Figure 1). These results
indicate that the repeated spraying of MEP acts as a strong
selective pressure on soil microbiota, confirming our findings
from previous studies (Tago et al., 2006; Kikuchi et al., 2012).
It has also been reported that some bacteria are capable of
utilizing MEP as a sole carbon source, fostering their popu-
lation increase (Hayatsu et al., 2000; Tago et al., 2006; Zhang
et al., 2006; Kim et al., 2009), which likely explains the above-
observed population dynamics of MEP-degrading strains in soil
environments.
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Table 1 | Summary of deep sequencing and qPCR.

Soil No. of Pot No. Libarary No. of No. of Cxd Diversity indicese No. of

spraying ID sequencesb OTUc
0.03

copiesf

chao1 shannon 1/simpson

S 0 1 S0p1 13,202 1,206 0.97 1,944 ± 107 7.98 ± 0.04 65 ± 2.7 3.6 ± 0.1 × 108

S 2 1 S2p1 13,346 796 0.99 1,188 ± 103 5.9 ± 0.03 15 ± 0.3 4.5 ± 0.3 × 108

S 3 1 S3p1 14,600 575 0.99 813 ± 79 3.86 ± 0.05 4.5 ± 0.1 4.7 ± 0.2 × 108

S 0 2 S0p2 6,218 1,062 0.93 2,446 ± 78 8.62 ± 0.01 109 ± 0.7 4.6 ± 0.2 × 108

S 2 2 S2p2 10,223 1,154 0.94 2,324 ± 116 7.72 ± 0.03 42 ± 0.8 4.0 ± 0.6 × 108

S 3 2 S3p2 8,213 897 0.96 1,731 ± 100 6.43 ± 0.03 13 ± 0.3 4.4 ± 0.5 × 108

S 0a control S3C 17,933 1,533 0.94 2,260 ± 123 8.6 ± 0.04 124 ± 2.8 4.8 ± 1.2 × 108

N 0 1 N0p1 13,540 1,500 0.85 3,268 ± 190 9.07 ± 0.04 138 ± 5.8 5.5 ± 1.8 × 108

N 3 1 N3p1 10,171 1,028 0.95 1,919 ± 114 7.3 ± 0.03 36 ± 0.8 6.3 ± 0.9 × 108

N 0 2 N0p2 15,054 1,747 0.87 3,655 ± 180 9.1 ± 0.02 151 ± 3.4 6.3 ± 0.2 × 108

N 3 2 N3p2 34,865 1,970 0.90 2,977 ± 187 7.78 ± 0.04 33 ± 1.2 6.8 ± 0.5 × 108

N 0a control N3C 72,066 2,459 0.90 3,470 ± 139 9.06 ± 0.04 149 ± 9.3 8.6 ± 1.0 × 108

aControl pots received distilled water (DW) once a week: soils were collected 1 week after 3rd DW-spraying.
bNumber of sequences after removal of low-quality, chimeric, and archaeal sequences.
cClustered at the 3% distance level.
d Calculated from the equation, Cx = 1–(n/N), where “n” is the number of OTUs composed of only one sequence (singleton) and N is the total number of sequences.
eEach index was calculated based on the same amount of sequences (5174) sub-sampled from original libraries (Mean ± SDs of 10 time sub-samplings is shown).
f Copy numbers (copies g−1-dry soil) of 16S rRNA genes estimated by qPCR (Mean ± SDs of three time measurements of the same DNA sample is shown).

Analysis of variance (ANOVA) was performed using R software ver. 3.0.1 (R Development Core Team, 2008), showing the copy numbers were not significantly

different between samples that were originated from the same field soil.

FIGURE 1 | Transition of CFU of MEP-degrading bacteria in MEP-sprayed soils. CFU of MEP-degrading bacteria in soil S (A) and soil N (B) were counted by
using MEP medium plates. Results of replicated experiments (pot 1 and pot 2) are shown. ND, not detected (<1.0 × 103 cfu g−1-dry soil).

ISOLATION AND IDENTIFICATION OF MEP-DEGRADING BACTERIA
From the soil S after the 2nd and 3rd MEP-treatments (S2 and
S3), and soil N after the 3rd MEP-treatment (N3), colonies of
the MEP-degrading bacteria were isolated and identified based on
the partial sequences of 16S rRNA gene. The sequence analyses
demonstrated that the majority belonged to the betaproteobac-
terial genus Burkholderia. Specifically, they occupied around
97.9, 96.9, and 61.1% of the total sequenced-bacteria isolated
from the S2, S3, and N3 soils, respectively, (Figure 2; Table S2).
Notably, in contrast to the predominance of Burkholderia strains
in the S2 and S3 samples, MEP-degraders from the N3 sample
were more phylogenetically diverse with the presence of strains
from the genera Dyella, Ralstonia, Pandoraea, Achromobacter, and
Cupriavidus.

SUCCESSION OF MICROBIOTA IN MEP-SPRAYED SOILS AS REVEALED
BY DEEP SEQUENCING
For comprehensive understanding of the temporal dynamics
of microbiota in the MEP-sprayed soils, we performed deep
sequencing of bacterial 16S rRNA genes from both soils before
treatment (S0 and N0), after the 2nd (S2) and 3rd (S3 and N3)
MEP-treatments, and after the 3rd control-treatment (S3C and
N3C). The sequencing of PCR amplicons of partial 16S rRNA
genes produced > 2 × 105 sequences in total (Table 1). The qPCR
data showed that the amount of bacterial 16S rRNA genes was sta-
ble at around 4 × 108 and 6 × 108 g−1-dry soil in soil S and soil
N, respectively, during the treatments (Table 1). Meanwhile, in
both soils S and N, diversity indices, chao1, Shannon, and recip-
rocal simpson decreased after MEP-spraying (Table 1), suggesting
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FIGURE 2 | Genus-level compositions of MEP-degrading bacteria

isolated from MEP-sprayed soils. MEP-degrading isolates from soil S after
two times and three times MEP spraying (S2 and S3, respectively) and
from soil N after three times MEP spraying (N3) were identified by partial
(c.a. 600 bp) sequencing of 16S rRNA gene. Numbers in parentheses
indicate total numbers of inspected MEP-degrading strains that were
randomly selected from 2 pots in each soil (i.e., results of pots 1 and 2 are
merged here). Sequences were subjected to taxonomic assignment by
using RDP multiclassifier with a threshold level of 80%.

that MEP treatment caused the decrease of soil microbial
diversity.

Similarities among the sequence libraries of each soil sam-
ple were analyzed by PCoA based on weighted unifrac distance
(Figure S2). The results suggest that the bacterial compositions
of S2, S3, and N3 were distinct from those of S0 and N0 sam-
ples, although the shift direction was different between the soil
S and soil N. The controls, S3C and N3C, were closely related
to the soils before treatments, S0 and N0. These results also
clearly demonstrate that MEP-spraying dramatically altered the
community structure of soil microbiota.

BACTERIAL GROUPS RESPONDING TO MEP-SPRAYING
Figures 3A,B show the phylum-level (class-level in the
Proteobacteria) distribution of sequences obtained from the
deep sequence libraries. Among the diverse bacterial groups,
Betaproteobacteria drastically increased after MEP-spraying in all
samples from both soils S and N. Especially in soil S, the relative
abundance of Betaproteobacteria was over 40% (80.4% in pot 1
and 49.8% in pot 2) after the 3rd MEP-treatment (Figure 3A). In
the control samples (S3C and N3C), the bacterial composition
appeared to be stable based from the initial states (S0 and N0), as
also supported by the PCoA profile (Figure S2).

Within the increasing community of Betaproteobacteria, the
genus Burkholderia was the most abundant, followed by Ralstonia
and Pandoraea (Figures 3C,D). Before MEP treatment, few
Burkholderia sequences were detected. However, after the 3rd
treatment, the frequencies of Burkholderia drastically increased
up to 53.8% in soil S pot 1, 41.1% in soil S pot 2, 55.7% in soil
N pot 1, and 66.9% in soil N pot 2.

Figure 4 shows increase in the relative proportion of spe-
cific bacteria genera during the MEP-spraying experiments. It
depicts the top 10 genera with the higher frequency after the
3rd treatment. From the list, the Burkholderia, Cupriavidus,
Pseudomonas, and Arthrobacter are already well-known MEP-
degrading strains (Tago et al., 2006; Zhang et al., 2006; Kim
et al., 2009). Furthermore, the genera Pandoraea, Ralstonia,
and Dyella, which were additionally identified earlier as MEP-
degrading group (Figure 2), were also included in the top 10
genera that highly responded to MEP (Figure 4). In both soils S
and N, the frequencies of Burkholderia and Ralstonia drastically
increased in response to MEP-spraying at two to three orders of
magnitude, suggesting that these genera might possess a strong
MEP-assimilation ability to highly adapt to the biological niche
resulting from MEP-sprayed soils. Other bacterial groups, such as
Rhodanobacter, Nevskia, and Methylobacillus, were also included
in the top 10 (Figure 4), although they were not detected through
the culture-dependent approach (Figure 2). These strains might
assimilate the intermediates of MEP degradation such as 3-methl-
4-nitrophenol and p-nitrophenol (Hayatsu et al., 2000; Arora
et al., 2013), and thus proliferate under the MEP treatment. The
frequencies of these bacterial groups with high increasing ratios
after MEP treatment were almost stable in the control set-ups
in both of soils S and N (Fold: 0.2∼3.4), emphasizing that these
bacteria respond to MEP-spraying.

BURKHOLDERIA STRAINS RESPONDING TO MEP-SPRAYING
To clarify the diversity of Burkholderia strains in the MEP-sprayed
soils, 16S rRNA gene sequences of Burkholderia derived from
the MEP-degrading isolates and the deep sequencing libraries of
the soils treated with MEP three times (i.e., S3 and N3 soils)
were classified into OTUs defined by 100% sequence identity.
In the MEP-degrading isolates, 4 and 8 OTUs were identi-
fied from the S3 and N3 soils, respectively, in which a single
and distinct OTU dominantly occupied at >70–90% frequency
(Figures 5A,B). Although >100 OTUs were determined from all
of the S3p1, S3p2, N3p1, and N3p2 libraries, a single and distinct
OTU was dominant with >40% frequency in each soil sample
(Figures 5C–F). In sequence libraries of both soil S and soil N,
the dominant OTUs were not detected or a few sequences were
detected before the MEP-treatment (Figure S3). These culture-
dependent and -independent studies strikingly demonstrated that
a particular phylotype of Burkholderia dominantly responds in
soil environments in the presence of MEP.

We then estimated the phylogenetic relationship of these dom-
inant Burkholderia strains based on 255 bp sequences of the V4
region of 16S rRNA gene (Figure 6). Regardless of whether the
strain was identified by the culture-dependent or -independent
method, each of the dominant Burkholderia OTUs derived from
isolates and deep sequences was clustered together with the OTUs
detected from the soil of the same origin (Figure 6), strongly
indicating that our isolates are representative strains of MEP-
degrading Burkholderia dominating the MEP-sprayed soils. This
also indicates that the Burkholderia frequently detected from
deep sequencing in MEP-sprayed soils are most likely to have
MEP-degrading activity. The most dominant OTUs in soil S sam-
ples were related to pathogenic Burkholderia such as B. cepacia,
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FIGURE 3 | Structural changes of microbial communities in

MEP-sprayed soils. Soil S (A,C) and soil N (B,D) were analyzed by
deep sequencing of 16S rRNA gene. For each soil, results of replicated
experiments (pot 1 and pot 2) are shown. Relative distributions of the
sequences at (A,B) phylum-level (class-level in the Proteobacteria) and

(C,D) genus-level within Betaproteobacteria are shown. In (C,D), total
numbers of betaproteobacterial sequences excluding those of
unclassified genus are depicted on the bars. Sequences were subjected
to taxonomic assignment by using RDP multiclassifier with a threshold
level of 80%.

B. glumae, and B. pseudomallei of the Burkholderia cepacia com-
plex (Bcc) group (Coenye et al., 2001), while those in soil N sam-
ples were related to known MEP-degrading bacteria isolated from
soils and symbiotic Burkholderia in stinkbugs (Tago et al., 2006;
Kikuchi et al., 2011). These results suggest that the phylogenic lin-
eage of Burkholderia responding to MEP-spraying appears likely
to not be general, but specific for each soil environment.

DISCUSSION
EFFECTS OF FIELD-USE HISTORY ON SOIL MICROBIOTA RESPONDING
TO MEP TREATMENT
Deep sequencing combined with culture-dependent approach
clearly demonstrated that soil microbiota is strongly affected by
the application of MEP, and furthermore, bacterial communities

responding to MEP-spraying were remarkably different between
the two andisol soils (soil S and soil N) (Figures 3, 4, 6 and Figure
S2) despite their almost similar origin and chemical properties
(Table S1). Notably, the two soils have different histories of insec-
ticide application: the agricultural field where soil S was obtained
had experienced at least 4 years of MEP spraying; the field where
soil N was collected was not subjected to such insecticide applica-
tion (Table S1). Therefore, in soil S, MEP-degrading bacteria (i.e.,
Burkholderia species) might already exist at a certain level, thus
allowing them to respond quickly to the presence of the chem-
ical. Meanwhile, the greater variety of MEP-degrading bacteria
in soil N may be due to the absence of selection pressure from
MEP. Although the enhanced biodegradation caused by repeated
treatment with the same insecticide were reported from the 1970s
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FIGURE 4 | Temporal changes of relative proportions of bacterial

genera during MEP-spraying. (A,B) Soil S; (C,D) soil N. Relative
proportions of bacterial genera were estimated based on the read
numbers of deep sequencing of 16S rRNA sequences. Closed asterisks
indicate the genera, which have been reported to degrade MEP (Tago

et al., 2006; Zhang et al., 2006; Kim et al., 2009), or are newly
identified as MEP-degrading bacteria in this study (Figure 2). Open
asterisks indicate methylotrophs. In addition to the relative increasing
rates in MEP-sprayed soils, those in DW-sprayed soils (controls) are
shown in text.

(Felsot, 1989), little is known about the relation between soil
microbial succession/adaptation and insecticide-spraying history.
This is the first report to show the different microbial-community
responses against insecticide re-treatment in soils that previously
experienced such chemical application vs. naive soil with no such
treatment prior to the experiment.

It should be noted that the bacterial composition of the ini-
tial states in both soils S and N was similar to each other
(Figure S2) despite their different MEP-spraying history. This
result strongly suggests that, although speculative, microbial
community-structure disturbed by insecticide-spraying could
recover to an initial community composition once the insecti-
cide application is terminated. To clarify the plasticity of micro-
bial community in more detail, it would be of great interest
to investigate succession process of insecticide-enriched micro-
biota after terminating insecticide spraying. Interestingly, our
results demonstrated that soil diagnostics of biological activity
should not be inferred only based on a snapshot of environmental

microbial community. To estimate potentials of a soil (micro-
biota) more precisely, it may be more important to trace the
microbial succession under environmental stimuli.

BURKHOLDERIA IS A KEY PLAYER IN MEP-DEGRADATION
Among the bacterial groups that dominantly responded to this
insecticide, the genus Burkholderia was the most abundant after
MEP-treatment (Figures 3C,D) and included a number of MEP-
degrading isolates (Figure 2). Previous studies from China, Japan,
and South Korea that were based on culture-dependent meth-
ods have repeatedly isolated MEP-degrading Burkholderia strains
from MEP-contaminated soils at a higher frequency relative to
other genera (Tago et al., 2006; Zhang et al., 2006; Kim et al.,
2009). Taken together, our findings from both culture-dependent
and -independent approaches strongly suggest that Burkholderia
is a key bacterial group for MEP-degradation in soil environ-
ments. Remarkably, Burkholderia species were also found to
degrade other organophosphorus insecticides, which includes
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FIGURE 5 | Relative abundance of Burkholderia OTUs in MEP-sprayed

soils. Relative abundance of 16S rRNA gene sequences assigned to
different OTUs (100% sequence identity thresholds) of the genus
Burkholderia in the MEP-degrading isolates (A,B) and the deep sequence

libraries (C–F). (A,C,E) Soil S; (B,D,F) soil N. Data showed the top 4 or 10
OTUs with high frequency in Burkholderia isolates or sequences,
respectively. OTUs with asterisks were subjected to phylogenetic analysis
(see Figure 6).

parathion, methyl parathion, glyphosate, and chlorpyrifos-
methyl (Keprasertsupa et al., 2001; Kuklinsky-Sobral et al., 2005;
Kim et al., 2007b, 2009). Considering that MEP-degrading strains
of Burkholderia frequently show cross-acclimation against other
organophosphorus compounds (Hayatsu et al., 2000; Kim and
Ahn, 2009; Kim et al., 2009; Kikuchi et al., 2012), Burkholderia
might have a pivotal role in the degradation of various insec-
ticides. To clarify this point, it would be of great interest to
also employ a deep sequencing survey of 16S rRNA genes
for various types of organophosphorus insecticide-contaminated
soils.

OTHER BACTERIAL GROUPS RESPONDING TO MEP-SPRAYING
Previous studies have isolated and characterized MEP-degrading
bacteria from genera Cupriavidus, Pseudomonas, Sphingomonas,
Corynebacterium, Arthrobacter, and Burkholderia (Tago et al.,
2006; Zhang et al., 2006; Kim et al., 2009). In addition to
Burkholderia, members of genera Dyella, Ralstonia, Pandoraea,
and Achromobacter were also isolated as MEP-degrading bac-
teria in our culture-dependent experiments (Figure 2). Hence,
this is the first record of MEP-degrading strains from these four
genera, suggesting that broader taxonomic groups could con-
tribute to MEP-degradation in natural soil environments. Some
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FIGURE 6 | Phylogenetic analysis of Burkholderia strains dominating

in MEP-sprayed soils. A neighbor-joining tree inferred from aligned
255 bp sequences of 16S rRNA gene is shown. Phylogenetic placements
of OTUs (OTUs at 100% identity thresholds) of Burkholderia, identified
from the MEP-degrading isolates and deep sequences, were estimated.
Among dominant OTUs in each soil samples, top 3 OTUs (see Figure 5)
were included in the analysis. Red and blue colored OTUs are detected
from soil S and soil N, respectively. Outline letters on a filled background
indicate OTUs determined by the isolation. Colored letters on a white

background indicate OTUs detected by the deep sequencing. Asterisks
indicate MEP-degrading Burkholderia strains. Clade names of SBE
(stinkbug-associated beneficial and environmental group), Bcc
(Burkholderia cepacia complex), and PBE (plant-associated beneficial and
environmental group), respectively, according to Itoh et al. (2014), Coenye
et al. (2001), and Suárez-Moreno et al. (2012), are shown on the right
side. Bootstrap values higher than 50% are depicted at the nodes. The
16S rRNA sequence of Pandoraea pulmonicola (AF139175) was used as
an outgroup.

strains of Ralstonia and Achromobacter have already been reported
to degrade organophosphorus compounds that are analogous
to MEP, particularly fenamifos (organophosphorus nemati-
cide) and methyl parathion (organophosphorus insecticide),
respectively, (Zhang et al., 2005; Cabrera et al., 2010). Similar to

Burkholderia strains, these bacteria probably have an ability for
cross-acclimation toward other organophosphorus compounds.

In addition to the complete degradation of MEP by a
single bacterium, the cooperative degradation of MEP has
also been reported in vitro. In this case, MEP-hydrolyzing
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and MEP-hydrolysate-degrading bacteria cooperate for complete
consumption of the chemical compound (Katsuyama et al.,
2009). Previous studies have shown that some Burkholderia
strains, though ineffective against MEP, are able to degrade
its hydrolysate, 3-methyl-4-nitrophenol (Kim et al., 2007a;
Katsuyama et al., 2009). Hence, some of the increasing bac-
teria identified by deep sequencing (Figure 4) from the MEP-
sprayed soils might be directly involved in the hydrolysis of MEP,
while others might contribute to the degradation of the result-
ing hydrolysates. Such a synergistic interaction among bacterial
species could promote efficient degradation of MEP in soils.

METHYLOTROPHS COULD PLAY A ROLE IN MEP-DEGRADATION
Notably, deep sequencing revealed that the frequency of
Methylobacillus, Methylobacterium, and Methylophilus, which
were never detected by the culture-dependent approach in this
study and from previous researches (Tago et al., 2006; Zhang
et al., 2006; Kim et al., 2009), also dramatically increased in
soils after MEP-spraying (Figure 4). Most members of these gen-
era are methylotrophic, that is, they actively use one-carbon
compounds such as methanol as a sole carbon source (Kolb
and Stacheter, 2013). Past studies have demonstrated that bacte-
ria break down MEP into 3-methyl-4-nitrophenol and dimethyl
phosphate during the initial hydrolysis step (Spillner et al., 1979;
IPCS, 1992) (Figure 7). Though the succeeding stages for biode-
grading the former aromatic compound have been described in
detail (Spillner et al., 1979; IPCS, 1992; Hayatsu et al., 2000),
the fate of dimethyl phosphate in soil still remains unclear. In
the case of the degradation of paraoxon, an analog of MEP,
the initial hydrolysis process produces diethyl phosphate, which
is then further hydrolyzed into two molecules of ethanol by
Delftia acidovorans and Pseudomonas putida through phosphodi-
esterase and phosphatase enzymes (Tehara and Keasling, 2003).

Although speculative, dimethyl phosphate may also be hydrolyzed
into two molecules of methanol by a similar route during MEP-
degradation. If so, the methylotrophs detected in this study
may consume and utilize such generated methanol for growth
(Figure 7).

It has been reported that accumulated methanol is harmful to
organisms that are unable to metabolize it (Martin-Amat et al.,
1978). In fact, growth of MEP-degrading Burkholderia strains iso-
lated in this study was depressed by a tiny amount of methanol
contamination (Figure S4). If methylotrophs rapidly consume
any methanol generated during MEP-degradation, they might
protect other bacteria involved in the overall degradation pro-
cess from the toxicity of this by-product. This could probably
lead to better growth of such relevant bacterial communities,
thus contributing to more efficient and complete mineraliza-
tion of MEP. This hypothesis could be verified through future
evaluations on the (1) degradability of dimethyl phosphate by
methylotrophs and (2) co-culture of MEP-degrading bacteria and
methylotrophs.

CONCLUDING REMARKS
This study demonstrated the effect of MEP-spraying history
to the microbial succession under MEP application and iden-
tified key bacteria for MEP-degradation by performing both
culture experiments and high-throughput sequencing. Owing to
the enormous information generated by the deep sequencing of
bacterial 16S rRNA gene, we comprehensively revealed the com-
munity structures of bacterial species responding to MEP, and
found previously unseen members, methylotrophs, that may play
an important role in the complete degradation of MEP in soil
environments. In contrast, it should be noted that the partial
sequencing of 16S rRNA gene gave us only indirect informa-
tion about the MEP-degrading strains. In fact, our previous study

FIGURE 7 | Proposed biodegradation pathway of MEP. In addition to the
utilization of 3-methyl-4-nitrophenole by Burkholderia and other bacteria,
methanol generated from hydrolysis of dimethyl phosphate might be used as
a carbon source by soil bacteria like methylotrophs. †P=S was rapidly

substituted to P=O by oxidation in environment (Bajgar, 2004; Karpouzas and
Singh, 2006). ††(CH3O)2POOH + 2H2O → 2CH3OH + PO3−

4 + 3H+. ††† The
ring cleavage process has been reported in the biodegradation of MEP or
MEP analog (Hayatsu et al., 2000; Zhang et al., 2006).
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reported that even Burkholderia strains exhibiting high (>99.8%)
sequence similarities in 16S rRNA gene possess quite differ-
ent MEP-degrading activities (Kikuchi et al., 2012). Sequencing
of functional genes involved in the MEP-degradation pathway
might give more direct information for MEP-degradation in
environmental soils, although MEP-degradation genes are not
well understood (Singh, 2009). In addition, fungal biodegrada-
tion of MEP has been also reported (Baarschers and Heitland,
1986), although here we focused only on bacteria. Metagenomic
approaches of functional genes and more comprehensive sur-
vey including fungal communities in soils should improve our
knowledge of MEP-degradation by soil microorganisms.
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Many studies have been performed on microbial community succession and/or
predominant taxa during the composting process; however, the ecophysiological roles
of microorganisms are not well understood because microbial community structures
are highly diverse and dynamic. Bacteria are the most important contributors to the
organic-waste decomposition process, while decayed bacterial cells can serve as readily
digested substrates for other microbial populations. In this study, we investigated the
active bacterial species responsible for the assimilation of dead bacterial cells and
their components in aerated pig manure slurry by using 13C-labeled bacterial biomass
probing. After 3 days of forced aeration, 13C-labeled and unlabeled dead Escherichia
coli cell suspensions were added to the slurry. The suspensions contained 13C-labeled
and unlabeled bacterial cell components, possibly including the cell wall and membrane,
as well as intracellular materials. RNA extracted from each slurry sample 2 h after
addition of E. coli suspension was density-resolved by isopycnic centrifugation and
analyzed by terminal restriction fragment length polymorphism, followed by cloning and
sequencing of bacterial 16S rRNA genes. In the heavy isotopically labeled RNA fraction,
the predominant 13C-assimilating population was identified as belonging to the genus
Acholeplasma, which was not detected in control heavy RNA. Acholeplasma spp. have
limited biosynthetic capabilities and possess a wide variety of transporters, resulting in
their metabolic dependence on external carbon and energy sources. The prevalence of
Acholeplasma spp. was further confirmed in aerated pig manure slurry from four different
pig farms by pyrosequencing of 16S rRNA genes; their relative abundance was ∼4.4%.
Free-living Acholeplasma spp. had a competitive advantage for utilizing dead bacterial
cells and their components more rapidly relative to other microbial populations, thus
allowing the survival and prevalence of Acholeplasma spp. in pig manure slurry.

Keywords: stable isotope probing, dead bacterial biomass, assimilation, heterotroph, aerated slurry,
Acholeplasma
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INTRODUCTION

Composting is a waste treatment process by which organic
material is degraded and stabilized to produce fertilizer
and amend soil. Aerobic bacteria are the most important
decomposers during the composting process; they obtain energy
by oxidizing organic material, especially the carbon fraction.
Composting is typically applied to solid waste; however, aerobic
treatment is also effective for liquid waste. Animal manure
slurry consisting of a mixture of feces and urine is normally
stored in a manure pit until land application. During storage,
malodorous compounds such as volatile fatty acids and amines,
indoles, phenols, ammonia, and sulfur-containing compounds
accumulate due to the anaerobic degradation of organic matter
(Zhu, 2000). When the stored slurry is then directly applied to
agricultural fields, it often leads to complaints from residents
of surrounding areas. In addition, the application of excessive
amounts of easily digestible organic matter is phytotoxic to
plants. Forced aeration of manure slurry has been employed to
mitigate slurry odor and stabilize its quality.

In batch solid/liquid composting, the majority of organic
carbon is derived from a single initial input present within
the substrate itself. Labile substrates are consumed first by
copiotrophic microbial taxa, which are later replaced by more
oligotrophic taxa that metabolize the remainingmore recalcitrant
organic carbon pools (Fierer et al., 2010). It is hypothesized
that microbial populations that arise due to slurry aeration
are responsible for degrading the complex mixture of organic
matter such as intestinal cells, microbial cells, undigested
feed, or soluble organic carbons, including odorous substances.
Within several hours of initiating aeration, a distinct shift
in bacterial community structure occurs, accompanied by
drastic changes in slurry conditions, including physicochemical
parameters such as pH, oxidation-reduction potential (ORP),
and reducing organic carbon (Hanajima et al., 2009, 2011).
Bacteria act as important decomposers in an aerated slurry
environment, while decayed bacterial cells can serve as readily
digested substrates for other microbial populations. Biomass
accumulation is often highest in the earlier stages of the
composting process, tapering off as succession progresses
(Fierer et al., 2010). Decay of the accumulated biomass
releases ammonia during the decomposition process and may
trigger the regrowth of unfavorable microbial populations (e.g.,
pathogens).

There have been many studies on microbial community
succession and/or predominant taxa during the composting
process (Ishii and Takii, 2003; Danon et al., 2008; Hanajima
et al., 2009, 2011). However, the ecophysiological roles of
microorganisms are not well understood because microbial
community structures are highly diverse and dynamic. Stable
isotope probing (SIP) has been used to investigate the link
between the metabolic functions and phylogenetic identities
of uncultured microorganisms in natural environments (Hori
et al., 2007; Lee et al., 2011). For instance, SIP of rRNA has
been used to trace the incorporation of 13C-labeled substrates
by microorganisms, which has advanced our understanding
of metabolically active microbial species in a particular

environment. Isotopically labeled rRNA is density-resolved by
isopycnic centrifugation, and the density fraction of rRNA
is analyzed by fingerprinting techniques and subsequently
identified by cloning and sequencing. It was previously reported
that carbon from bacterial biomass is incorporated into a soil
microbial food web (Lueders et al., 2006; Murase et al., 2011);
however, carbon flow mediated by microbial communities has
been poorly studied in copiotrophic environments such as
solid/liquid compost.

The objective of the present study was to identify active
heterotrophic bacteria that are able to directly incorporate the
dead Escherichia coli cells and their components present in
aerated pig manure slurry. To achieve this objective, E. coli cells
were cultivated with 13C-labeled and unlabeled glucose to prepare
13C-labeled and unlabeled bacterial biomass, respectively. These
cells were heat-inactivated and dead cells and their components
were added as substrates to aerated pig manure slurry. To clarify
the fate of dead cells and their components, the incorporation of
the substrate-derived 13C into bacterial rRNA was investigated.
After identifying the microorganisms that assimilated carbon
from dead bacterial cells and their components by using SIP of
rRNA, their widespread distribution in several pig manure slurry
was examined by pyrosequencing of 16S rRNA genes.

MATERIALS AND METHODS

SIP with 13C-labeled Bacterial Biomass
in Aerated Pig Manure Slurry
Preparation of Pig Manure Slurry
Fresh pig feces were collected from a pig fattening house at the
National Institute of Livestock and Grassland Science (Tsukuba,
Japan). The feces were transported to Hokkaido Agricultural
Research Center (Sapporo, Japan) in a cold box, and mixed
with distilled water (dry weight of feces:weight of distilled
water = 1:14). The mixture was filtered through a metallic sieve
(0.5-mm mesh size) to remove large suspended solids that resist
biological degradation. We simulated the actual content of pig
manure slurry by adding 2 g urea instead of urine to 1 l of the
filtered mixture.

Preparation of 13C-labeled Bacterial Cells as a
Substrate for SIP
To obtain 13C-labeled bacterial biomass, E. coli strain NBRC
3301 was cultured on mineral medium [(6.97 g l−1 Na2HPO4,
3.42 g l−1 KH2PO4, 0.2 g l−1 MgCl2·7H2O, 1.0 g l−1 NH4Cl,
0.1 g l−1 CaCl2, 0.01 g l−1 FeSO4, 0.2 mg l−1 ZnSO4, and
0.2 mg l−1 MnSO4 (pH 7.2)] (Kindler et al., 2006) containing
2 g l−1 13C-labeled glucose (D-glucose–13C6, min. 99 atom%
13C; Sigma–Aldrich, St. Louis, MO, USA). Unlabeled cells for
the control experiment were obtained by cultivation on the same
medium except for containing unlabeled glucose in place of 13C-
labeled glucose. Cultures were incubated on a rotary shaker at
37◦C and 200 rpm. E. coli cultures were incubated for 16 h
and cells were harvested by centrifugation (4,000 × g, 10 min,
4◦C) and washed three times with phosphate-buffered saline
(PBS; pH 7.2). The labeling of E. coli cells was 97.5 13C atom%.
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13C-labeled or unlabeled E. coli cell pellets were resuspended
in 35-ml PBS and the number of viable cells in the suspension
was counted by plating on LB agar (BD Biosciences, Franklin
Lakes, NJ, USA). 13C-labeled and unlabeled E. coli suspensions
(2.2 × 1010 CFU/ml) were inactivated by heating at 90◦C
for 30 min and stored at −20◦C until use. The suspensions
contained 13C-labeled and unlabeled bacterial cell components
possibly including cell wall andmembrane, as well as intracellular
materials (e.g., amino acids and fatty acids).

Batch Treatment of Aerated Pig Manure Slurry
Supplemented with 13C-labeled Biomass
Two batch aerobic treatments were carried out in a 5-l jar
fermenter (TJM-502WS; Takasaki Scientific Instruments Corp.,
Saitama, Japan) containing 1.5-l manure slurry and equipped
with a foam cutter. The liquid was maintained at 40◦C and stirred
at 350 rpm. Constant airflow at 50 ml min−1 l−1 was provided
from the bottom of the jar fermenter through a ceramic stone
diffuser (1.2 cm inner diameter × 5.5 cm) for 5 days. This airflow
rate corresponds to the average value used by farmers in Japan (1–
5 m3 air h−1 m−3 slurry) (Japan Livestock Industry Association,
1989). On day 3 after aeration was initiated, 30-ml suspensions of
13C-labeled dead E. coli and unlabeled dead E. coli (control) were
added to the aerated slurry. Every 30 min, the ORP and pH of the
slurry were automatically measured and recorded (Thermodac
EF, Model 5020A; Eto Electrics, Tokyo, Japan). The slurry in the
reactor was periodically sampled using a syringe. Samples were
stored at −80◦C for subsequent molecular analyses.

Physicochemical Analyses of Aerated Slurry
Moisture content was determined by drying samples for 24 h
at 105◦C. Chemical oxygen demand (CODCr) was measured
using the closed reflux colorimetric method in reaction tubes
with prepared reagents provided by Hach Company (Loveland,
CO, USA), according to the manufacturer’s instructions. Analysis
of δ13C was carried out at the International Research Center
for Agricultural Sciences (Tsukuba, Japan) using an infrared
mass spectrometer (Finnigan Delta PLUS XP; Thermo Scientific,
Hamburg, Germany) connected to an element analyzer (EA Flash
1112; Carlo Erba, Milan, Italy). To detect total carbon, freeze-
dried slurry samples were incinerated in the element analyzer
furnace and separated as pure CO2 gas, a small quantity of which
was used to measure the ratio of 13CO2/12CO2 as different mass
weights of 45/44 to obtain δ13C (�).

RNA Extraction and Density Gradient Centrifugation
RNA was extracted from 0.5 ml of slurry samples that were
obtained after 2- and 6-h incubations with 13C-labeled and
unlabeled dead E. coli cells using a direct lysis protocol involving
bead beating (Noll et al., 2005). Total RNA was quantified using
the Ribogreen RNA quantification kit (Invitrogen, Karlsruhe,
Germany) according to the manufacturer’s instructions. RNA
extracts (500 ng RNA) from 13C-labeled and unlabeled samples
were mixed with cesium trifluoroacetate (CsTFA) (Wako Pure
Chemical Industries Ltd., Osaka, Japan) solution. The mixture
was subjected to equilibrium density gradient centrifugation as
previously described (Lueders et al., 2004). The RNA density

gradients were fractionated, and their CsTFA buoyant density
(BD) was determined (Lueders et al., 2004).

Reverse Transcription (RT)-PCR and Terminal
Restriction Fragment Length Polymorphism (T-RFLP)
Analysis
Each density fraction of RNA from 13C-labeled and unlabeled
samples was subjected to RT-PCR using a PrimeScript RT-PCR
kit (Takara Bio, Otsu, Japan) for T-RFLP fingerprinting. The PCR
primer set 27f (5′-AGA GTT TGA TCM TGG CTC AG-3′-6-
carboxyfluorescein) and 926r (5′-CCGTCAATTCCTTTRAGT
TT-3′) was used to amplify bacterial 16S rRNA genes. RT was
carried out at 65◦C for 5 min for annealing, followed by 42◦C
for 30 min and 95◦C for 5 min for transcription. The thermal
profile for PCR amplification consisted of 20 cycles of 94◦C for
30 s, 52◦C for 30 s, and 72◦C for 1min under stringent conditions,
followed by final extension at 72◦C for 5 min. RT-PCR products
were verified by electrophoresis on a 1.5% agarose gel and were
purified using the MonoFas DNA purification kit (GL Sciences,
Tokyo, Japan). Two hundred nanograms of the amplicon was
digested with MspI (Nippon Gene, Tokyo, Japan) and then
desalted by ethanol precipitation. Prior to electrophoresis, 1 μl of
the digests was resuspended in 12 μl Hi-Di formamide (Applied
Biosystems, Foster City, CA, USA) and 0.5 μl of GeneScan
600 LIZ Size Standard (Applied Biosystems). The mixture was
denatured at 95◦C for 3 min and cooled immediately on ice. Size
separation of T-RFs was performed using an ABI 310 genetic
analyzer (Applied Biosystems).

Cloning and Sequencing of the RNA Density
Fractions
Selected density fractions of RNA were amplified for cloning
using the primer set 27f/926r under the thermal conditions
described above. RT-PCR products were ligated into the pGEM-T
Easy vector (Promega, Madison, WI, USA) and the ligated
product was used to transform ECOS competent E. coli
JM109 cells (Nippon Gene, Tokyo, Japan) according to the
manufacturer’s instructions. We randomly selected 63 clones
from 13C-labeled samples and 92 clones from unlabeled samples.
The 16S rRNA segments were sequenced on a 3130xl Genetic
Analyzer (Applied Biosystems) using the BigDye Terminator
V3.1 cycle sequencing kit (Applied Biosystems). The 16S rRNA
gene sequences obtained was compared with those in the
nucleotide sequence database by using the BLAST program1.
Chimeric structures were detected by separately analyzing the
phylogenies of terminal stretches at the 5′ and 3′ ends, known
as fractional treeing (Ludwig et al., 1998).

Analysis of Bacterial Communities in Pig
Manure Slurry Samples using
Pyrosequencing
Preparation of Aerated Pig Manure Slurry from
Different Pig Farms
To analyze bacterial communities in aerated pig manure slurry,
samples from four different locations (designated as R, N, O,

1http://ddbj.nig.ac.jp/blast/
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and K) were collected. N corresponded to a pig fattening house
at the National Institute of Livestock and Grassland Science,
and R, O, and K were pig farms located in various areas of
Japan separated by a distance of at least 300 km. Pig feces were
transported to Hokkaido Agricultural Research Center in a cold
box and slurry samples were prepared as described above. Batch
aerobic treatment of the slurry was also performed as described,
except that a 3-l volume was used. To prevent bacterial cross-
contamination between samples, the jar fermenter including
sensors and air inlet were autoclaved prior to each batch aerobic
treatment. Air was supplied through a filter with a pore size of
0.22 μm.

Barcoded Pyrosequencing of Bacterial 16S rRNA
Genes
Total genomic DNA from pig manure slurry was extracted using
the UltraClean Fecal DNA Isolation kit (MO BIO, Carlsbad, CA,
USA) according to the manufacturer’s instructions. The V4–V5
regions of the bacterial 16S rRNA gene were amplified using
primers T6m563F (5′-NNNNNN-AYTGGGYDTAAAGNG-3′)
and T6m926R (5′-NNNNNN-CCGTCAATTCMTTTRAGT-3′),
where NNNNNN denotes a unique 6-mer barcode. PCR
amplification was performed on a T100 thermal cycler (Bio-
Rad, Hercules, CA, USA) in a 50-μl reaction volume containing
the BIOTAQ HS DNA Polymerase mixture (Bioline, London,
UK), 1 μl genomic DNA, and 20 pmol of each primer. The
reaction conditions were as follows: 95◦C for 10 min; 20 cycles
of 94◦C for 30 s, 52◦C for 30 s, and 72◦C for 1 min; and
72◦C for 5 min. PCR products were resolved by electrophoresis
on a 1.5% agarose gel and the DNA band of the correct size
was excised and purified using the MonoFas DNA purification
kit. Equal amounts of purified PCR product were pooled and
ligated with adapters using the GS Titanium Rapid Library
Preparation kit (Roche, Mannheim, Germany). Pyrosequencing
was carried out on a 454 GS Junior instrument (Roche) following
the Roche Amplicon Lib-L protocol, and the resulting sequencing
reads were analyzed using the Ribosomal Database Project
(RDP) pyrosequencing pipeline2 (Wang et al., 2007) with default
parameters (maximum number of Ns = 0 and minimum average
quality score = 20). Pyrosequencing reads were assigned to
specific samples based on their unique bar codes; these as well
as primers were then trimmed off. DECIPHER was used to
identify chimeric sequences3 (Wright et al., 2012). Taxonomic
assignment of bacterial high quality reads was performed using
the RDP naive Bayesian rRNA Classifier with 80% confidence
thresholds.

Phylogenetic Analyses and Deposition of
Identified 16S rRNA Genes
Phylogenetic Analyses of 16S rRNA Gene Sequences
Phylogenetic analyses were carried out using MEGA software
version 6 (Tamura et al., 2013). Phylogenetic trees with reference
16S rRNA sequences (>1,400 nucleotides) and representative
partial 16S rRNA sequences (i.e., ∼850 bp from clone analysis

2http://pyro.cme.msu.edu/
3http://decipher.cee.wisc.edu/

or 325 bp from pyrosequencing) obtained in this study were
analyzed using the neighbor-joining method. Bootstrap values
were obtained from 1,000 replicates.

Nucleotide Sequence Accession Numbers
Nucleotide sequence data obtained in this study have been
deposited in the DNA Data Bank of Japan4 under accession
numbers LC055721–LC055728.

RESULTS

Aerated Slurry Conditions and Addition
of Labeled Biomass
Organic matter in pig manure slurry decreased linearly from
35,000 to 15,000 mg l−1 over 5 days of aeration, as evaluated by
CODCr (Figure 1A). 13C-labeled or unlabeled dead E. coli cell
suspension was added on day 3; at this point, the CODCr value
was approximately 21,000 mg l−1, while the value for 13C-labeled
or unlabeled dead E. coli cell suspension was 34,510 mg l−1.
Hence, the bacterial suspension (30 ml) corresponded to 3.3%
of the total CODCr of the bulk slurry. Immediately after adding

4http://www.ddbj.nig.ac.jp

FIGURE 1 | Changes in (A) CODCr and (B) 13C atom% in aerated pig
manure slurry. Closed and open circles represent treatments with
13C-labeled and unlabeled (control) dead Escherichia coli cells, respectively.
Arrows represent the time at which dead E. coli cells were added and
sampling times (2 and 6 h later).
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13C-labeled bacterial biomass, the CODCr value of the slurry
did not change significantly, while 13C atom% increased from
1.07 to 3.76% (Figure 1B) and then decreased to 2.44% on day
5. The ORP decreased to less than −400 mV within 12 h of
the operation (Supplementary Figure S1A). This low ORP value
lasted through day 3. After day 3, ORP began to increase and
finally reached −30 mV on day 5. The pH fluctuated between
8.1 and 8.6 during the process (Supplementary Figure S1B).
The time courses of ORP and pH were similar between runs
incubated with 13C-labeled and unlabeled dead E. coli cells and
their components.

Bacterial Community Structures in RNA
Density Gradients
RNA-based SIP was performed to identify bacterial populations
capable of assimilating bacterial biomass in aerated pig manure
slurry 2 and 6 h after adding dead E. coli cell suspension. Bacteria-
specific amplicons were obtained from density fractions with the
highest BD (>1.811 g ml−1) obtained for the 13C-labeled sample,
while no amplicons were obtained in this fraction (>1.811 g
ml−1) in unlabeled control samples. T-RFLP fingerprinting
patterns were similar in light fractions of RNA (BD: 1.760–1.786 g
ml−1) after a 2-h incubation (Figure 2). The community profiles
changed with increasing BD in 13C-labeled samples, in which two
major T-RFs (277 and 278 bp in length) predominated in heavy
fractions (BD:>1.811 gml−1), accounting for∼71% of total peak
heights. However, this predominance was not observed either
in light fractions (BD < 1.786 g ml−1) of 13C-labeled samples
or in entire-range fractions of unlabeled samples. In addition,
the two T-RF peaks differed from that of the 16S rRNA from
13C-labeled dead E. coli cells (Figure 2). Although several minor
T-RFs (94, 96, 151, 296, and 300 bp) were detected in heavy
fractions, most of these were also present in light fractions. A high
relative abundance of the two major peaks, reaching ∼62% of
total peak heights, was still detected in heavy fractions after 6 h
(Supplementary Figure S2).

Phylogenetic Identification of Bacteria
Incorporating 13C-labeled Bacterial
Biomass
Major populations found in heavy fractions by T-RFLP were
identified by cloning and sequencing their 16S rRNAs from
13C-labeled and unlabeled samples. Phylogenetic affiliation and
number of 16S rRNA clones are shown in Table 1. A high relative
abundance of Acholeplasma sequences was present in heavy
fractions of 13C-labeled sample as compared to unlabeled sample
(63% of total clones). T-RF sizes of the sequences were estimated
to be 277 and 278 bp, which corresponded to the major peaks
in the T-RFLP fingerprint (Figure 2). These clones were related
to Acholeplasma axanthum (90–94% sequence identity, 850 bp
in length); two representative sequences, AS1 and AS2, were
obtained (Figure 3) that belonged to clades that were distinct
from the only free-living Acholeplasma, A. laidlawii (∼88%
sequence identity, 850 bp in length). Besides Acholeplasma,
specific sequences of Clostridia or Bacteroidia were obtained
from the heavy fraction in 13C-labeled samples. However, some of
these were also detected as minor T-RFs in the unlabeled T-RFLP
fingerprint. A large fraction of clones in the unlabeled sample
library was related to Bacilli (57% of total clones), Clostridia
(12%), γ-Proteobacteria (11%), and Corynebacterium (11%); only
one clone related to Acholeplasma was obtained.

Prevalence of Acholeplasma in Different
Sources of Aerated Pig Manure Slurry
To evaluate the prevalence of Acholeplasma bacteria, pig manure
slurry was obtained from four different locations (R, N, O, and
K) in Japan. The pig manure slurry was sampled 3 days after the
start of aeration; the sampling time was same as for SIP. Bacterial
community composition was analyzed by pyrosequencing of
16S rRNA genes. The relative abundances of the Acholeplasma
sequences (323 or 325 bp in length) in the four sample libraries
were as follows: R, 4.5% (29 out of 649 sequences); N, 0.6% (10

FIGURE 2 | Terminal restriction fragment length polymorphism (T-RFLP) fingerprints of bacterial 16S rRNA separated by isopycnic centrifugation
from (A) 13C-labeled and (B) unlabeled samples 2 h after addition of dead E. coli cell suspension. T-RFLP fingerprint of (C) the dead E. coli cell suspension
is shown in the square with broken lines. The CsTFA BD (g ml−1) of each fraction is shown in square brackets. The arrow indicates specific T-RFs observed in the
heavy fraction of a 13C-labeled sample.
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TABLE 1 | Phylogenic affiliations, T-RF length, and number of 16S rRNA clones obtained from the highest-density fraction of bacterial RNA following
addition of 13C-labeled and unlabeled bacterial biomass.

Phylogenetic group 13C-labeled Unlabeled

Clones (n) T-RF (bp) Clones (n) T-RF (bp)

Acholeplasma 39 277, 278 (71%), 279 1 278

Bacilli

Bacillus 3 153, 165, 168 11 155, 167, 169 (4%)

Planococcaceae 1 151 25 145, 147, 151 (25%), 159, 558

Lactobacillus – – 10 29, 181 (2%)

Streptcoccus – – 6 555 (3%)

Clostridia

Sporanaerobacter 4 296 – –

Tissierella 2 300 – –

Proteiniborus 1 167 – –

Clostridium XI – – 6 195 (5%)

Clostridium sensu stricto – – 2 520

Cryptanaerobacter – – 2 508

Clostridium XlVa – – 1 287

Bacteroidia

Petrimonas 6 94 (3%) – –

Proteiniphilum 2 96 1 96

α-Proteobacteria 2 150 2 439

β-Proteobacteria – – 4 129, 488, 496

γ-Proteobacteria 1 123 10 123 (10%), 226

Erysipelothrix 1 173 — —

Corynebacterium – – 10 165 (25%)

Flavobacterium – – 1 29

Total 62 92

T-RF detected for more than five clones within a group is indicated in boldface. Relative abundance of corresponding peaks in the T-RFLP profile is presented in
parentheses.

out of 1583 sequences); O, 0.2% (3 out of 1431 sequences); and
K, 3.9% (44 out of 1128 sequences). All representative sequences
obtained from these libraries were similar to the bacteria (i.e.,
AS1 or AS2) obtained in the 13C-labeled sample (100% sequence
identity, 323 or 325 bp in length) (Figure 3).

DISCUSSION

Forced aeration of pig manure slurry has been used to
mitigate odor emission and stabilize slurry quality. During
this process, the bacterial community—mainly comprising pig
gastrointestinal bacteria in raw manure—immediately shifts to
become predominantly composed of Bacilli (Hanajima et al.,
2009). Bacillus species are ubiquitous and are typically but
variably capable of growing aerobically on complex, low
molecular mass substrates (Sneath, 1986). These bacteria are
implicated in organic matter degradation under aeration, which
converts a portion of decayed bacterial biomass to carbon
dioxide, ammonia, and/or water; however, it was assumed
that a significant fraction of decayed bacterial biomass is
recycled by newly proliferating populations. If the slurry
is mixed thoroughly under stirring and forced aeration
within the reactor, most microorganisms have access to

bacterial cell components (e.g., cell wall and membrane, as
well as intracellular materials) from decayed bacterial cells.
However, with longer incubation times, carbon derived from
labeled microbial products rapidly spread throughout the
slurry microorganisms via trophic interactions. We therefore
focused on identifying the first-to-arrive scavengers in the
aerated slurry, and demonstrated by SIP of rRNA that dead
cells and their components were incorporated specifically by
Acholeplasma.

Dead cells and their components were added just prior to
ORP elevation. ORP is closely linked to the level of dissolved
oxygen (DO) in slurry, and a decline in ORP has been attributed
to increased DO consumption by microorganisms (Hanajima
et al., 2009). In contrast, a reduction in available carbon in
slurry decreases the requirement for oxygen in the decomposition
of carbon substrates. This fluctuation in ORP is generally
observed during aerated slurry treatment, and drastic shifts in
bacterial community composition occur along with changes in
ORP (Hanajima et al., 2009, 2011). Under these conditions,
a certain amount of dead bacterial cells is likely produced in
response to drastic shifts in the bacterial community. To prevent
the continued existence and/or proliferation of 13C-labeled
E. coli in aerated slurry, cell cultures were inactivated before
their addition as substrate. Given that the bacterial suspension
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FIGURE 3 | Phylogenetic tree generated with the neighbor-joining method showing relationships among clones obtained from aerated pig manure
slurry samples. Clones were designated AS (heavy fraction of 13C-labeled sample, in boldface) and RF, NF, CF, or KF (sequences obtained from slurry from four
different pig farms). Numbers in parentheses for AS1 and AS2 represent expected T-RF lengths of clones. Bootstrap values are shown at each node that had >70%
support in a bootstrap analysis of 1,000 replicates. Scale bar represents 5% sequence divergence. DNA Data Bank of Japan/European Molecular Biology
Laboratory/GenBank accession numbers of reference sequences are given.

was <3.3% of the total CODCr of bulk slurry, it had little
influence on the aerobic treatment process. Moreover, E. coli
suspensions were not contaminated with Acholeplasma and none
of the T-RFs derived from 13C-labeled E. coli were detected
in the T-RFLP fingerprint. Therefore, sequences enriched in
heavy fractions of RNA were derived from metabolically active
bacteria that assimilated the 13C-labeled dead cells and their
components. It was noted that these heavy fractions contained
Acholeplasma sequences. Because none of the Acholeplasma-
related T-RFs were observed in the unlabeled control or light
fractions of the 13C-labeled sample, it was concluded that
Acholeplasma was directly involved in the utilization of the
dead cells and their components, albeit at a small population
size.

Bacteria of the class Mollicutes, which includes the genus
Acholeplasma, are widespread in nature and engage in a parasitic
lifestyle; they are characterized by the absence of a cell wall
and drastic reduction of genome size (Razin et al., 1998).
Acholeplasma spp. possessing relatively large genomes of 1.5–
1.8 Mbp (Lazarev et al., 2011), do not require sterols for
cultivation, and are able to synthesize fatty acids from precursors,
unlike other mycoplasma (Saito et al., 1977). Acholeplasma
members have been detected as parasitic bacteria in nearly all
organisms, including plants, crustaceans, mammals, and insects

(Atobe et al., 1983; Clark et al., 1986; Tully et al., 1994; Chen et al.,
2011). One of the best-characterized species is A. laidlawii, which
is regarded as a universalist that adapts to various environmental
conditions. It was isolated from wastewater and is the only
known Acholeplasma capable of surviving and reproducing in
animals and plants through a parasitic lifestyle and in wastewaters
through a free-living lifestyle (Lazarev et al., 2011). However,
Acholeplasma sequences obtained in this study constituted a clade
distinct from that of A. laidlawii, demonstrating for the first
time that another free-living Acholeplasma species exists and is
metabolically active in aerated slurry. Acholeplasma sequences
have been previously detected in swine waste lagoons (Goh
et al., 2009), aerated pig manure slurry (Hanajima et al., 2009),
and pigpen pit slurry (Hwang et al., 2014). The latter study
found a relative abundance of 3.5% from Acholeplasma in pig
manure slurry, which is in accordance with results from our
survey of four different farm samples (∼4.4%). These results
strongly suggest that Acholeplasma is prevalent in the pig
manure slurry environment. In addition to these environments,
Acholeplasma were found in marine sediments (Masui et al.,
2008; Imachi et al., 2011), suggesting that these organisms are
concentrated in copiotrophic environments in which bacterial
cell components released from decayed microbial biomass
accumulate.
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It is widely known that Mollicutes have limited biosynthetic
capabilities (Fraser et al., 1995; Sasaki et al., 2002; Vasconcelos,
2005); these are primarily for energy acquisition, with synthetic
pathways being considerably reduced or absent. As such, many
nutrients must be obtained from external sources (e.g., the host
organism). Metabolic and genomic analyses have been carried
out to elucidate the principles of metabolic regulation and
adaptation to environmental conditions by Mollicutes (Lazarev
et al., 2011; Kube et al., 2014; Vanyushkina et al., 2014). The
Acholeplasma genome encodes a wide variety of ATP-binding
cassette (ABC) transporters, and most genetic modules are
implicated in the conversion of intermediates and are linked
to ABC transporter genes for the uptake of oligopeptides
and amino acids (Kube et al., 2014). This demonstrates that
Acholeplasma are capable of incorporating oligopeptides and
amino acids released from dead cells and their components.
However, this raises questions about the assimilation of labile
carbon sources by heterotrophic bacteria in slurry, such as why
only the rRNA recovered from Acholeplasma was 13C-labeled
despite most heterotrophic bacteria having access to dead cells
and their components, and why 13C-labeled rRNA was recovered
after a very short (2-h) incubation period. Acholeplasma has
the capacity to generate dNTPs from adenosine, guanosine,
uracil, and thymine (Kube et al., 2014), and A. laidlawii was
reported to incorporate nucleic acid precursors during the first
4 h of incubation in medium (McIvor and Kenny, 1978). The
detection of 13C-labeled rRNA within a 2-h incubation period
leads us to speculate that Acholeplasma incorporated 13C-labeled
nucleic acid precursors released by dead E. coli cells. Although
most heterotrophic bacteria may incorporate 13C-labeled dead
cells and their components, a longer incubation time would be
required to obtain 13C-labeled rRNA from these bacteria, with
the exception of Acholeplasma.

Acholeplasma axanthum, the closest relative to metabolically
active bacteria identified in our study, has been isolated from
a variety of habitats and hosts, including the lung of swine
(Stipkovits et al., 1974). The genotypic patterns of these strains
differed markedly from one another, suggesting considerable
heterogeneity within the same species (Razin et al., 1983).
Growth in varied environments requires regulatory switches
and cross-talk between metabolic pathways to allow rapid
adaptation to environmental changes in nutritional flux. The
A. laidlawii genome contains genes encoding components of
signal transduction pathways and the SOS response system,
which are closely related to the regulation of gene expression
and mutagenic response to stress (Lazarev et al., 2011). These
functions allow A. laidlawii to adapt to various environmental
conditions. It is unclear whether the Acholeplasma spp. detected
in this study originated from the body of pigs or from
the manure slurry itself; nonetheless, the results suggest that

Acholeplasma has a competitive advantage for utilizing dead
bacterial biomass more rapidly relative to other microbial
populations.

Linking the phylogeny and function of microorganisms is
one of the most fundamental challenges in microbial ecology.
Generating defined mixed cultures of isolated microorganisms
is one promising approach to achieve this end (Kato et al.,
2005, 2014). However, in natural and engineered environments,
unidentified microbial components may nonetheless play critical
ecophysiological roles. In this study, we identified the first-to-
arrive scavengers in aerated pig manure slurry by 13C-labeled
bacterial biomass probing of rRNA. Acholeplasma spp. were
identified for the first time as a major heterotroph that assimilates
the dead cells and their components in pig manure slurry.
Substrate competition has been found in many types of biological
processes, in which physiologically similar microorganisms co-
exist and fill ecological niches owing to the difference in the
substrate availability and affinity (Hori et al., 2006; Aoyagi et al.,
2015). Due to the limited biosynthetic capabilities, free-living
Acholeplasma spp. most likely require biomolecules released from
dead bacterial cells as substrates. Actually, they were capable of
incorporating the dead cells and their components more rapidly
than the other microbial populations, which allowed the survival
and prevalence of Acholeplasma spp. in pig manure slurry. These
findings provide deeper understanding of carbon flow mediated
by microorganisms in copiotrophic environments and unveil
one of the mechanisms underlying the microbial ecosystem
development.
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Investigation of microbial interspecies interactions is essential for elucidating the function
and stability of microbial ecosystems. However, community-based analyses including
molecular-fingerprinting methods have limitations for precise understanding of interspecies
interactions. Construction of model microbial consortia consisting of defined mixed
cultures of isolated microorganisms is an excellent method for research on interspecies
interactions. In this study, a model microbial consortium consisting of microorganisms
that convert acetate into methane directly (Methanosaeta thermophila) and syntrophically
(Thermacetogenium phaeum and Methanothermobacter thermautotrophicus) was con-
structed and the effects of elevated CO2 concentrations on intermicrobial competition were
investigated. Analyses on the community dynamics by quantitative RT-PCR and fluorescent
in situ hybridization targeting their 16S rRNAs revealed that high concentrations of CO2
have suppressive effects on the syntrophic microorganisms, but not on the aceticlastic
methanogen. The pathways were further characterized by determining the Gibbs free
energy changes (�G) of the metabolic reactions conducted by each microorganism under
different CO2 concentrations. The �G value of the acetate oxidation reaction (T. phaeum)
under high CO2 conditions became significantly higher than −20 kJ per mol of acetate,
which is the borderline level for sustaining microbial growth.These results suggest that high
concentrations of CO2 undermine energy acquisition ofT. phaeum, resulting in dominance
of the aceticlastic methanogen. This study demonstrates that investigation on model
microbial consortia is useful for untangling microbial interspecies interactions, including
competition among microorganisms occupying the same trophic niche in complex microbial
ecosystems.

Keywords: model consortia, methanogenesis, acetate, thermodynamics, CO2 concentration

INTRODUCTION
In natural and engineered environments, many species of microor-
ganisms coexist by interacting with each other. Comprehension of
interspecies interactions is essential for describing the features of
complex microbial ecosystems, and competition among microor-
ganisms occupying similar trophic niches is a conventional and
significant aspect of such interspecies interaction. Coexistence of
multiple microorganisms with similar trophic niches is regarded
as one of the major factors to confer functional stability and
resiliency on microbial ecosystems (Loreau et al., 2001; Deng,
2012). It is important to grasp how the population of each
microorganism changes depending on a specific environmental
disturbance. Most microbial ecological research has assessed the
effects of specific environmental factors on competitive interac-
tions among multiple microbial species by observing the transition
of abundances of each microorganism responding to environ-
mental disturbances. Although this approach has produced

many excellent outcomes, existence of non-target microorgan-
isms and uncontrollable environmental factors in the systems
often hamper precise understanding of the effects of specific envi-
ronmental factors on the competitive interactions among target
microorganisms.

Construction of microbial model consortia, in which inter-
species interactions in ecosystems are reproduced by defined
co-culture of isolated microorganisms, is appreciated as a worth-
while method to investigate microbial interactions (Haruta et al.,
2009; De Roy et al., 2014; Großkopf and Soyer, 2014). For
instance, the complex phenomenon of bacterial competition as
being similar to rock-paper-scissors among colisin-producing,
colisin-resistant, and colisin-sensitive strains was untangled by
constructing model co-culture systems (Kerr et al., 2002; Nahum
et al., 2011). Kato et al. (2005, 2008) constructed model microbial
consortia composed of 4–5 bacterial strains, in which all mem-
bers stably coexisted for long period of time, and demonstrated
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that existence of both positive and negative interspecies inter-
actions among the members make these consortia stable. The
construction of model consortia is a specific and beneficial feature
of microbiological research fields, which will also be effective for
proof-of-concept studies for theories in the field of macro-ecology
(Haruta et al., 2009, 2013).

Methanogenesis from organic compounds is a complex micro-
bial process accomplished by catabolic interactions among differ-
ent trophic levels of microorganisms (Schink, 1997; Jones et al.,
2008; Kato and Watanabe, 2010). Among the sequential biodegra-
dation processes, acetate is the most important intermediary
metabolite (Schink, 1997). Methanogenic acetate degradation pro-
ceeds by either aceticlastic methanogenesis or syntrophic acetate
oxidation. The aceticlastic pathway is solely mediated by aceticlas-
tic methanogens (Jetten et al., 1992). On the contrary, syntrophic
acetate oxidation pathway requires cooperative interactions of
two different types of microorganisms: acetate is first oxidized
to H2 and CO2 by syntrophic acetate-oxidizing bacteria (SAOB),
and then hydrogenotrophic methanogens convert the products
to CH4 (Zinder and Koch, 1984). As the acetate oxidation reac-
tion is endoergonic under the standard conditions and is feasible
only under extremely low H2 partial pressure, acetate oxidation by
SAOB requires H2 elimination by hydrogenotrophic methanogens
(Karakashev et al., 2006; Hattori, 2008). These two different
acetate-degrading methane-producing pathways and organisms
involved can co-exist, but diverse environmental factors, such
as temperature, pH, salinity, toxic compounds, and concen-
trations of substrates determine one pathway and organisms
to dominate over the other (Nüsslein et al., 2001; Shigematsu
et al., 2004; Karakashev et al., 2006; Hao et al., 2013; Kato et al.,
2014).

In our previous studies, we demonstrated that the syntrophic
pathway is the dominant methanogenic acetate degradation path-
way in underground, thermophilic petroleum reservoirs (Mayumi
et al., 2011). We further demonstrated that aceticlastic path-
way becomes dominant under high CO2 concentrations, which
mimicked carbon capture and storage field conditions (Mayumi
et al., 2013), whereas syntrophic acetate oxidation dominated
over aceticlastic reactions under low CO2 concentrations. Since
CO2 is either substrate or product of aceticlastic methanogen-
esis, acetate oxidation, and hydrogenotrophic methanogenesis,
high CO2 concentration alters the thermodynamics of each
methanogenic reaction, which may cause the observed tran-
sition between syntrophic and aceticlastic methanogenic path-
ways. However, all the data were based on the analyses of
complex microbial communities in field samples thus many
other factors that affect the community shift could not be
ruled out.

In the present study, the effect of CO2 concentrations on
methanogenic microorganisms were assessed by using a defined
inorganic medium and a defined methanogenic consortium which
is comprised of three organisms, i.e., SAOB, hydrogenotrophic
methanogen and aceticlastic methanogen, namely, which con-
tains two different acetate-degrading methanogenic pathways. The
experiments allowed to precisely show the CO2 concentrations to
be a crucial factor affecting the dominance of respective pathways
and organisms.

MATERIALS AND METHODS
MICROORGANISMS AND CULTURE CONDITIONS
Methanosaeta thermophila DSM6194T (Kamagata and Mikami,
1991) and Thermacetogenium phaeum DSM12270T (Hattori et al.,
2000) were obtained from the Deutsche Sammlung von Mikroor-
ganismen und Zellkukturen GmbH (Braunschweig, Germany).
Methanothermobacter thermautotrophicus strain TM was isolated
from a thermophilic anaerobic methanogenic reactor in Japan
(Hattori et al., 2000). Routine cultivations were conducted at
55◦C with 68-ml capacity serum vials containing 20 ml of a
bicarbonate-buffered inorganic medium (pH 7.0; Kato et al.,
2014) under an atmosphere of N2-CO2 [80/20 (v/v)] without
shaking. Pyruvate (40 mM) or 200 kPa H2-CO2 [80/20 (v/v)]
was supplemented as energy and carbon sources for the pure
cultures of T. phaeum and Methanothermobacter thermautotroph-
icus, respectively. Sodium acetate (40 mM) was utilized as an
energy and carbon source for the pure culture of Methanosaeta
thermophila, the defined co-culture of T. phaeum and Methan-
othermobacter thermautotrophicus, and the tri-culture of the
three strains. The tri-culture was constructed by simultane-
ously inoculating 1 and 2 ml of the early-stationary phases of
pure culture of Methanosaeta thermophila and the defined co-
culture of T. phaeum and Methanothermobacter thermautotroph-
icus, respectively, into the 20 ml of the medium. Although the
long term stability of the tri-culture was not been tested, coex-
istence of the three microorganisms in the batch culture was
confirmed.

CULTURES WITH DIFFERENT CO2 CONCENTRATIONS
Three culture conditions were prepared to examine the effects of
CO2 concentrations on the microorganisms. For each condition,
the media were supplemented with different concentrations of
sodium bicarbonate and the gas phases were replaced with N2/CO2

mixed gas with different volume ratios, as described in Table 1.
The medium was bubbled with the respective deoxygenated gas
with 100 ml min−1 for 5 min and immediately capped with a
butyl rubber stopper and an aluminum cap. The medium pH was
adjusted to 7.0 by adding 1N NaOH solution before the cultivation,
and the fluctuation of pH value throughout the cultivation was
less than 0.2. For pH measurement, 100 μl of the medium was
sampled with syringes and the pH value was determined using a
compact pH meter B-212 (Horiba). The concentration of CO2 in
the aqueous phase [caq (M)] was calculated according to Henry’s
law (caq = kp), where k is the Henry’s low constant (0.019 for
CO2 at 55◦C) and p is the partial pressure of CO2 in the gas phase
(atm). Then the bicarbonate concentrations were calculated based
on the equilibrium formula (H2CO3 = H+ + HCO−

3 ) with the

Table 1 | Media with different initial [�CO2] used in this study.

[�CO2]initial

(mmol l−1)

NaHCO3

added (mM)

Partial pressure of the

gas phase CO2 (atm)

Calculated

[HCO−
3

]initial (mM)

5.0 5 0 0.8

50.7 35 0.2 8.1

113.4 35 1 18.1
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equilibrium constant of 4.47 × 107. The culture experiments were
conducted in triplicate and the student’s t-test was used for the
statistical analyses.

Growth of Methanosaeta thermophila and Methanothermobac-
ter thermautotrophicus in pure and mixed cultures was deter-
mined by measuring methane production. Growth of T. phaeum
pure culture was determined by measuring acetate produc-
tion from pyruvate. The partial pressure of CH4 was deter-
mined using a gas chromatograph GC-2014 (Shimadzu) as
described previously (Kato et al., 2014). The partial pressure
of H2 was determined using a trace reduction gas analyzer
TRA-1000 (ACE Inc.) according to the manufacturer’s instruc-
tion. The concentrations of organic acids were determined using
a high performance liquid chromatography (D-2000 LaChrom
Elite HPLC system, HITACHI) equipped with Aminex HPX-
87H Ion Exclusion column (BIO-RAD) and L2400 UV detector
(HITACHI).

FLUORESCENT IN SITU HYBRIDIZATION (FISH)
Microbial cells of the tri-cultures in the early stationary phases
were collected by centrifugation, fixed with 4% paraformalde-
hyde in phosphate buffered saline (PBS; 137 mM NaCl, 2.7 mM
KCl, 8.1 mM Na2HPO4, 1.5 mM KH2PO4, pH 7.2) and left
for 6 h at 4◦C. The samples were washed three times with PBS,
immobilized on glass slides, and dehydrated by successive pas-
sages through 50, 70, 80, 90, and 100% ethanol (3 min each).
The following oligonucleotide probes complementary to specific
regions of 16S rRNA were utilized for hybridizations: (i) Alexa488-
labeled EUB338, specific for the domain Bacteria (Amann et al.,
1990) and (ii) TexRed-labeled ARCH917, specific for the domain
Archaea (Loy et al., 2002), (iii) Alexa594-labeled MSMX860, spe-
cific for the order Methanosarcinales (Raskin et al., 1994), and (iv)
Alexa488-labeled MB311, specific for the order Methanobacteri-
ales (Crocetti et al., 2006). Hybridizations were performed at 46◦C
for 3 h with hybridization buffer (0.9 M NaCl, 0.1 M Tris-HCl, pH
7.5) containing 5 ng μl−1 of each labeled probe. The specificity
of each probe was confirmed by FISH observations using pure
cultures of the three microorganisms used in this study even with
the hybridization buffer not containing formamide. The washing
step was done at 48◦C for 30 min with washing buffer (0.2 M
NaCl, 0.1 M Tris-HCl, pH 7.5). The samples hybridized with the
probes were observed with a fluorescent microscope Provis AX70
(Olympus).

QUANTITATIVE RT-PCR (qRT-PCR)
Microbial cells were harvested from the mid-logarithmic phases by
centrifugation at 10,000 X g and 4◦C. Total RNA was isolated using
ISOGEN II reagent (Nippon Gene, Japan) combined with a bead-
beating method, as described previously (Kato et al., 2014). Total
RNA was purified using an RNeasy Mini kit (Qiagen) with DNase
treatment (RNase-free DNase set, Qiagen) as described in the
manufacturer’s instructions. The purified RNA was spectroscop-
ically quantified using a NanoDrop ND-1000 spectrophotometer
(NanoDrop Technologies). The PCR primers used for quantita-
tive RT-PCR (qRT-PCR) were designed with Primer3 software
(http://simgene.com/Primer3) and are listed in Table 2. Quantifi-
cation of 16S rRNA copy numbers in the defined mixed culture

Table 2 | Quantitative RT-PCR (qRT-PCR) primers designed and used in

this study.

Primer

name

Sequence (5′–3′) Target

PT387f GATAAGGGGACCTCGAGTGCT Methanosaeta thermophila

PT573r GGCCGGCTACAGACCCT Methanosaeta thermophila

PB486f ACGGGACGAAGGGAGTGACGG Thermacetogenium phaeum

PB646r CTCCTCCCCTCAAGTCATCCAGT Thermacetogenium phaeum

TM1139f TTACCAGCGGAACCCTTATGG Methanothermobacter

thermautotrophicus

TM1275r ACCTGGTTTAGGGGATTACCTCC Methanothermobacter

thermautotrophicus

were performed by one-step real-time RT-PCR using a Mx3000P
QPCR System (Stratagene) and RNA-direct SYBR Green Realtime
PCR Master Mix (Toyobo) as described previously (Kato et al.,
2014). At least three biological replicates were subjected to qRT-
PCR analysis, and at least two separate trials were conducted for
each sample. Standard curves were generated with serially diluted
PCR products (103–108 copies ml−1) amplified using the respec-
tive primer sets and were used to calculate the copy number of
rRNA in the total RNA samples.

RESULTS AND DISCUSSION
EFFECTS OF CO2 CONCENTRATIONS ON THE MODEL METHANOGENIC
CONSORTIUM
As the model consortium performing methanogenic acetate degra-
dation, we utilized a defined mixed culture of an aceticlastic
methanogen (Methanosaeta thermophila), a hydrogenotrophic
methanogen (Methanothermobacter thermautotrophicus), and a
SAOB (T. phaeum; Table 3). These microbial species were
originally isolated from a thermophilic methanogenic digester
(Kamagata and Mikami, 1991; Hattori et al., 2000) and are
regarded as representative species for the methanogenic acetate
degradation reactions that occur in various natural environ-
ments such as high-temperature petroleum reservoirs (Pham et al.,
2009; Mayumi et al., 2011, 2013) and thermophilic methanogenic
digesters (Sekiguchi et al., 1998; McHugh et al., 2003; Hori et al.,
2011).

To adequately assess the effects of CO2 concentration
itself, media with different supplementation of CO2/HCO−

3
were prepared (Table 1). The initial concentrations of total
CO2/HCO−

3 in the cultures, designated as [�CO2]initial, were
5.0, 50.7, or 113.4 mmol l−1. The model consortium com-
posed of Methanosaeta thermophila, Methanothermobacter ther-
mautotrophicus, and T. phaeum was cultivated under the three
different [�CO2]initial conditions to evaluate their methanogenic
acetate degradation abilities (Figure 1). A stoichiometric pro-
duction of CH4 from acetate in a 1:1 molar ratio was observed
in all culture conditions tested. Both acetate consumption and
CH4 production rates slightly decreased with increasing the
[�CO2]initial (Figures 1A,B). Interestingly, the partial pres-
sure of H2, which is an important intermediate of syntrophic
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Table 3 |The metabolic reactions and the respective standard Gibbs free energy changes (�G◦’) of the microorganisms utilized in this study.

Microbial species Metabolic reactions �G◦ ′ (kJ mol−1)a

Methanosaeta thermophila CH3COO− + H2O → CH4 + HCO−
3 −31.0

Thermacetogenium phaeum CH3COO− + 4H2O → 2HCO−
3 + 4H2 + H+ +104.6

Methanothermobacter thermautotrophicus 4H2 + HCO−
3 + H+ → CH4 + 3H2O −135.6

aThe �G◦′ values were calculated according to the reference (Thauer et al., 1977).

FIGURE 1 | Effects of CO2 concentrations on the metabolism of the

model consortium composed ofThermacetogenium phaeum,

Methanothermobacter thermautotrophicus, and Methanosaeta

thermophila. Time courses of acetate (A), CH4 (B), and H2 (C)

concentrations during cultivation on acetate with different [�CO2]initial are
shown. Data are presented as means of three independent cultures, and
error bars represent SDs.

acetate degradation, significantly decreased with increasing the
[�CO2]initial (Figure 1C). This observation suggests that syn-
trophic methanogenic microorganisms are influenced by elevated
CO2 concentrations.

To assess the influence of the elevated CO2 concentrations
on each methanogenic pathway, the relative abundances of each
microorganism in the exponentially growing cultures of the
model consortium with the different [�CO2]initial were evalu-
ated by FISH and qRT-PCR analyses. The qRT-PCR analysis
clearly demonstrated the decrease of the abundances of Methan-
othermobacter thermautotrophicus and T. phaeum in the higher
[�CO2]initial cultures (Figure 2). The FISH analysis also demon-
strated that the relative abundances of Methanothermobacter
thermautotrophicus and T. phaeum in the cultures with higher
CO2 concentrations are significantly lower than those in the low
CO2 cultures (Figure 3). These results indicate that the syn-
trophic methanogenic pathway is more strongly influenced by
the elevation of CO2 concentrations compared to the aceticlastic
pathway.

FIGURE 2 | Relative abundances ofT. phaeum, Methanothermobacter

thermautotrophicus, and Methanosaeta thermophila in the model

consortium with different [�CO2]initial. The 16S rRNA copy numbers of
each microorganism in the mid-exponential phases were determined by the
qRT-PCR analysis. The abundance of each microorganism was normalized
against those of the cultures with [�CO2]initial of 5.0 mmol l−1, and plotted
against the respective [�CO2]initial values. Data are presented as the
means of three independent cultures, and error bars represent SDs.
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FIGURE 3 | Fluorescent microscopic images of the three-strains

consortium cultivated with the [�CO2]initial of 5.0 (A) or 113.4 mmol

l–1 (B). The exponential phase cultures were subjected to in situ
hybridization with the probes described in the Materials and Methods
section. Red, Methanosaeta thermophila (hybridized with Archaea917-
TexRed and MSMX860-Alexa594); Yellow, Methanothermobacter
thermautotrophicus (hybridized with Archaea917-TexRed and MB311-
Alexa488); Green, T. phaeum (hybridized with EUB338-Alexa488).
Bars = 10 μm.

EFFECTS OF CO2 CONCENTRATIONS ON THE ACETICLASTIC AND
SYNTROPHIC PATHWAYS
To confirm the differences in the suppressive effects of ele-
vated CO2 concentrations on the two methanogenic path-
ways, the pure culture of Methanosaeta thermophila and the
defined co-culture of Methanothermobacter thermautotrophicus
and T. phaeum were separately cultivated in the media with the
different [�CO2]initial (Figure 4). The growth of Methanosaeta
thermophila was barely affected by the elevated CO2 concentra-
tion: the methanogenic rate in the [�CO2]initial of 113.4 mmol
l−1 cultures decreased only about 10% compared to the cultures
with [�CO2]initial of 5.0 mmol l−1 (Figures 4A,C). On the con-
trary, the methanogenic rate of the syntrophic co-culture in the
[�CO2]initial of 113.4 mmol l−1 dropped to less than half of that
in the cultures with [�CO2]initial of 5.0 mmol l−1 (Figures 4B,C).
These observations confirm the assumption that the syntrophic
acetate degradation pathway is more susceptible to elevated CO2

concentrations than the aceticlastic pathway.

EFFECTS OF CO2 CONCENTRATIONS ON THE PURE CULTURES OF
Methanothermobacter thermautotrophicus AND T. phaeum
One possible explanation for the suppressive effects of CO2

on the syntrophic methanogenesis is the susceptibility of

FIGURE 4 | Effects of CO2 concentrations on aceticlastic

methanogenesis by the pure-culture of Methanosaeta thermophila

(A), syntrophic methanogenesis by the defined co-culture ofT. phaeum

and Methanothermobacter thermautotrophicus (B), and the relative

methanogenic rates of the aceticlastic and syntrophic methanogenic

cultures (C). The methanogenic rates determined from respective methane
generation data (A,B) were normalized against those of the cultures with
[�CO2]initial of 5.0 mmol l−1. Data are presented as the means of three
independent cultures and error bars represent SDs.

Methanothermobacter thermautotrophicus and/or T. phaeum to
some environmental alterations induced by increased CO2 or to
CO2 itself. To evaluate this possibility, pure cultures of Methan-
othermobacter thermautotrophicus and T. phaeum were cultivated
in media with different [�CO2]initial (Figure 5). No significant
differences were observed for the growth of both Methanother-
mobacter thermautotrophicus and T. phaeum under the different
CO2 conditions tested. These results suggest that elevated CO2
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FIGURE 5 | Effects of CO2 concentrations on the pure cultures of

T. phaeum (A) and Methanothermobacter thermautotrophicus (B).

Data are presented as the means of three independent cultures, and error
bars represent SDs.

concentrations negatively affect the microbial activity only when
Methanothermobacter thermautotrophicus and T. phaeum are in a
syntrophic relationship.

EFFECTS OF CO2 CONCENTRATIONS ON THE THERMODYNAMICS OF
EACH REACTION
The other possible explanation for the suppression of syntrophic
methanogenesis by elevated CO2 concentration is alterations
of thermodynamic conditions of each microbial reaction. A
minimum energy required for biochemical energy conversion
is estimated at around –20 kJ mol−1 (Schink, 1997), while
some anaerobic microorganisms have been reported to thrive
under more thermodynamically restricted conditions (Jackson
and McInerney, 2002; Nauhaus et al., 2002). The value was esti-
mated from the energetics of ATP formation (around −70 kJ
mol−1 under the physiological conditions; Jetten et al., 1991;
Tran and Unden, 1998) and the number of protons trans-
ported to ATP formation (between 3 and 4; Maloney, 1983;
Stock et al., 1999). Since syntrophic methanogenesis from acetate

is one of the least exergonic microbial metabolisms (Schink,
1997), it is no wonder that only slight perturbations on
the thermodynamics induce deteriorations of the syntrophic
methanogenesis.

To evaluate the influences of elevated CO2 concentrations on
the thermodynamic properties, �G values of metabolic reactions
conducted by each microorganism in the model consortium were
determined using the data-set of metabolite concentrations shown
in Figure 1. The �G values of the aceticlastic methanogenesis
conducted by Methanosaeta thermophila were not significantly
influenced by the elevated CO2 concentrations (Figure 6). The
average �G values during the logarithmic growth phase (day 2–
5) with the [�CO2]initial of 5.0, 50.7 and 113.4 mmol l−1 were
−47.7 ± 3.5, −44.9 ± 2.6, and −44.6 ± 2.0 kJ mol−1, respec-
tively, which are substantially lower than the �G value required
for microbial energy acquisition.

The �G values of the hydrogenotrophic methanogenesis cat-
alyzed by Methanothermobacter thermautotrophicus were also
largely not altered with different CO2 settings and were constantly
lower than −20 kJ mol−1 (Figure 6). The average �G values
during the logarithmic growth phases with the [�CO2]initial of
5.0, 50.7, and 113.4 mmol l−1 were −24.6 ± 1.0, −27.2 ± 1.0,
and −26.0 ± 1.2 kJ mol−1, respectively. Since CO2 is the sub-
strate for hydrogenotrophic methanogenesis, lower �G values
under the higher CO2 conditions are expected. However, the
decrease in H2 partial pressures under the higher CO2 conditions
(Figure 1C) compensates for the positive effects of increase in CO2

concentration.
On the contrary, elevation of CO2 concentrations significantly

influenced the �G values of the acetate oxidation reaction per-
formed by T. phaeum (Figure 6). While the average �G value
during the logarithmic growth phases with the [�CO2]initial of
5.0 mmol l−1 (−23.1 ± 2.7 kJ mol−1) was less than the bor-
derline �G value of −20 kJ mol−1, those with the [�CO2]initial

of 50.7 and 113.4 mmol l−1 (−17.8 ± 1.3 and −18.7 ± 1.4 kJ

FIGURE 6 | Effects of CO2 concentrations on the Gibbs free

energy change (�G) of metabolisms of each microorganism

under the conditions with the [�CO2]initial of 5.0 (A), 50.7 (B),

or 113.4 mmol l–1 (C). The �G values were calculated using

metabolite concentration data presented in Figure 1. The dotted
line represents �G value of –20 kJ/reaction. Data are presented as
the means of three independent cultures and error bars
represent SDs.
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mol−1, respectively) exceeded the borderline. As acetate oxida-
tion reaction produces 2 mol of CO2 from 1 mol of acetate, it is
rational that this reaction is strongly influenced by the elevation
of CO2 concentration. The decrease in the partial pressure of H2,
the other metabolic product of acetate oxidation, is expected to
compensate for the negative effects of increase in CO2. How-
ever, the decrease in H2 partial pressure would be limited by
the minimum threshold for H2 consumption by Methanother-
mobacter thermautotrophicus. The minimum thresholds for H2

utilization by hydrogenotrophic methanogens have been reported
as around 5–10 Pa (Lovley, 1985; Thauer et al., 2008). However,
considering the energy required for active growth, H2 partial
pressure of around 10–15 Pa observed in the increased CO2 con-
ditions in this study may be the minimum H2 threshold for the
syntrophic interaction. Actually, if the H2 partial pressure in
the cultures with [�CO2]initial of 113.4 mmol l−1 at the log-
arithmic growth phase (day 5) becomes 10 Pa, the �G value
becomes > −20 kJ mol−1 (−19.7 ± 0.3 kJ mol−1) from the
actual value of −25.1 ± 1.4 kJ mol−1 (with H2 partial pressure
of 16.4 ± 1.7 Pa). These results clearly demonstrated that high
concentrations of CO2 thermodynamically constrain the acetate
oxidizing reaction, which results in the deterioration of syntrophic
methanogenesis from acetate.

CONCLUSION
This is the first paper to evaluate the influence of elevated CO2

concentration on the two different methanogenic acetate degra-
dation pathways, namely aceticlastic and syntrophic pathways,
using a model microbial consortium. As expected from the
observations based on in situ environments with complex micro-
bial communities, high concentrations of CO2 suppressed the
syntrophic pathway rather than the aceticlastic pathway. Thermo-
dynamic calculations revealed that the acetate oxidation reaction
is more intensely constrained by elevated CO2 concentrations.
This study exemplified the importance of even slight changes
in the �G values of microbial metabolisms in anaerobic biota.
Furthermore, this study demonstrated that the construction
of model microbial consortia is useful for assessing competi-
tive interspecies interactions even in anaerobic, methanogenic
environments.
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Recent studies of bacterial speciation have claimed to support the biological species

concept—that reduced recombination is required for bacterial populations to diverge

into species. This conclusion has been reached from the discovery that ecologically

distinct clades show lower rates of recombination than that which occurs among

closest relatives. However, these previous studies did not attempt to determine whether

the more-rapidly recombining close relatives within the clades studied may also have

diversified ecologically, without benefit of sexual isolation. Here we have measured

the impact of recombination on ecological diversification within and between two

ecologically distinct clades (A and B’) of Synechococcus in a hot spring microbial mat

in Yellowstone National Park, using a cultivation-free, multi-locus approach. Bacterial

artificial chromosome (BAC) libraries were constructed from mat samples collected at

60◦C and 65◦C. Analysis of multiple linked loci near Synechococcus 16S rRNA genes

showed little evidence of recombination between the A and B’ lineages, but a record

of recombination was apparent within each lineage. Recombination and mutation rates

within each lineage were of similar magnitude, but recombination had a somewhat

greater impact on sequence diversity than mutation, as also seen in many other bacteria

and archaea. Despite recombination within the A and B’ lineages, there was evidence of

ecological diversification within each lineage. The algorithm Ecotype Simulation identified

sequence clusters consistent with ecologically distinct populations (ecotypes), and

several hypothesized ecotypes were distinct in their habitat associations and in their

adaptations to different microenvironments. We conclude that sexual isolation is more

likely to follow ecological divergence than to precede it. Thus, an ecology-based model

of speciation appears more appropriate than the biological species concept for bacterial

and archaeal diversification.

Keywords: population genetics, speciation, Synechococcus, cyanobacteria, multi-locus sequence typing, Ecotype

Simulation, ecotype, recombination
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INTRODUCTION

For much of the last century, theories of the origin of
species have revolved around genetic exchange (Mayr, 1942,
1963; Dobzhansky, 1951; Coyne and Orr, 2004). In highly
sexual organisms such as animals and plants, genetic exchange
is frequently seen as a cohesive force holding together
the individuals within a species population, thus preventing
divergence into irreversibly separate lineages (Cohan, 2013).
The role of genetic exchange in bacteria and archaea, where
recombination is not connected to reproduction (Levin and
Bergstrom, 2000), has been vigorously debated. Recombination
has been viewed by some as a rampant process that can erode
the distinctness of nascent species (Doolittle and Zhaxybayeva,
2009); moreover, recombination is seen as a cohesive force
binding a species together, as in the case of sexual species.
Speciation theories based on Mayr’s Biological Species Concept
see the breaking of recombination between populations as a
critical step in population divergence; in this view, populations
can diverge ecologically and irreversibly only after their genetic
exchange is blocked (Coyne and Orr, 2004).

On the other hand, theories of ecological speciation hold
that ecological divergence is the critical step in the origin
of diversity, and that recombination plays only a minor role
in the subsequent fate of newly split, ecologically distinct
populations (Van Valen, 1976; Mallet, 2008; Schluter, 2009).
According to a theory developed long ago by Haldane, rare
introduction of genes from one population to another cannot
reverse the adaptive divergence between populations (Haldane,
1932). This is because natural selection against niche-specifying
genes from other populations can limit these foreign genes to
negligible frequencies, especially if the rate of recombination
between populations is very low. The equilibrium frequency
of a recombinant niche-specifying gene is equal to the rate of
recombination between populations (cb) divided by the intensity
of selection (s) against the gene (Mallet, 2008; Wiedenbeck and
Cohan, 2011). The equilibrium frequency of recombinant genes
is thus extremely low, as recombination rates are not known
to exceed the mutation rate by more than a factor of 10 (Vos
and Didelot, 2009), and mutation rates are known to be very
low in nearly all bacteria and archaea studied (about 10−6 per
gene per generation; Drake, 2009). It can therefore be inferred
that recombination rates are much too low to reverse adaptive
divergence of microbial populations, and that recombination is
unlikely to prevent ecological divergence among the most closely
related bacteria and archaea (Wiedenbeck and Cohan, 2011).

The conflict between recombination-based and ecology-based
theories of speciation has motivated several recent studies on
the role of recombination in the evolution of bacterial and
archaeal species. In a study of coexisting strains of Sulfolobus
islandicus isolated from the same hot spring, Cadillo-Quiroz
and colleagues found depressed rates of recombination between
two major clades formed by these organisms compared to
recombination within either clade (Cadillo-Quiroz et al., 2012).
Inter-clade recombination was taken to be insufficient to prevent
the divergence of the clades into easily distinguishable clusters,
and the authors claimed this as support for the Biological

Species Concept in archaeal speciation. Ellegaard et al. came to
a similar conclusion based on comparison of genomes derived
from closely related Wolbachia strains (97–98% 16S rRNA
identity) isolated from the same host fly (Ellegaard et al., 2013).
Shapiro et al. obtained similar results for closely related clades
of marine Vibrio cyclitrophicus strains that may be ecologically
distinct, based on their isolation from particles of different
sizes (Shapiro et al., 2012). They proposed a model in which
ecological specialization, based on horizontal genetic transfer,
leads to occupancy of different habitats; this causes a decrease
in recombination between the ecologically distinct populations,
allowing the ecological populations to further diverge (Shapiro
et al., 2012; see also Retchless and Lawrence, 2010; Polz et al.,
2013). In all these studies the reduced recombination between
the clades under investigation was taken as evidence that
recombination must be lowered to allow irreversible divergence
among close relatives into stably coexisting, ecologically distinct
populations. However, these studies did not address whether
ecological divergence may have also occurred within each clade,
where recombination rates are higher.

Here we test whether ecological divergence can occur among
organisms so closely related that recombination between them
is not reduced. Our model system is the set of unicellular
cyanobacteria (Synechococcus) inhabiting the microbial mats of
Mushroom Spring, Yellowstone National Park. This hypothesis
emerged from a series of studies based on variation found in
single genetic loci (Ferris and Ward, 1997; Ramsing et al., 2000;
Ferris et al., 2003;Melendrez et al., 2011). First, closely related 16S
rRNA genotypes were distributed differently along the effluent
channel (genotypes A,” A’, A, B’, and B along a temperature
gradient from ∼72–74◦C to ∼50◦C Ferris and Ward, 1997) and
with depth in the photic zone (Ramsing et al., 2000), suggesting
differential adaptations to temperature and light that were later
confirmed by studying isolates with genotypes representative
of in situ populations (Allewalt et al., 2006). Second, analyses
based on the internal transcribed spacer separating 16S and 23S
rRNA genes revealed that 16S rRNA sequence variation was
insufficient to detect all ecologically distinct populations (Ferris
et al., 2003; Ward et al., 2006), limiting the utility of 16S rRNA-
based methods for detecting closely related ecotypes (e.g., Eren
et al., 2013). Third, analyses of several more rapidly evolving
protein-encoding genes revealed numerous closely related and
ecologically distinct populations, the number of which depended
on the depth of coverage and on the degree of sequence
divergence of the gene used (Becraft et al., 2011; Melendrez et al.,
2011). It is clearly important to appreciate that the amount of
molecular divergence between these closely related species is very
small (see Discussion).

Our aim in these studies has been to discover the fundamental
“ecotypes” within the A and B’ clades (originally demarcated
as 16S rRNA clusters), where we define an ecotype as a group
of organisms that is ecologically distinct from other ecotypes
and whose members are ecologically interchangeable (Kopac and
Cohan, 2011). More specifically, different ecotypes are expected
to coexist indefinitely owing to their ecological distinctness,
while lineages within an ecotype are too similar to be able to
coexist indefinitely (Kopac et al., 2014). In our recent work
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we hypothesized the demarcations of putative ecotypes (PEs)
from sequence clusters using a theory-based algorithm (Ecotype
Simulation, based on the Stable Ecotype Model of species and
speciation, Kopac et al., 2014; Cohan, 2016), which simulates
the evolutionary dynamics of ecotype formation and the forces
that purge sequence diversity within ecotypes (Koeppel et al.,
2008). Unlike other studies that have used traditional or intuitive
sequence cutoffs to define sequence clusters of interest (e.g.,
“main cloud” roughly equivalent to 3% 16S rRNA cutoff, see
Rosen et al., 2015), we have used this dynamic approach to
let the natural variation, itself, reveal the clusters that most
likely fit the dynamic properties of species, given the resolution
allowed by the sequence data. In recent pyrosequencing analyses
of a gene encoding an essential photosynthesis protein (PsaA),
Ecotype Simulation demarcated 18 B’-like, 14 A-like, and 5 A’-
like Synechococcus PEs (Becraft et al., 2015). Importantly, these
analyses demonstrated the ecological distinctness of the PEs: (i)
the most abundant PEs had unique environmental distributions,
(ii) the PEs showed unique gene expression patterns, (iii)
cultivated strains with identical 16S rRNA sequences (see
Nowack et al., 2015) from PEs with different depth distributions
showed different light adaptations and acclimation responses
(Nowack et al., 2015), and (iv) comparative genomic analyses
of these strains are beginning to reveal the genetic mechanisms
underlying these adaptations (Olsen et al., 2015). Moreover,
the membership within PEs was shown to be ecologically
interchangeable: (v) individuals predicted to belong to the same
PE were distributed similarly along ecological gradients and
(vi) the membership within a PE showed coordinated responses
to environmental change (Becraft et al., 2015; Olsen et al.,
2015).

Recently, Rosen et al. (2015) presented a view of the
same Mushroom Spring Synechococcus populations that suggests
recombination prevents the formation of such PEs. These
authors pyrosequenced numerous PCR-amplified genes to study
the genetic diversity within the A and B’ lineages of the
present model system (that is, the A and B’ lineages of
Synechococcus in Mushroom Spring) Although, Rosen et al.
described their study as a multi-locus sequence analysis, any
given organism was sampled for only one locus (i.e., multiple
loci were unlinked in these analyses). Rosen et al. (2015)
inferred from patterning of single-nucleotide polymorphisms
(SNPs) in individual amplicons that recombination andmutation
occur at similar rates within the sampled population. Viewing
recombination to be “ubiquitous” and, based on comparison of
neutral drift and sexual recombination models, they inferred that
their “results were inconsistent with the presence of multiple
ecotypes” within the A and B’ lineages and conjectured that
the A and B’ lineages of Synechococcus were each behaving
“as effectively [a] quasisexual species. . . occupying a broad
environmental niche.” However, as noted above we previously
showed these lineages to each contain multiple, ecologically
distinct populations (Becraft et al., 2015; Nowack et al., 2015;
Olsen et al., 2015). Clearly, these Synechococcus populations
provide a test case for understanding the roles of recombination
and ecological specialization in speciation within these lineages.
Here we will demonstrate in a true multilocus analysis that each

lineage has diversified into ecologically distinct populations in
spite of recombination between populations.

Single-locus analyses may suffer from the effects of
recombination, such that the evolutionary history of the
gene may deviate from that of the organisms (Feil et al., 2001,
2004). Thus, we developed a novel multi-locus sequence analysis
(MLSA) approach for cultivation-free sampling and analysis
of population structure. MLSA provides a buffer against the
effects of recombination in any single gene, increases molecular
resolution, and allows detection of recombination events that
involve both whole genes and parts of genes because the genes
investigated are known to be linked on the same genome. MLSA
was developed for population genetics studies of cultivated
pathogenic isolates (Maiden et al., 1998; Feil et al., 2000a; Salerno
et al., 2007; Vitorino et al., 2008; Cesarini et al., 2009) and
has also been applied to nonpathogenic isolates (Papke et al.,
2004, 2007; Whitaker et al., 2005; Koeppel et al., 2008; Mazard
et al., 2012). Furthermore, the development of methods that
permit access to large segments of genomes has extended its
application to uncultivated organisms (Kashtan et al., 2014).
Our cultivation-independent MLSA approach was based on the
use of bacterial artificial chromosome (BAC) libraries (Shizuya
et al., 1992; Tao et al., 2002; Liles et al., 2008) to sample multiple
genes from individual genomes of Synechococcus inhabiting the
microbial mat of Mushroom Spring.

BACs were derived from libraries constructed from DNA
that was extracted from samples collected at either a 60◦C site
or a 65◦C site. Consequently, like the other studies mentioned
above, our focus populations have diverged into two major
lineages (i.e., the A and B’ lineages of Synechococcus, defined
by 16S rRNA sequence variants A and B’, see above) inferred to
rarely recombine between lineages and known to be ecologically
distinct (Ward et al., 1998, 2006; Klatt et al., 2011). BACs
were screened to identify clones containing a Synechococcus
A/B lineage-specific 16S rRNA region. Multiple loci were
selected and PCR-amplified from these BAC clones and the
sequence data obtained were analyzed using Ecotype Simulation
of both concatenated MLSA and single-gene phylogenies, and
alternatively, using eBURST analysis, which has routinely been
used in MLSA studies to demarcate variants into clusters (see
Methods; Feil et al., 2004).

Ecotype Simulation and eBURST use very different
approaches to infer populations from sequence variation.
Ecotype Simulation is a theory-based algorithm demarcating
clades that are consistent with the dynamics of ecotype
formation and purging of diversity within ecotypes; eBURST
clusters variants on the basis of a pre-determined cutoff—that
members of a cluster must be identical at all or all but one of
the loci studied; however, concatenated MLSA sequences have
been used in phylogenetic analyses (independent from eBURST
analyses) to assist in demarcating species clusters (Maiden et al.,
1998; Hanage et al., 2005). In previous analyses of this type,
suspected recombinant sequences have simply been removed
from Ecotype Simulation analyses, on the assumption that these
recombinant sequences do not reflect the history of the organism
at the locus undergoing recombination and, if not removed,
might lead to overestimation of PEs (Koeppel et al., 2008). In this
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study, however, we address the ability of Ecotype Simulation to
predict PEs when recombined sequences are included.

The extent of recombination was assessed in single-gene
and concatenated MLSA alignments using programs designed
to detect recombination events and phylogenetic incongruency
(also assessed by visual comparisons), and by SNP pattern
analyses. The ecological distinctness of PEs, predicted either
by MLSA or single-locus analysis, was determined through
association with the temperature (60◦ or 65◦) from which the
BACs were obtained. We also tested for finer-scale habitat
associations by tracking the distributions of genetic variants of
an MLSA locus using pyrosequencing of DNA from samples
collected over a range of vertical microenvironments in the 63–
65◦C mat (Becraft et al., 2015). In some cases genomic sequences
were available for isolates representative of PEs demarcated in
MLSA analyses (Olsen et al., 2015). This permitted comparison of
distribution of the MLSA locus with psaA distributions that had
previously been determined on the same samples (Becraft et al.,
2011).

We will demonstrate not only that recombination has
occurred more frequently within than between the A and
B’ lineages, but that it has neither prevented ecological
diversification within each of these lineages nor our ability to
detect ecotypes. We suggest that an ecology-based model of
speciation ismore appropriate than the biological species concept
for bacterial speciation in hot spring Synechococcus, and possibly
many other bacteria and archaea in diverse environments.

RESULTS

BAC Clone Libraries
Metagenomic libraries constructed from the 60◦ and 65◦ mat
samples from the Mushroom Spring effluent channel contained
304,128 and 64,512 BAC clones with average insert sizes
of 90 and 120 kb, respectively (see Supplemental Data Sheet
Section I). BLAST analyses of paired-end sequences of 9216
randomly selected clones from each BAC library showed that
the BAC libraries contained the same predominant taxonomic
composition as small-insert metagenomes previously produced
from the same DNA (Klatt et al., 2011; also see Supplemental
Data Sheet Section II, Supplemental Data Tables 3, 4, and
Supplemental Data Presentation Figure 2). While the BACs
yielded poorer recovery of Synechococcus genes than the
small-insert metagenomes, they provided broad coverage of
Synechococcus strain JA-3-3Ab [accession: CP000239.1] and JA-
2-3B’a(2-13) [accession: CP000240.1] reference genomes, which
are representative of A-like and B’-like Synechococcus 16S rRNA
lineages (Bhaya et al., 2007; Figure 1A, Supplemental Data
Presentation Figure 3). BAC clones containing a Synechococcus
strain A-like or B’-like 16S rRNA sequence were identified
by oligonucleotide probe screening and sequence analysis
(Supplemental Data Sheet Section I). Mapping the distribution
of the paired-end sequences of each BAC clone relative
to reference genomes suggested nearly equal and random
coverage of the two unlinked 16S rRNA loci of these
genomes (Figure 1B, Supplemental Data Presentation Figure

FIGURE 1 | Positional analysis relative to the Synechococcus strain A

genome of jointly recruited syntenous (red line joins end sequences)

and jointly recruited non-syntenous (blue) end sequences of 60◦C BAC

clones that are (A) recruited by this genome, and (B) contain an A-like

Synechococcus 16S rRNA region, and (C) have anti-normal long

end-sequence mate pairs. In (C) percent nucleotide identity of recruited

sequences with genomic homologs is also plotted and lines connect

mate-pairs.

3). Interestingly, many Synechococcus A-like or B’-like BACs
containing a 16S rRNA sequence were non-syntenous when
compared with the respective genome sequence. Syntenous
sequences are considered here to be those whose mate pairs
were of the same orientation as the reference genome and were
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separated by a distance that was similar to the size of the DNA
fragments used to construct the metagenomic library. Non-
syntenous sequences are considered here to be those whose
mate pairs deviated from the insert length and/or orientation of
the reference genome (See Supplemental Data Sheet Section II
and reference, Klatt et al., 2011). Such cases were revealed by
the paired-end sequences of the same clone matching regions
near both 16S rRNA loci, as opposed to one. The percentage
of normal- and anti-normal long orientations of paired-end
sequences in these non-syntenous clones was greater than in
randomly sampled BACs (Figure 1C, Supplemental Data Sheet
Section II, Supplemental Data Table 5, and Supplemental Data
Presentation Figure 3). This suggested that non-syntenous BACs
may have been associated with genomic inversions (Rusch et al.,
2007).

MLSA Databases
BACs containing A-like and B’-like Synechococcus 16S rRNA
genes were screened by PCR amplification of loci targeted for
MLSA analysis (Tables 1, 2; Supplemental Data Tables 1, 2).
MLSA loci were selected on the basis of their being (i) single-
copy genes, (ii) under neutral or purifying selection, that (iii)
represented a range of degrees of divergences and distances from

the 16S rRNA locus and (iv) were not adjacent to potential mobile
elements (see Supplemental Data Sheet Sections I, III).

The distributions of MLSA loci among the 267 A-like and
237 B’-like BACs containing the targeted 16S rRNA locus and
at least one of the other MLSA loci are shown in Supplemental
Data Sheet Section III and Supplemental Data Tables 6, 7. The
majority of BACs (94 and 66% of Synechococcus A- and B’-
like BACs, respectively) exhibited locus combinations consistent
with the gene order of the reference genomes. The number
of BACs positive for various loci decreased as the distance
separating them from the 16S rRNA locus increased, providing
additional evidence of genome rearrangements in these lineages
(Supplemental Data Sheet Section III and Supplemental Data
Presentation Figure 4). There was no obvious pattern of
decaying synteny with increasing phylogenetic divergence (see
end of legends in Figure 2 and Supplemental Data Presentation
Figure 10 identifying syntenous and non-syntenous clones in
the dataset).There were 71 Synechococcus A-like BACs that
contained the total set of 7 selected loci (rbsK, PK [locus tag
CYA_2262], hisF, lepB, CHP [locus tag CYA_2291], aroA and
dnaG) in addition to the 16S rRNA/16S-23S rRNA internal
transcribed spacer (ITS) region (Supplemental Data Table 6).
However, only two Synechococcus B’-like BACs contained 7 of

TABLE 1 | Results from recombination and mutation rate and ratio analyses for A-like Synechococcus BACs.

Locus

(No. of

Loci)

No. of

STs in

Analysis

No. of ntsb No. of

Segregating

Sites

LDHat ClonalFrame

θc Rd |Rk |Rl Ave PWDi Var PWDj R/θe θc(CI) Rd (CI) ρ/θe(CI) r/mf(CI)

7m 50 4008 183 40.86 41|13|1.6 33.14 580.03 0.04–1.0 33.94 20.365

(12.92–

30.29)

0.600

(0.38–

0.892)

2.596

(1.57–

4.01)

5a,m 69 2760 222 45.67 44|16|2.8 39.19 706.5 0.06–0.96 42.59 24.76

(16.75–

34.65)

0.581

(0.39–

0.81)

3.396

(2.21–

4.92)

rbsK h 520 119 24.48 5|9|0 23.24 509.7 0–0.368 h h h h

PKm h 584 30 6.17 11|1|0 3.63 18.85 0–1.7 h h h h

hisF h 429 0 g g g g g g g

lepBm h 420 30 6.17 0|2|0 2.11 18.58 0–0.324 h h h h

CHPm h 629 28 5.76 7|1|0 9.13 93.59 0–1.2 h h h h

aroA h 607 15 3.09 0|0|0 1.10 2.67 0.0 h h h h

dnaGm h 547 26 5.80 0|0|0 1.49 20.48 0.0 h h h h

CI: 95% credibility interval.
arbsK, CHP, PK, lepB, aroA.
bSum of all single gene lengths (number of nucleotides) and analysis pertains to a 73-sequence (145 sequence de-duplicated) 5-locus alignment except for hisF and dnaG which pertain

to 7-locus alignment.
cWatterson’s theta.
dMaximum at 4Ner(region); composite likelihood method (LDHat; pairwise) finite sites model (McVean et al., 2002, 2004).
eR/θ from LDHat is equivalent to the ρ/θ measure from Clonal Frame and define the ratio of the rates of recombination (R or ρ) to mutation (θ ) illustrating how often recombination occurs

relative to mutation (McVean et al., 2002, 2004; Didelot and Falush, 2007; Didelot and Maiden, 2010). For LDHat-pairwise analysis, R/θ range includes calculations from composite-

likelihood, Rmin and Wakeleys moment method (McVean et al., 2002, 2004).
fRatio of the probabilities that a given site is altered through recombination (r) and mutation (m) illustrating how important the effect of recombination was in the diversification of the

samples relative to mutation (Didelot and Falush, 2007; Didelot and Maiden, 2010).
gThere were no segregating sites in the sequence dataset.
hClonal Frame analysis is designed for concatenated multi-locus alignments (Didelot and Falush, 2007; Didelot and Maiden, 2010).
iavePWD: average pairwise distance (LDHat pairwise).
jvarPWD: variance in pairwise distance (LDHat pairwise).
kRmin value (LDHat pairwise); minimum number of recombination events describing evidence for recombination in region (McVean et al., 2002, 2004) infinite sites model.
lPopulation scaled 4Ner (recombination estimate) by Wakeley Moment method (McVean et al., 2002, 2004).
mThe look up table for LDHat pairwise not generated from data but from existing lkgen table provided in LDHat distribution (lk_n100_t0.01; https://github.com/auton1/LDhat).
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TABLE 2 | Results from recombination and mutation rate and ratio analyses for B’-like Synechococcus BACs.

Locus

(No. of

Loci)–

PE

No. of

STs in

Analysis

No. of Nts No. of

Segregating

Sites

LDHat ClonalFrame

θa Rb |Rh |Ri Ave PWDf Var PWDg R/θc θa Rb(CI) ρ/θd(CI) r/me(CI)

4j 51 2448 361 80.24 85|0|22.3 66.14 905.36 0–1.06 63.34 23.53

(15.18–

33.89)

0.371

(0.24–

0.535)

2.42

(1.58–

3.44)

aroAj e 550 101 22.45 0|13|0 14.42 219.48 0–0.579 e e e e

rbsk e 535 122 27.12 15|15|2.9 34.05 539.83 0.44–0.55 e e e e

pcrAj e 628 62 13.78 38|11|0.5 11.06 75.06 0.36–2.8 e e e e

16S

rRNA/ITSj

e 733 76 16.89 15|0|0 6.725 43.46 0–0.889 e e e e

CI: 95% credibility interval.
aWatterson’s theta.
bMaximum at 4Ner(region); composite likelihood method (LDHat; pairwise) finite sites model (McVean et al., 2002, 2004).
cR/θ from LDHat is equivalent to the ρ/θ measure from Clonal Frame and define the ratio of the rates of recombination (R or ρ) to mutation (θ ) illustrating how often recombination occurs

relative to mutation (McVean et al., 2002, 2004; Didelot and Falush, 2007; Didelot and Maiden, 2010). For LDHat-pairwise analysis, R/θ range includes calculations from composite-

likelihood, Rmin and Wakeleys moment method (McVean et al., 2002, 2004).
dRatio of the probabilities that a given site is altered through recombination (r) and mutation (m) illustrating how important the effect of recombination was in the diversification of the

samples relative to mutation (Didelot and Falush, 2007; Didelot and Maiden, 2010).
eClonal Frame analysis is designed for concatenated multi-locus alignments (Didelot and Falush, 2007; Didelot and Maiden, 2010).
favePWD: average pairwise distance (LDHat pairwise).
gvarPWD: variance in pairwise distance (LDHat pairwise).
hRmin value (LDHat pairwise); minimum number of recombination events describing evidence for recombination in region (McVean et al., 2002, 2004) infinite sites model.
iPopulation scaled 4Ner (recombination estimate) by Wakeley Moment method (McVean et al., 2002, 2004).
jThe look up table for LDHat pairwise not generated from data but from existing lkgen table provided in LDHat distribution (lk_n100_t0.01; https://github.com/auton1/LDhat).

the targeted MSLA loci (Supplemental Data Table 7). In order
to obtain a comparable sampling of Synechococcus B’-like and
A-like BAC clones, the number of loci for the Synechococcus
B’-like population was reduced to three protein-encoding loci
(rbsK, aroA and pcrA) plus the 16S rRNA/16S-23S rRNA ITS
sequence. The amount of nucleotide divergence at the 16S
rRNA locus within A-like and B’-like BACs averaged 0.31%
(±0.036% SE) and 0.71% (±0.064% SE), respectively, much
less than that between BACS of the different lineages, which
averaged 2.73% (±0.024% SE), which was somewhat lower than
the 3.6% divergence reported for the Synechococcus strain A
and B’ genomes (Bhaya et al., 2007). We compared the rbsK
sequences of A-like and B’-like BACs to rbsK sequences recovered
by direct PCR amplification from the same mat samples and
found that the BAC library sequences sampled broadly across
B’-like and A-like lineages (Supplemental Data Sheet Section IV
and Supplemental Data Presentation Figures 6, 7). All multi-
locus sequence datasets were assembled into sequence types (STs)
comprised of individual BACs with identical sequences at all
loci (Supplemental Data Sheet Section V and Supplemental Data
Tables 8, 9).

Recombination and Mutation within and
Between A and B’ Synechococcus
Lineages
Evidence of recombination within the A- and B’-lineages was
readily detected by various analyses of both single genes and
multiple loci. The ability to detect recombination events was
influenced by the number and length of sequences analyzed and

by the number of genes included in the analysis. Furthermore,
different methods detected different events. For instance, as
shown in Table 3, RDP4 analysis of 7 loci in 71 A-like BACs
detected 11 unique events. Clonal Frame detected 7 of the same
events, and manual inspection of SNPs (using the definition
from (Feil et al., 2000a), where >1 SNP within any single locus
is indicative of recombination) suggested 24 additional unique
putative events. Hence, 11–35 unique events were detected.
However, in an analysis in which we more than doubled the
number of sequences by removing 2 of the 7 genes (see below),
RDP4 detected only 5 events; Clonal Frame detected 1 additional
event and SNP analysis suggested 2 more events (range 6–8
events). Similarly, in an analysis of 4 genes in 72 B’-like BACs
RDP4 detected 4 events, Clonal Frame detected an additional 9
events and SNP inspection suggested 11 additional unique events
(range 13–24 events).

The majority of recombination events were detected in the
rbsK locus in both lineages; to a lesser extent recombination
events were also detected in PK, CHP, and lepB for A-like
Synechococcus and in the 16S rRNA/ITS region and pcrA gene
for B’-like Synechococcus (Supplemental Data Tables 10–13).
Phylogenies for rbsK, constructed using RDP4with sequence data
from either side of the predicted breakpoints, were shown to
be incongruent providing additional evidence of recombination
at this locus in both lineages (Supplemental Data Presentation
Figures 8, 9).

In contrast, evidence of recombination between the A-like
and B’-like lineages was rare. Blast analyses of 7 MLSA loci on
71 A-like BACs and 4 MLSA loci on 72 B’-like BACs revealed
only three examples, all involving rbsK loci on A-like (n =
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TABLE 3 | The number of unique (u) and overlapping (ovl; supported by multiple methods) recombination events recorded by RDP4, Clonal Frame (CF),

and single nucleotide polymorphism (SNP) analysis of MLSA datasets.

Organism Datastet No. Sequences RDP4u*a,b CFu CFovl SNPu SNPovl All Uniquee

Synechoccocus A-like BACs MLSA7d 71 11 0a 7a 24a 7a 35

MLSA5 49 5 0a 0a 0a 0a 5

MLSA5 145 5 1a 8a 2a 6a 8

Synechococcus B’-like BACs MLSA4 72 4 9b,c 19b 11b,c 14b,c 24

All loci were considered in analysis.

*Overlapping RDP4 events with CF or SNP analyses were not recorded in CFu or SNPu columns, only the RDP4u column.
aSee Supplemental Data Table 10.
bSee Supplemental Data Table 11.
cSee Supplemental Data Presentation Figure 10.
dSee Figure 2.
eSum of “u” columns only.

1) or B’-like (n = 2) BACs that were associated with the
genome of the other lineage (Supplemental Data Sheet Section
VI). Similarly, of the loci used to study both A-like and B’-like
Synechococcus lineages, rbsK was the only gene for which RDP4
analysis detected evidence of recombination. Only 3 unique
recombination events were identified among 123 combined A-
like and B’-like rbsK sequences in the 511 nt overlapping region
(all within B’-like BACs; Supplemental Data Table 14).

The importance of recombination relative to mutation for
the evolution of A-like and B’-like Synechococcus lineages was
estimated independently in two ways: (i) R/θ, which is the ratio at
which recombination and mutation occur (McVean et al., 2002,
2004; Didelot and Falush, 2007) using LDHat analysis (reported
as a range depending on LDHat method annotated in footnotes
of Tables 1, 2 and equivalent to ρ/θ in Clonal Frame analysis),
and (ii) r/m, which is a ratio of the probabilities that a given
site was altered through recombination or mutation (i.e., how
important the effect of recombination was in the diversification
of the sample relative to mutation in terms of the number of
resulting nucleotide substitutions) as defined by Clonal Frame
analysis (Didelot and Falush, 2007; Didelot and Maiden, 2010).
For MLSA concatenated datasets, the ratios (R/θ, ρ/θ, and r/m)
differed somewhat in the two lineages. Recombination events
were generally less frequent than mutation events (ρ/θ ranging
from 0.38 to 0.89 for A-like BACs and 0.24 to 0.54 for B’-like
BACs, in Clonal frame analysis; R/θ ranging from 0.4 to 1.0
for A-like BACs and 0.44 to 1.06 for B’-like BACs in LDHat
analysis; see Tables 1, 2). It was also clear from Clonal frame
analysis that recombination had a greater impact than mutation
on diversification of the lineage (r/m ratio ranging from 2.60 to
3.40 depending on number of loci for SynechococcusA-like BACs,
and 2.42 for Synechococcus B’-like BACs; Tables 1, 2).

Ecotype Simulation Analyses of
Concatenated A-like Synechococcus

MLSA Datasets
We focus in the main text on the A-like Synechococcus lineage,
which offered a greater number of genes for MLSA analyses
(7 loci, hence termed MLSA7). Also, A-like Synechococcus
BACs were recovered from both mat samples, thus enabling

analysis of habitat association. Comparable results for a 4-locus
MLSA analysis (MLSA4) of B’-like lineage variants, which
were recovered only from the 60◦C sample, are presented in
Supplemental Data Sheet SectionVII. For clarity, PEs demarcated
by Ecotype Simulation are named according to whether they
are based on MLSA data (MLSA7 or MLSA4 followed by the
PE designation; e.g., MLSA7 PEA1; MLSA4 PEB’4) or single-
locus data (specified by the gene analyzed followed by the PE
designation; e.g., rbsK PEA2).

All individual-locus sequences sampled by BACs and multi-
locus concatenations constructed from them (STs) were analyzed
using Ecotype Simulation (Figure 2A, Table 4). STs predicted
by Ecotype Simulation to be members of the same putative
ecotype in the MLSA7 analysis are given the same color, but
members of different PEs are colored differently, and colors
are maintained throughout all MLSA7 Figures. The MLSA7
concatenated phylogeny and the single-locus phylogeny for
rbsK sequences sampled by the same BACs are compared
in Figures 2A,B respectively, which also show PEs predicted
by Ecotype Simulation. Phylogenetic comparisons with other
loci (CHP, lepB, dnaG PK, aroA, and hisF) are discussed
in Supplemental Data Sheet Section VIII and are shown in
Supplemental Data Presentation Figure 14. Ecotype Simulation
predicted 2–7 A-like PEs from individual BAC loci, depending on
the locus analyzed. Among individual loci, the greatest number of
PEs was predicted from the rbsK gene (Figure 2B), which had the
greatest average evolutionary divergence among the loci studied
(Table 4). Ecotype Simulation predicted 13 A-like MLSA7 PEs
from concatenated MLSA sequence data (Figure 2A), though
five of these PEs were based on a single ST sequence (i.e.,
singletons) and one was based on two occurrences of the same
ST (i.e., a doubleton). MLSA7 PE clades contained from 1 to
28 BACs. Three of the 13 MLSA7 PE clades for Synechococcus
A-like BACs contained a dominant variant (i.e., 2–14 clones that
were identical at all MLSA7 loci) and singleton variants. In two
cases, MLSA7 PEs A4 and A7, subdominant variants were also
observed, along with singletons. Supplemental Data Table 23
shows how STs, dominant variants and subdominant variants
were distributed among MLSA7 PEs.

Only one case of complete correspondence between rbsK PEs
and MLSA7 PEs was observed (i.e., MLSA7 PE A9 = rbsK
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FIGURE 2 | A-like Synechococcus phylogenies based on maximum likelihood analysis of (A) 7 concatenated BAC loci and (B) BAC-associated rbsK

sequences. Putative ecotypes (PEs) demarcated by Ecotype Simulation are indicated by brackets or vertical bars adjacent to each tree. STs within PEs are colored

according to the MLSA phylogeny shown in A and colors are maintained in both phylogenies (color correspondence also maintained in Supplemental Data

Presentation Figure 14). The number of variants belonging to dominant and subdominant sequence types (STs) is indicated in parentheses. Stars, colored coded

according to gene (see inset star legend), demarcate recombination events interpreted from SNP patterns confirmed (closed stars) or not confirmed (open stars) by

Clonal Frame analysis. Clade splitting events between rbsK and the concatenated phylogeny, where grouped variants within rbsK are split apart into separate PEs in

the concatenated phylogeny, are indicated by dashed (clade splitting event of rbsK PE1) and solid arrows (clade splitting event of rbsK PE2). Non-syntenous STs are

shaded in gray and STs that contained a combination of sequences that were syntenous and non-syntenous are indicated by an asterisk; syntenous STs are not

shaded and are not annotated by an asterisk. Shared SNP pattern between STs of two distinct PEs indicated by a bidirectional arrow colored according to gene

(yellow = lepB). Bootstrap values are provided for major nodes. Reference genome indicated by “SynA”; Genbank accession number CP000239.

PEA 4) (green colored STs in Figure 2). Otherwise, the rbsK and
MLSA7 phylogenies were mainly incongruent, providing further
evidence that recombination complicates single-locus analyses
of PEs (compare Figures 2A,B). For instance, some members
of MLSA7 PE A4 were classified into three rbsK PEs (A1, A2,
and A7; red colored sequences in Figure 2). Ecotype Simulation
analysis of concatenated MLSA7 loci mainly split individual PEs

demarcated by rbsK analysis into multiple MLSA7 PEs, as shown
by dashed and solid black arrows in Figure 2 (e.g., rbsK PE2 was
split into MLSA PEs 3 (pink), 4 (red), and 5 (blue).

Evidence of Habitat Association
In order to obtain a greater number of A-like BACs from
samples collected at both temperatures sufficient to observe
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TABLE 4 | Ecotype Simulation and eBURST output for 71 A-like Synechococcus BACs that contained all 7 loci assayed for the study.

Locus Average evolutionary Ecotype Simulation (ES) eBURSTb

divergence (BACs)
PEs

Demarcated-ES

(95% CI)

Omega (95% CI) Sigma (95% CI) Sample-specific

PEs

No. of alleles or

sequence types

No. of clonal

complexes

rbsK 0.03 7 (4–16) 0.05 (0.01–0.14) 3.5 (0.33–42) Yes 24 d

PK 0.002 2 (2–60) 0.052 (0.04–66) 13 (1.2–12.2) No 11 d

hisFa < 0.0001 2 (2–71) 3113

(<2e−7–>100)

48,000

(0.7->100)

No 2 d

lepB 0.005 2 (2–6) 0.09 (0.003–0.6) 26.9 (1.7–99.8) No 6 d

CHP 0.01 2 (2–5) 0.03 (0.001–0.23) 564 (5.4–>100) No 4 d

aroA 0.001 3 (2–71) 1.86 (0.03–99.6) 22.7 (0.07–100) No 7 d

dnaG 0.002 4 (3–22) 0.3 (0.07–2.5) 180 (3.8–>100) No 7 d

Concatenationb 0.01 13 (9–44) 0.05 (0.03–0.12) 1.11 (0.07–100) c 50 3

aMolecular resolution of hisF was not significant enough for Ecotype Simulation to effectively predict ecotypes.
bCalculated from concatenated sequence datasets only.
cNot enough 65◦ sequences to determine sample specificity of demarcated PEs.
dClonal complexes only apply to concatenated sequence datasets.

habitat associations, we performed two separate MLSA analyses
of 5 of the 7 loci (rbsK, lepB, aroA, CHP, and PK; MLSA5,
see Supplemental Data Sheet Section VIII). One included 49
concatenated sequences with nearly equal representation of
sequences from 60 and 65◦C (Supplemental Data Presentation
Figure 15). The other included the full dataset of 145
concatenated sequences that could be compared at these
5 loci (Supplemental Data Presentation Figure 16). Fisher’s
exact tests of contingency on both sets of BACs from 60
and 65◦C yielded significant evidence of heterogeneity in
habitat associations (i.e., collection temperatures; p-value =

0.001). Additionally, several MLSA5 PEs were comprised
of multiple BACs obtained only from one of the two
temperatures.

In order to investigate vertical distributions of alleles we
pyrosequenced the rbsK locus in DNAs extracted from 80µm-
thick cryotome sections from different depths in the top green
layer of the 63–65◦C mat, where A-like PEs predominate.
Pyrosequencing analysis of the rbsK locus resulted in a
phylogeny (Supplemental Data Sheet Section IX; Supplemental
Data Presentation Figure 19) that closely resembled the rbsK
phylogeny based on sequences sampled by BAC clones (compare
Figure 2B and Supplemental Data Presentation Figure 19). In
cases where pyrosequences matched only STs of the same PE or
subclade, we could test the hypothesis that these PEs represent
ecologically distinct populations. As shown in Figure 3A, the
subclade representing MLSAs PE A4 and A5 (red and blue STs
in Figure 2A), which were grouped together into rbsK PE A2
(Figure 2B), were shown to exhibit different vertical distributions
(Fisher’s exact test, ANOVA and G-tests p < 0.001). rbsK
sequences representative of MLSA PE A4 declined with depth,
whereas those representative of MLSA PE A5 increased with
depth. This provides an example of how a single-locus analysis
can lump populations that are ecologically distinct, giving the
impression of a clade containing ecologically heterogeneous
members. Additionally, the availability of genome sequences of

isolates representative of MLSA7 PEs A5 and A9 (Olsen et al.,
2015; and see Supplemental Data Sheet Section X) allowed us
to associate rbsK and psaA sequences corresponding to the
same PEs. In these cases we could demonstrate correspondence
between rbsK distributions and the psaA distributions observed
in single-locus analysis of the same samples by Becraft et al.
(2015) (see also Figures 3B,C, where MLSA7 PE 5 = psaA PE
A6 and MLSA7 PE 9 = psaA PE A14). Both of these PEs have
been shown to be most prevalent toward the bottom portion of
the upper green layer of the mat at this temperature (Becraft
et al., 2015), and representative isolates have been shown to
possess genes that enable harvesting of lower amounts of light,
characteristic of in situ light conditions (Becraft et al., 2015;
Nowack et al., 2015; Olsen et al., 2015; also see Supplemental Data
Sheet Section X).

eBURST Analyses
The eBURST algorithm assembles STs into clonal complexes
(Maiden et al., 1998; Feil et al., 1999, 2000a, 2004) that
are typically composed of a single predominant genotype
(consensus group or here, dominant variant), plus variants
that are identical to the predominant genotype at all but
one locus (single-locus variants; Feil and Spratt, 2001; Feil
et al., 2004). Single-locus variants can differ from the dominant
variant by any number of SNPs as long as those SNPs occur
in only one locus (Feil et al., 1999, 2000b, 2003). Only 3
clonal complexes were observed with eBURST analyses of the
MLSA7 dataset (Figure 4, Table 5), and the correspondence
between eBURST’s clonal complexes and Ecotype Simulation’s
PEs was imprecise (see Figure 4 and Supplemental Data Sheet
Section VIII for details of these analyses and results). In the
eBURST analyses of the MLSA5 datasets, Fisher’s exact tests
did not indicate differences among clonal complexes in their
habitat associations (Supplemental Data Presentation Figure
17, p-value 0.943; Supplemental Data Presentation Figure 18,
p-value 0.734).
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FIGURE 3 | rbsK vertical distributions in the 63–65◦C Mushroom Spring microbial mat of dominant rbsK and psaA variants associated with

Synechococcus putative ecotypes (PE) demarcated from multi-locus sequence analyses (MLSA) by Ecotype Simulation, shown as colored solid lines.

(A) rbsK distributions of two MLSA PEs that are demarcated as a single PE in rbsK analysis. (B,C) rbsK (solid line) and psaA (dotted line) distributions of two MLSA

PEs connected through genomes of representative isolates. Bars represent standard error (n = 3). PE colors correspond across panels.

FIGURE 4 | eBURST population snapshot of A-like Synechococcus BACs for the 7-locus analysis shown in Figure 2A. Clonal complexes enclosed by solid

black lines. PE demarcation from Ecotype Simulation analysis are overlaid, using different colors corresponding to Figure 2A to represent distinct PEs. STs are

represented by numbers and those colored in gray belong to PEs demarcated from a single sequence with a unique ST. Reference genome indicated by “SynA” next

to ST10.
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TABLE 5 | eBURST analysis of clonal complexes for the 7-locus MLSA of A-like Synechococcus BACs.

Clonal Complex A7-I

Locus Consensus DV-ST1 (14) ST2 ST3 ST4 ST6 ST8 ST11 ST12 ST14 ST15 ST33 ST36 ST39 ST41 ST43 ST48 ST49

rbsK 1 1 1 1 31 1 1 1 1 1 1 72 82 105 121 172 1

PK 1 1 1 1 1 21 1 1 81 1011 1 1 1 1 1 1 1

hisF 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1

lepB 1 1 21 313 1 1 1 1 1 1 1 1 1 1 1 1 1

CHP 1 1 1 1 1 1 220 1 1 1 1 1 1 1 1 1 1

aroA 1 1 1 1 1 1 1 1 1 1 72 1 1 1 1 1 1

dnaG 1 21 1 1 1 1 1 519 1 1 1 1 1 1 1 1 32

Clonal Complex A7-II

Locus Consensus DV-ST5 (2) ST11 ST18 ST19 ST21 ST31 ST45 ST46

rbsK 2 120 2 2 2 182 148 1513

PK 1 1 1 1 81 1 1 1

hisF 1 1 1 1 1 1 1 1

lepB 1 1 21 1 1 1 1 1

CHP 2 2 2 31 2 2 2 2

aroA 1 1 1 1 1 1 1 1

dnaG 1 1 1 1 1 1 1 1

Clonal Complex A7-III

Locus Consensus DV-ST6 (2) ST1 ST7 ST22 ST23

rbsK 3 11 3 3 3

PK 1 1 1 1 1

hisF 1 1 1 1 1

lepB 1 1 1 1 1

CHP 1 1 220 1 1

aroA 1 1 1 1 52

dnaG 1 1 1 41 1

The number of BACs within an ST is in parentheses when greater than 1. Superscripts next to the allele number denote number of nucleotide differences compared to the consensus

sequence. Corresponding to Figure 4.

DV, dominant variant.

Evidence of Historic and Recent
Recombination Events
The presence of historic recombination events was further
investigated after it was initially found through SNP analysis
that identical SNP differences were observed in two different
MLSA7 PEs. Figure 5 shows SNP differences between variants
that were grouped intoMLSA7 PEs and clonal complexes sharing
the same dominant variant. Most differences resulted either from
the exclusion of STs containing SNPs in multiple loci from
clonal complexes by eBURST, or from the exclusion of STs
containing a large number of SNPs from phylogenetic clusters
demarcated as PEs by Ecotype Simulation. Of particular interest,
however, was the observation of identical SNP differences in
the CHP locus in two different MLSA7 PE A4 STs relative
to two different dominant variants of MLSA7 PE A7 (ST7
vs. ST6 and ST11 vs. ST1). This prompted us to consider
the possibility that these SNP patterns were clade-specific. We
investigated recombination events occurring on internal nodes

(suggestive of historic recombination) using Clonal Frame.
Clonal Frame predicted several internal nodes in both the
Synechococcus A-like and B’-like lineages where there was a high
probability of recombination having occurred in one or more
loci (closed colored stars in Figure 2A and Supplemental Data
Presentation Figure 10). This revealed a historical record of the
impact recombination has had on the diversification of these
organisms. Detailed manual inspection of SNP patterns in all
clades allowed us to suggest additional putative recombination
events in the phylogeny of these Synechococcus lineages (open
colored stars in Figure 2A and Supplemental Data Presentation
Figure 10; also see Supplemental Data Sheet Section XI and
Supplemental Data Presentation Figure 21). For instance, all
variants grouped into the clade containing MLSA7 PEs A2-
A4 appear to have vertically inherited a recombinant CHP
gene after an early recombination event (closed green star) and
variants within MLSA7 PEs A2, A3, and a portion of PEA4,
appear to have vertically inherited an rbsK sequence from a
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FIGURE 5 | Single nucleotide polymorphism patterning of A-like Synechococcus BACs grouped around the same dominant variant (also consensus

sequence) by Ecotype Simulation and eBURST. Variants detected only by eBURST (blue), only by Ecotype Simulation (red) or by both (purple) are compared to

the shared dominant variant (consensus sequence). (A) Dominant variant ST1 in PEA7 and clonal complex A7-I and (B) subdominant variant ST6 in PE7 and clonal

complex A7-III. STs correspond with STs in Figure 2A.

subsequent recombination event (closed blue star). A third
putative recombination event involving the rbsK locus (open
blue star) may distinguish MLSA7 PEs A2 and A3 from MLSA7
PE A4.

These SNP analyses also revealed several examples of singleton
MLSA7 PEs associated with recombination patterns involving
a large number of SNPs [MLSA7 PEs A1 (ST4), A2 (ST27),
A8 (ST12), and A11 (ST25); see Figure 2A]. These singleton-
PE variants formed long-branches and were closely related to
sister PEs comprised of multiple variants, but different in many
SNPs from the dominant variant of that PE. For example, in
Figures 2A, 5A, singleton-PE A8 (ST12) was closely related to
PE A7, but differed by 19 SNPs in the dnaG locus, suggesting
that a recent recombination event might have caused enough
sequence difference to prevent its accurate demarcation by
Ecotype Simulation. There was only one case in which an
identical SNP pattern shared by two STs (ST25 in singleton
MLSA7 PE A11 and ST 34 in MLSA7 PE A9; lepB) was not

clade-specific (Figure 2 and Supplemental Data Presentation
Figure 21 panel I).

Similar analysis was performed on the Synechococcus B’-like
BACs with the interesting result that 2–3 recombination events
were associated with some divergences, even though only 4 loci
were included in the B’-like MLSA4 phylogeny (Supplemental
Data Sheet Section VIII and Supplemental Data Presentation
Figures S10, S12, S13).

DISCUSSION

Recombination within and Between
Lineages of Synechococcus
There is abundant evidence that genomic rearrangements
and recombination have influenced the evolution of the
Synechococcus populations inhabiting the Mushroom Spring
microbial mat. As in previous investigations of Sulfolobus
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islandicus (Cadillo-Quiroz et al., 2012), Wolbachia (Ellegaard
et al., 2013), and Vibrio cyclitrophicus (Shapiro et al., 2012)
mentioned above, recombination between the divergent A
and B’ lineages of Synechococcus appears to be less frequent
than recombination within each lineage. Specifically, only
approximately 2% of BACs exhibited evidence of recombination
between A- and B’-like Synechococcus BACs (see Results,
Supplemental Data Sheet Section VI and Supplemental Data
Table 14). This corroborates our previous metagenomic analyses,
in which we found a low percentage of metagenomic clones
with end sequences stemming from both the A-like and B’-like
lineages (Klatt et al., 2011) (Supplemental Data Sheet Section VI).
In contrast, within-lineage recombination was greater, with 5.5%
of A-like and 33.3% of B’-like Synechococcus BACs exhibiting
evidence of recombination for approximately equal numbers of
loci analyzed (MLSA5, 145 sequences and MLSA4, 72 sequences
for Synechococcus A- and B’-like BACs respectively; Table 3).

Recombination events have occurred at various times in
the history of the A-like and B’-like clades: some recombinant
segments are fixed in large subclades (i.e., evidenced by clustering
of SNPs in MLSA PEs 2, 3, and 4 in Supplemental Data
Presentation Figures 21A,D,G or MLSA PEs 10, 11, 12, and
13 in Supplemental Data Presentation Figures 21C,F,I; for
analogous B’-like fixed recombinant segments see Supplemental
Data Presentation Figure 13), indicating a recombination event
early in the clade’s history followed by vertical inheritance of
the recombined gene, while others are specific only to singleton
(one doubleton) variants demarcated as PEs based on recent
recombination in single loci (i.e., MLSA PEs 1, 2, 8, 10, 11, and
13 in Figure 2A). These results suggest that recent recombination
events might cause overestimation of PEs by Ecotype Simulation.
That is, a single recombination event, if involving a long enough
fragment, can cause Ecotype Simulation to split a PE. In the case
of eBURST, a single recombination event of any size cannot split
a consensus group; however, two or more recombinants of any
size will separate a recipient organism into a different consensus
group.

The rates of recombination within the A and B’ lineages were
estimated to be less than or about the same as that of mutation
(Tables 1, 2). However, we determined that recombination had
a somewhat greater impact than mutation on sequence change
within these populations (Tables 1, 2; Clonal Frame, r/m range
1.58–4.92). The impact of recombination (r/m) was estimated
at 2.6 and 2.4, for the Synechococcus A-like and B’-like lineages,
respectively. These r/m ratios are similar to values reported
for other cyanobacteria (Vos and Didelot, 2009) and are in
the same range as those reported for S. islandicus, Wolbachia,
and Halorubrum (Papke et al., 2004; Whitaker et al., 2005;
Ellegaard et al., 2013). The recent study on Synechococcus by
Rosen et al. (2015), did not provide r/m, but their estimate of
the ratio of recombination to mutation rates (ρ/θ) was close to 1,
which fell within the R/θ range provided by our LDHat analysis
(Tables 1, 2). Why do such different interpretations arise from
such similar results? Although, Rosen et al. interpreted from a
very similar recombination/mutation ratio that recombination
is “ubiquitous,” we note that this ratio is not extraordinarily
high when compared against the many groups of bacteria whose

recombination rates were quantified by Vos and Didelot (2009).
Furthermore, Rosen et al. have not considered the theoretical
work of Haldane (1932), which shows that such low rates of
recombination cannot prevent ecological diversification.

Given the rates of mutation estimated for various bacteria
(Drake, 2009; Vos and Didelot, 2009), we may conclude that
a typical gene in the Synechococcus populations is experiencing
recombination at an extremely low absolute rate, so that
recombination between nascent species is unlikely to hinder
their divergence (Haldane, 1932; Vos, 2011; Wiedenbeck and
Cohan, 2011). Low-frequency recombinationmay allow shuffling
of niche-neutral alleles, which do not determine ecological niche,
but low-frequency recombination of niche-determining alleles
from other populations can be countered by natural selection
(Haldane, 1932). Maladaptive niche-determining alleles from
other populations will be kept at negligible levels, maintaining the
integrity of populations’ adaptations (Wiedenbeck and Cohan,
2011). Rates of recombination observed in Synechococcus should
not lead us to dismiss a priori the possibility of ecological
diversification within either clade.

We therefore disagree with Rosen et al.’s conclusion (Rosen
et al., 2015) that frequent recombination has caused each of the A
and B’ clades of Synechococcus to be a “quasisexual population,”
where close relatives are prevented from diversifying into long-
standing, ecologically homogeneous populations, or ecotypes.
While Rosen et al. (2015) have shown a shuffling of alleles
(really gene segments) within the A and B’ clades, they have
not shown that the recombination has randomized associations
between niche-determining alleles, which are responsible for
ecotype divergence. Moreover, we do not see how they could
rule out ecological diversification without studying ecology. As
we have shown in many previous papers, as well as in the
present study, there is ample evidence for the coexistence of long-
standing, ecologically divergent populations within both the A
and B’ clades, as we discuss below. Rosen et al. mentioned some
of these studies, but did not use an ecological model in their work,
as we have done here.

As with most (if not all) bacteria, recombination has been
sufficient in Synechococcus to create new ecological diversity.
Within the A lineage, for example, low-light PEs differ from
high-light PEs in having acquired a gene cluster likely coding
for an additional photoreceptor (Olsen et al., 2015). It does not
take a recombination rate much higher than that of mutation
to transfer a gene that is adaptive in a new niche. Only one
adaptive transfer of a gene (or one mutation event); see Bantinaki
et al. (2007) is required to found a new ecotype and thereby
bring about ecological diversification. On the other hand, a much
higher rate of recombination is required to prevent adaptive
divergence between nascent populations; this requires recurrent
inter-population transfer of genes poorly adapted to their new
niche (Wiedenbeck and Cohan, 2011).

Ecological Diversification within the A-like
and B’-like Synechococcus Lineages
The Ecotype Simulation analysis of concatenated MLSA
sequences hypothesized 13 and 29 PEs within the A-like
and B’-like clades, respectively. This was greater than the
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number of PEs predicted from single-locus analyses of the most
divergent locus, rbsK. This is likely because of greater resolution
provided by MLSA7 (as well as MLSA4; see Supplemental
Data Presentation Figure 10), as evidenced by the fact that
MLSA7 split numerous PEs that were lumped by rbsK analysis.
We were able to demonstrate the ecological distinctness of
some of the A-like putative ecotypes, first with respect to the
two habitat types investigated in this study (60 and 65◦C).
That is, some hypothesized A-like ecotypes were sampled
entirely from different habitats, while others were quantitatively
different in their habitat associations. Also, pyrosequencing
of PCR-amplified rbsK genes typical of different MLSA7 PEs
demonstrated fine-scale distribution differences of MLSA7
PEs along vertical gradients. Additionally, the availability of
genomes of isolates representative of MLSA7 PEs permitted
us to demonstrate correspondence of rbsK distributions with
distributions observed earlier in psaA analyses (Becraft et al.,
2015). This led to demonstration of adaptation consistent with
distribution patterns (Nowack et al., 2015) and genomic evidence
of mechanisms likely to underlie these adaptations (Olsen et al.,
2015). For instance, MLSA PEs 5 and 9 correspond to psaA
PEs A6 and A14, whose distribution deep in the upper green
layer of the mat (Becraft et al., 2015) is consistent with the
presence of auxiliary photosystem genes that are likely to be
associated with the ability to acclimate to low irradiance (Nowack
et al., 2015; Olsen et al., 2015); and see Supplemental Data Sheet
Section X). Becraft et al. (2011, 2015) also describe the existence
and ecological distinction of B’-like Synechococcus ecotypes, as
well as the ecological interchangeability of the members of each
ecotype.

We conclude that both the A-like and B’-like Synechococcus
lineages have clearly diversified into many younger species
populations, whose niches correspond in part to differences
along temperature and vertical gradients (Becraft et al., 2015).
Our approach did not permit us to evaluate the role of
positive selection within our dataset as our genes were under
neutral/purifying selection. Evaluation of full genomes of strains
of closely related species will allow us to further examine the roles
that recombination, mutation, selection and neutral processes
have played in the diversification of Synechococcus.

Whither the Biological Species Concept?
That recombination has occurred more frequently within closely
related clades than between them has previously been taken
as support for the Biological Species Concept in bacteria and
archaea (Cadillo-Quiroz et al., 2012; Shapiro et al., 2012;
Ellegaard et al., 2013). However, the quintessential idea of the
Biological Species Concept is that sexual isolation is required
for irreversible divergence and ecological distinctness in the
origin of species (Cohan, 2013). Support for the Biological
Species Concept requires more than a correlation between
sexual isolation and divergence among clades; one must
demonstrate that reduced recombination was necessary for their
divergence.

We argue that such evidence is lacking in the above-cited
studies on Vibrio, Wolbachia, and Sulfolobus. As seen in the
present work, Synechococcus lineages have been noted to have

recombination levels similar to those reported for Halorubrum
and Sulfolobus. Like these organisms, major Synechococcus clades
that are highly divergent (3.6% diverged at the 16S rRNA
locus and 18% diverged in average nucleotide identity (ANI),
Bhaya et al., 2007) are ecologically distinct. However, our high-
resolution analysis of closest relatives within each clade has
shown ecological speciation among organisms that have identical
or nearly identical 16S rRNA sequences and have diverged
only on the order of 1% ANI (Olsen et al., 2015; also see
Supplemental Data Table 25) and show minimal sexual isolation.
Similarly, in work on another system we have found ecotype
differentiation among Bacillus clades that show very little sexual
isolation (Majewski and Cohan, 1999; Connor et al., 2010).
We hypothesize that analysis of fine-scale ecological divergence
withinHalorubrum or Sulfolobusmay yield similar results (Papke
et al., 2007; Cadillo-Quiroz et al., 2012). Recombination does not
appear to have impeded ecological diversification among close
relatives that are not sexually isolated. Thus, sexual isolation, in
this context, is unnecessary for the origin of species (Wiedenbeck
and Cohan, 2011).

Instead, sexual isolation is more likely to be the result
of divergence among closely related groups than the cause.
Not only do ecologically distinct populations tend to diverge
over time into separate sequence clusters (Cohan and Perry,
2007), but ecological divergence may also cause occupancy
of different microhabitats, reducing opportunities for genetic
exchange (Shapiro et al., 2012); in addition, functional divergence
may result in reduced fitness of recombinants (Retchless and
Lawrence, 2010). For other mechanisms of sexual isolation,
also see Wiedenbeck and Cohan (2011). Regarding evidence for
the Biological Species Concept provided by previous bacterial
and archaeal studies, we note that two of these studies have
provided no direct evidence that the groups of sequences studied
have distinct ecological properties (Cadillo-Quiroz et al., 2012;
Ellegaard et al., 2013), and rely primarily on the coexistence of
sequence clusters as evidence that they utilize different resources.
A third study by Shapiro et al looking at genetic exchange
between two recently diverged populations of Vibrio (Shapiro
et al., 2012) reported similar patterns of sub-clustering within the
Vibrio populations (their Figure S2), and we predict that these
sub-clusters would show ecological diversification if the authors
were to test this. We predict each subgroup would represent an
ecotype, subject to genomic sweeps. The fourth study (Rosen
et al., 2015) claimed that there cannot be discrete ecotypes within
the Synechococcus A and B’ clades, owing to recombination,
yet the existence of such discrete ecotypes has been amply
demonstrated here and in many earlier papers (Becraft et al.,
2015; Nowack et al., 2015; Olsen et al., 2015).

Most importantly, an argument for the Biological Species
Concept should provide evidence that ecological diversification
was prevented among groups hypothesized to recombine
more frequently. This would require a search for ecological
diversification among the close relatives recombining at the
highest rates. While previous studies have not attempted to
search for ecological diversity among closest relatives (within
the major clades); this has been a principal aim of our
study.
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CONCLUSION

In conclusion, it appears that we have found some of the
most newly divergent ecotypes of hot spring Synechococcus.
They do recombine, and recombination has not prevented their
divergence, as had been suggested by Doolittle and Zhaxybayeva
(2009). Because a reduction in recombination does not appear
necessary for ecological divergence, and because ecological
patterning of bacterial and archaeal diversity is common, the
Biological Species Concept does not appear appropriate for
bacterial and archaeal speciation. While recombination has
not hindered speciation, ongoing genomic and metagenomic
analyses have begun to reveal evidence suggesting that (i)
horizontal genetic transfer and recombination have likely led
to ecological diversification by introducing niche-transcending
adaptations to new lineages (Gogarten et al., 2002; Lawrence,
2002; Doolittle and Zhaxybayeva, 2009; Wiedenbeck and Cohan,
2011; Olsen et al., 2015), and (ii) mutation and selection have
also played a role in the evolutionary ecology of Synechococcus
ecological species (Olsen et al., 2015). Sub-clustering within
major clades predicted to be ecologically distinct has been
observed across a variety of taxa and habits (Smith et al., 2006;
Zinser et al., 2006; Hunt et al., 2008; Connor et al., 2010;
Denef et al., 2010; Mazard et al., 2012), suggesting that our
observations may have general importance to the issue of species
and speciation in bacteria and archaea. It is important to keep in
mind that the molecular dimension of microbial species may be
smaller than we have previously thought, and that it is important
to understand theories underlying species and speciation.

MATERIALS AND METHODS

Samples were collected on 2 October 2003 from the effluent
channel of Mushroom Spring (44.5386◦N, 110.7979◦W), an
alkaline siliceous hot spring in the Lower Geyser Basin of
Yellowstone National Park, WY, at two temperatures, 60 and
65◦C. DNA extraction and construction of bacterial artificial
chromosome (BAC) clones and oligonucleotide probe screening
to identify BACs containing a Synechococcus A/B lineage-specific
16S rRNA gene are described in the Supplemental Data Sheet
Section I. DNA from parallel samples was used for analyses of
the 16S rRNA and ITS region on the BACs (Ward et al., 2006)
and PCR-amplified single protein-encoding loci (rbsK, aroA, and
apcAB) (Melendrez et al., 2011), as well as for construction of
small-insert (2–12 kb) metagenomic libraries (Bhaya et al., 2007;
Klatt et al., 2011).

Locus Selection
From one hundred genes that were upstream and downstream
of the two unlinked 16S rRNA genes in the Synechococcus strain
A and B’ genomes, loci were selected based on the following
characteristics: (i) presence in both genomes, (ii) range of
distances from the 16S rRNA locus, (iii) high degree of nucleotide
divergence between Synechococcus strain A and B’ homologs, (iv)
high average nucleotide divergence and variance of metagenomic
homologs from Synechococcus strain A and B’ homologs, (v) not
under positive evolutionary selection (dN/dS values< 1) and (vi)

functionally useful for gene expression studies. In addition, loci
adjacent to transposons or mobile elements were avoided due to
the greater possibility of co-migration of adjacent loci. Loci used
in this study are presented in Supplemental Data Tables 1, 2.

PCR Amplification and Sequencing of BAC
MLSA Loci
Primers for the separate amplification of Synechococcus A-like
and B’-like BAC target genes (Supplemental Data Tables 1, 2)
were designed and tested as described for amplification of rbsK,
aroA, and apcAB gene segments by Melendrez et al. (2011),
which also provides details of PCR conditions and gel-based size
verification and purification of amplicons. Cycling conditions for
the dnaG, pcrA, ispE, sufB, and argD genes were the same used
for aroA and rbsK genes, and cycling conditions for the protein
kinase (PK), lepB, and accC genes were the same as for the apcAB
gene, except for the use of 40 cycles instead of 30 cycles. Cycling
conditions for hisF and the conserved hypothetical protein (CHP
[locus tag CYA_2291]) gene were: an initial denaturing step at
94◦C (2min) followed by 20 cycles of 94◦C (1min), 60◦C (1min),
and 72◦C (1min); then 20 cycles of 94◦C (1min), 55◦C (1min),
and 72◦C (1min) with a final extension at 72◦C for 10min and
storage at 4◦C. BAC clones exhibiting no PCR product for any
gene were amplified twomore times (directly from the BAC clone
sample) to increase confidence that the gene was absent.

Sequencing
Purified PCR products were sequenced using the forward and
reverse primers for each gene described in Supplemental Data
Tables 1, 2 and the BigDye v.3.1 cycle sequencing kit (Applied
Biosystems) at the University of Nevada-Reno Sequence
Center (Reno, NV). The sequences have been submitted
to GenBank, via the BankIt submission tool; Accession
numbers: pcrA; KT425377-KT425447, rbsK; HQ662694-
HQ662843, HQ187926-187996, KT425519-KT425589, and
KT426096-KT426240, 16S rRNA; KT425590-KT425660, PK
(protein kinase); KT425661-KT425805, CHP (conserved
hypothetical protein); KT425806-KT425950, lepB; KT425951-
KT426095, aroA; HQ187854-HQ187925, KT425447-KT425518,
and KT426241-426385, dnaG; KT426386-KT426455, hisF;
KT426456-KT426525.

Sequence Alignment and Phylogenetic
Analysis
Bidirectional sequence data for each locus were analyzed using
Sequencher v.4.8. Sequence data were then analyzed with NCBI-
BLAST nr/nt (Altschul et al., 1990) to determine whether the
top match was with genomic homologs of Synechococcus strains
JA-3-3Ab [accession: CP000239.1], JA-2-3B’a(2-13) [accession:
CP000240.1], or neither. Sequences used in MLSA were
concatenated using a custom perl script (available from J.M.
Wood) and uploaded in MEGA4. Alignments were made using
the ClustalW algorithm in the MEGA4 software (Tamura et al.,
2007) or the MUSCLE (Edgar, 2004) algorithm implemented
in Seaview (Gouy et al., 2010). The Synechococcus strain A
and B’ genomes were included as references (Bhaya et al.,
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2007). MLSA including newly obtained isolates are described in
Supplemental Data Sheet Section X. Alignments were analyzed
using jModeltest2 (Darriba et al., 2012) to determine the best
model fit for maximum likelihood tree construction. Maximum
likelihood trees were constructed using PhyML (Guindon et al.,
2010) as implemented in Seaview (Gouy et al., 2010) with aLRT
support and edited usingMEGA4 (Tamura et al., 2007) or Figtree
(Rambaut, 2009). Estimates of average evolutionary divergence
for single and multi-locus phylogenies were computed over
all sequence pairs using the Maximum Composite Likelihood
method in MEGA4 as previously described (Tamura et al., 2004,
2007; Melendrez et al., 2011).

Ecotype Simulation and Demarcation
Concatenated and single-locus sequence alignments were
analyzed using Ecotype Simulation to predict the number of
PEs (n), rates of periodic selection (sigma), ecotype formation
(omega), and 95% confidence intervals (CI) for all parameters at
the best precision match between observed and simulated data
for that sequence dataset (between 1.25x and 2x). Ecotypes were
manually demarcated conservatively as previously described
(Cohan and Perry, 2007; Koeppel et al., 2008; Becraft et al.,
2011; Melendrez et al., 2011) (http://fcohan.web.wesleyan.edu/
ecosim/). Statistical tests were conducted using the R statistical
package (http://cran.r-project.org/). Groups (rows) were defined
as PEs that contained >5 sequences. The variables being tested
were temperature (60 and 65◦C) and vertical (80µm intervals)
distributions. Significance level was set at 0.05.

Multi-Locus and eBURST Analyses
Alignments for each gene used in MLSA were organized into
groups that were 100% identical at the nucleotide level using
Sequencher v 4.8. Allele types were assigned for each unique
sequence and were used to generate allelic profiles; BACs with
identical allelic profiles at all loci were assigned as unique
sequence types (STs), as described in Supplemental Data Tables
8, 9, 19, 20. Allelic profiles and their unique ST designation were
uploaded into eBURST (Feil et al., 2004; Spratt et al., 2004) and
population snapshots were generated to view A-like and B’-like
Synechococcus diversity. Clonal complexes (CC) were defined as
a consensus group of BACs and at least 3 single-locus variants,
as suggested (Feil et al., 2004). Population snapshots to visualize
CCs with less stringent criteria were generated by defining CCs
as a consensus group with at least 2 single-locus variants and/or
allowing for double-locus variants to be included in the CC
and are defined as sub-clonal complexes (see Supplemental Data
Sheet Section XII).

Single Nucleotide Polymorphism Analysis
SNPs were analyzed by comparing sequences of PE clade variants
and single-locus variants with that of the dominant variant of
the same PE clade or consensus group of the same CC (often
the same as the dominant variant) using the Perl program,
Pigeon (https://github.com/sandain/pigeon). Pigeon reads in the
FASTA file and compares each nucleotide in the dominant
variant to the corresponding nucleotide in each PE variant

(or single-locus variant), locating and reporting the position of
SNPs.

Detection of Recombination Signals
Five methods were utilized to detect recombination in single-
gene and concatenated datasets; (i) outlier detection on
phylogeny followed by BLAST (http://blast.ncbi.nlm.nih.gov/
Blast.cgi), (ii) RDP version 4 (RDP4) (Martin et al., 2015), (iii)
Clonal Frame version 1.1 (Didelot and Falush, 2007), (iv) SNP
analysis (PIGEON; https://github.com/sandain/pigeon), and (v)
LDHat v2.2 (McVean et al., 2002).

(i) BLAST. Phylogenies were manually inspected for long
branch lengths. Those STs/clones which fell on long branch
lengths were analyzed using BLAST (bl2seq program) against
isolate genomes (CP000239.1 and CP000240.1) to ensure
that all genes within the concatenation had the highest
match to the appropriate isolate genome as determined
by 16S rRNA analysis (also see Supplemental Data Sheet
Section VI).

(ii) RDP identifies recombinants in either multi-locus or
single-gene sequence datasets. All loci for A-like and
B’-like Synechococcus populations were tested for putative
recombination events using Recombination Detection
Program, version 4 (RDP4) (Martin et al., 2015). The loci
were tested individually and as concatenated sequences. In
the RDP suite of programs a number of different methods
are implemented. The methods used for recombination
detection in this study included the RDP method (Martin
et al., 2005), GENECONV (Sawyer, 1989), Maximum Chi
Square (Smith, 1992; Posada and Crandall, 2001), Chimera
(Posada and Crandall, 2001), Sister Scanning (Siscan) (Gibbs
et al., 2000), 3SEQ (Boni et al., 2007), and LikelihoodAssisted
Recombination Detection (LARD), which constitute some
of the most powerful methods currently available (RDP4
manual, Martin et al., 2005). The general settings within
RDP4 were as follows: the highest acceptable p-value was
set to 0.05 with Bonferroni corrections. For the individual
methods default parameters were used for all methods with
the following exceptions:
In RDP, the window size was set to 30 as recommended
(RDP4 Instruction Manual, available at http://web.
cbio.uct.ac.za/~darren/RDP4Manual.pdf). In MaxChi
and Chimera the ’variable window size’ was used. In
Siscan the window size was set to 200 bp with a step
size of 20.
Recombination signals were considered present if they could
be detected by at least 3 methods within the RDP4 package
at significant p-values as suggested (RDP4 manual).

(iii) Clonal Frame identifies evidence of recombination in multi-
locus sequence datasets (Didelot and Falush, 2007). Extended
multi-FASTA formatted alignments (XMFA) were generated
using the MAUVE program (Darling et al., 2004, 2007)
and given file extensions of.dat. DAT files were loaded
into Clonal Frame and analyzed using default settings
with 1,000,000 iterations after burn in, 250,000 burnin,
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sampling every 100 iterations and verbose mode (-v,-x,-
y,-z options). OUT files with phylogenies and statistics
(mutation events, recombination events, rho/theta and r/m)
were visualized using the cfgui.bat program included in the
Clonal Frame installation. Recombination events identified
along branches are noted with closed stars for MLSA
datasets in Figure 2A and Supplemental Data Presentation
Figure 10.

(iv) SNP analysis. The patterning of PE variant and single-
locus variant SNPs against the dominant variant sequence
was also considered in interpreting possible evidence
of recombination events (method described above).
Recombination events inferred by SNP analysis are noted
with open stars on branches for MLSA datasets in Figure 2A

and Supplemental Data Presentation Figure 10.
(v) LDHat estimates a per-locus population recombination

parameter (R), the average per-site population mutation rate
(Watterson’s θ), average pairwise distance (avePWD) and
variance within the average pairwise difference (varPWD).
These were determined using three methods within the
LDHat v2.2a package (McVean et al., 2002); the composite-
likelihood method, Rmin calculation andWakeley’s moment
method (all implemented using convert, pairwise and
associated lookup tables generated either from precompiled
tables included with package distribution or generated
directly from the sequence data). All analyses were run
using default parameters. The recombination rate calculated
by LDHat assumes a constant recombination rate over the
region and a gene conversion model with either a finite
sites model (composite likelihood) or infinite sites model
(Rmin calculation). We note that the linkage of our loci
caused by sampling a portion of the genome as well as
sequencing only a portion of each gene may possibly cause
underestimation or large range of recombination ratios if
recombined segments tend to span several genes or if the
recombined segment was larger than the amplified gene
segment thereby capturing one ‘breakpoint’ but not the other
(see Supplemental Data Sheet Section VI).

Pyrosequencing
PCR primers and protocols described by Melendrez et al. (2011)
or in Supplemental Data Table 1 were used to amplify rbsK
sequences from Mushroom Spring samples collected at ∼63–
65◦C and sectioned along vertical gradients (∼80µm intervals
using a cryotome). Samples were collected on 13 and 14
September 2008 and DNA was extracted as described in Becraft
et al. (2011). Barcoding and Ti454-sequencing were completed
at the J. Craig Venter Institute according to the GS FLX
Titanium Series Rapid Library Preparation Method. DNA was

sheared using the Covaris S2 System, and qPCR was used to
accurately estimate the number of molecules needed for emPCR.
BAC clone MLSA sequences were trimmed at the 5′ and 3′

ends to match the average sequence length, which collapsed

some SNP variation contained in the rbsK single-locus analysis
and caused a decrease in molecular resolution. Homopolymer
inserts were removed by aligning sequences to the rbsK reading
frame of genomes from the A or B’ Synechococcus isolates.
High- frequency sequences (sequences totaling ≥50 identical
copies in all combined samples) were then identified and PEs
were demarcated from high-frequency sequences using Ecotype
Simulation. Population percentages based on high-frequency
sequences that matched STs of a single MLSA PE were calculated
as described in Becraft et al. (2015). Sequence data for rbsK
was deposited into the MG-RAST version 4 database (https://
metagenomics.anl.gov/) under accession numbers 4642340.3-
4642367.3.
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Bacteria and virulent bacteriophages are in a prey–predator relationship. Experimental
models under simplified conditions with the presence of bacteria and bacteriophages have
been used to elucidate the mechanisms that have enabled both prey and predator to coexist
over long periods. In experimental coevolution conducted with Escherichia coli and the
virulent RNA bacteriophage Qβ in serial transfer, both coexisted for at least for 54 days,
during which time they continued to change genetically and phenotypically. By day 16, an E.
coli strain partially resistant to Qβ appeared and caused an approximately 104-fold decrease
in Qβ amplification. Whole-genome analysis of this strain suggested that a single mutation
in TraQ was responsible for the partially resistant phenotype. TraQ interacts with propilin,
encoded by the traA gene and a precursor of pilin, which is a component of the F pilus.The
present study was performed to elucidate the mechanism underlying the coexistence of
E. coli and Qβ by investigating how a mutation in TraQ altered the physiological state of
E. coli, and thus the amplification of Qβ. Overexpression of wild-type TraQ in the partially
resistant E. coli strain resulted in recovery of both TraA protein content, including propilin
and pilin, and Qβ amplification to levels comparable to those observed in the susceptible
strain. Intriguingly, overexpression of the mutant TraQ in the partially resistant strains also
increased the levels of TraA protein and Qβ amplification, but these increases were smaller
than those observed in the wild-type strain or the partially resistant strain expressing wild-
typeTraQ.The results of this study represent an example of how E. coli can become partially
resistant to RNA bacteriophage infection via changes in a protein involved in maturation
of a receptor rather than in the receptor itself and of how E. coli can stably coexist with
virulent RNA bacteriophages.

Keywords: coevolution, prey–predator, experimental evolution, virulent phage, partial resistance

INTRODUCTION
There have long been ecological and theoretical investigations
regarding why predators do not eradicate their prey (Murdoch and
Oaten, 1975; Anderson and May, 1978; Alexander, 1981; Berry-
man, 1992; Abrams, 2000; Briggs and Hoopes, 2004; Pettorelli
et al., 2011; Brockhurst and Koskella, 2013). Bacteria and bac-
teriophages have been used as model systems of prey–predator
interactions to elucidate the fundamental mechanism underlying
this issue. Due to their short generation time, large population size,
and ease of analyzing phenotypic and genomic changes, theoret-
ical and experimental evolutionary research have been conducted
extensively using these systems (Campbell, 1961; Levin et al., 1977;
Lenski and Levin, 1985; Lenski, 1988; Schrag and Mittler, 1995;
Sasaki, 2000; Paterson et al., 2010; Dennehy, 2012; Brockhurst
and Koskella, 2013; Bull et al., 2014). The stable coexistence of
bacteria and virulent phages has been widely observed in exper-
imental evolution (Horne, 1970; Chao et al., 1977; Levin et al.,
1977; Buckling and Rainey, 2002; Lythgoe and Chao, 2003; Kerr
et al., 2006; Kashiwagi and Yomo, 2011; Marston et al., 2012), even
though virulent phages kill the host bacteria to release progeny
phages.

The existence of refuges for sensitive bacteria or the occur-
rence of endless arms races were suggested to be necessary to

explain the coexistence of bacteria and bacteriophages (Chao
et al., 1977; Lenski, 1988; Schrag and Mittler, 1995; Brockhurst
et al., 2006). The numerical refuge in which density-dependent
protection of susceptible cells from over-predation (Chao et al.,
1977), spatial refuges such as wall populations on flasks in con-
tinuous culture or solid media used in serial passage (Chao
et al., 1977; Lenski, 1988; Schrag and Mittler, 1995), and phys-
iological refuges in which cells become transiently resistant or
susceptible have been discussed (Lenski, 1988). In most of these
previous studies, DNA bacteriophages, such as T2, T5, T7,
λ, and �2, were used (Bohannan and Lenski, 2000; Buckling
and Rainey, 2002; Dennehy, 2012). Although a great deal of
knowledge has been accumulated regarding DNA bacteriophages,
little is known about RNA bacteriophages in terms of stable
coexistence.

In our previous study, Escherichia coli and the lytic RNA bac-
teriophage Qβ (Qβ) were shown to coevolve for at least 54 days,
equivalent to 165 generations, under conditions of serial passage
with shaking (Kashiwagi and Yomo, 2011). Qβ is a bacteriophage
with a single-stranded RNA genome that specifically infects and
lyses E. coli cells to release progeny phages (Van Duin and Tsareva,
2006). Phenotypic and genomic analyses indicated the coevolution
of both E. coli and Qβ. In the course of experimental coevolution,
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partially resistant E. coli appeared in the 54th generation (16th
day). Detailed analysis of the partially resistant E. coli is neces-
sary to determine how E. coli and Qβ coexist in this experimental
coevolution system. Genetic analysis revealed a single mutation
in the traQ gene in the day-16 E. coli population (Kashiwagi and
Yomo, 2011). It was reported that TraQ protein is a chaperone for
insertion of propilin encoded by the traA gene (Moore et al., 1982;
Kathir and Ippen-Ihler, 1991), and propilin was also reported to
be unstable in traQ− cells (Maneewannakul et al., 1993). The 13-
kDa propilin is processed by peptidase to a 7-kDa pilin and pilin
proteins are assembled into filaments (i.e., the F pilus). Qβ adsorbs
the F pilus of E. coli at the first step of infection (Van Duin and
Tsareva, 2006), and the adsorption rate of Qβ on partially resistant
cells estimated by first-order kinetics decreased markedly (Kashi-
wagi and Yomo, 2011). Therefore, the partially resistant phenotype
of E. coli to Qβ infection observed in coevolution may be corre-
lated with F pilus biosynthesis, especially TraA, and we focused on
the relationships among mutation in TraQ, TraA content, and Qβ

amplification.
Here, we report that a single amino acid change in TraQ was

linked to the reduction of TraA content in the E. coli population.
In addition, this decrease was recovered by supplying ancestral
(wild-type) or mutant-type TraQ from an expression vector, and
the ability of Qβ to amplify in the cell also recovered. These results
represent one example of how E. coli can become partially resis-
tant to RNA bacteriophage infection, which involves changes in
a protein related to the maturation of a receptor, in this case the
F pilus, rather than changes to the receptor itself. These results
suggest that the mutation in TraQ may cause heterogeneity within
the E. coli population, with a small number of cells supporting the
phage population and a large number of cells supporting the E.
coli population without Qβ infection, even though the E. coli cells
were genetically identical.

MATERIALS AND METHODS
STRAINS, CULTURE MEDIA, AND PLASMID DNA
Escherichia coli Anc(C), the partially Qβ infection-resistant
mutant strain, M54(C) (Kashiwagi and Yomo, 2011), and DH1
�leuB::(gfpuv5-Kmr) (hereafter called LKG; Kishimoto et al.,
2010) were used to characterize the effects of S21P mutation in
TraQ protein and a control F− strain. E. coli A/λ (Watanabe et al.,
1979) was used as the host strain for titer assay. LB medium (10 g/L
tryptone, 5 g/L yeast extract, 10 g/L NaCl; Nakalai Tesque, Kyoto,
Japan) was used.

To construct TraQ with a Strep-tag II sequence (Schmidt
and Skerra, 2007) at the C-terminus of the ancestral-type TraQ
(TraQAnctag) and mutant-type TraQ (TraQS21Ptag), the traQ gene
was amplified by PCR with Anc(C) and M54(C) genome as the
template, the primers traQ_XbaI and traQ_strep_HindIII, and
Phusion® High-Fidelity DNA polymerase (New England Bio-
labs, Ipswich, MA, USA). The oligonucleotide DNAs used in
this study are listed in Table 1. The traQAnctag and traQS21Ptag

genes with XbaI and HindIII sites at both ends were subcloned
into the XbaI/HindIII sites of pASK-IBA3plus (IBA Biologics
GmbH, Goettingen, Germany). The resulting plasmid DNAs were
designated as pASK-traQAnctag and pASK-traQS21Ptag, respec-
tively.

Table 1 | Oligonucleotide DNA sequence.

Primer name Sequence (5′→3′)

F_4f_2 ATCAGCGCAATAATTGCCGC

F_4r_2 CGATTATTCCCGTCACGATG

Linker_r ATTGATGGTGCCTACAG

pACYC_rev2 CCACACATTATACGAGCCG

traA1 GACGAGTGAATTTGGAAAAA

AACGACTTCTTTTTGACGGGC

GCAGAAGCACCCTGAACAC

traA_f ATGAATGCTGTTTTAAGTGT

traA_r TCAGAGGCCAACGACGGCCA

traA_r2 GGCCATACCCACAGCAATAA

traQ_XbaI TCTAGAAGGAGATATACAATG

ATAAGTAAACGCAGATT

traQ_strep_HindIII AAGCTTATTATTTTTCGAACTG

CGGGTGGCTCCAGTGAGAGA

CATGTCCGCCCT

5PpACYC_rev pTCGGCTCGTATAATGTGTGG

16SrRNA_1 GCTGCCTCCCGTAGGAGT

DNA SEQUENCING OF THE traQ GENE OF ANCESTRAL AND PARTIALLY
RESISTANT E. coli
To determine the traQ gene sequneces of Anc(C) and M54(C), the
traQ region in 10 colonies each of Anc(C) and M54(C) was ampli-
fied by PCR with the primers F_4f_2 and F_4r_2 and Phusion®
High-Fidelity DNA polymerase (New England BioLabs), and PCR
products were directly sequenced by the dideoxynucleotide chain
termination sequencing method (Sanger et al., 1977).

ESTIMATION OF Qβ AMPLIFICATION
Anc(C)/pASK-traQAnctag, Anc(C)/pASK-traQS21Ptag, Anc(C)/
pASK-IBA3plus, M54(C)/pASK-traQAnctag, M54(C)/pASK-
traQS21Ptag, and M54(C)/pASK-IBA3plus were cultured in 5 mL
of LB with 100 μg/mL ampicillin overnight and 50 μL of the
culture was inoculated into 5 mL of LB with 100 μg/mL ampi-
cillin for approximately 2 h. Aliquots of 1 mL of the culture were
transferred into 4 mL of LB medium with 100 μg/mL ampicillin
and 100 nM doxycycline-HCl (Dox) and cultured for a further
2 h. Qβ was added to infect the bacterial cells and the free phage
was separated immediately or 4 h after infection by centrifuga-
tion at 13400 × g for 1 min. The free phage in the supernatant
was diluted, the number of plaque forming units per milliliter
was determined (PFU/mL), and the amplification ratio was calcu-
lated as x = N4/N0, where N4 and N0 represent 4 h after and initial
(0 h) free phage density, respectively. The titer assay was conducted
according to the standard method described previously (Carlson,
2005).

WESTERN BLOTTING ANALYSIS
A polyclonal antibody to TraA protein raised against the keyhole
limpet hemocyanin-conjugated peptide (CDLMASGNTTVKAT-
FGKDSS) was obtained from Sigma-Aldrich Japan (Tokyo, Japan).
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Cell preculture was conducted as described in the Section “Esti-
mation of Qβ Amplification.” For induction with 100 nM Dox,
Dox was added to the 2-h culture and cells were cultured for a
further 5.75 h. Without Dox induction, the cells were cultured
for 7.25 h in LB medium. Proteins from the cells obtained from
0.1 mL of culture with OD600 = 2.0 were subjected to SDS-PAGE
using Any kDTM Mini-PROTEAN® TGXTM precast gels (Bio-
Rad Laboratories, Hercules, CA, USA), and the TraA protein was
determined by Western blotting analysis with anti-TraA antibody
and HRP-conjugated goat anti-rabbit polyclonal antibody (Santa
Cruz Biotechnology, Inc., Santa Cruz, CA, USA) as the primary
and secondary antibodies, respectively, diluted with Can Get Sig-
nal® immunoreaction enhancer solution (Toyobo Co. Ltd., Osaka,
Japan). TraQ with a Strep-tag II at the C-terminus was detected
using Precision ProteinTM Strep-Tactin-HRP conjugate (Bio-Rad
Laboratories). The signals were detected with Chemi-Lumi One L
(Nakalai Tesque).

NORTHERN HYBRIDIZATION ANALYSIS
To compare the traA mRNA contents by Northern hybridization,
Anc(C), M54(C), and LKG with pASK-IBA3plus were cultured in
LB medium and total RNA was extracted from the cells in loga-
rithmic phase using the SV Total RNA isolation system (Promega,
Madison, WI, USA) according to the manufacturer’s instructions.
Total RNA from cells obtained from 0.16 mL of culture with
OD600 = 0.27 was subjected to Northern hybridization using a
digoxigenin-labeled single-stranded DNA probe, i.e., traA1 for
traA and 16SrRNA_1 for 16SrRNA, as an indicator of the amount
of total RNA used (Moran et al., 1995). The signals were detected
with CDP-Star (GE Healthcare UK Ltd., Little Chalfont, UK).
DynaMarker® Prestain Marker for RNA High (BioDynamics Lab-
oratory Inc., Tokyo, Japan) was used to obtain the standard curve
for RNA length.

DETERMINATION OF 5′- AND 3′-TERMINAL SEQUENCES OF traA mRNA
To determine the 5′-terminal sequence of traA mRNA, cDNA was
synthesized using total RNA of Anc(C) as the template, Super-
Script® III reverse transcriptase (Life Technologies, Carlsbad, CA,
USA), and traA_r primer. The 5′-phosphorylated DNA linker
5PpACYC_rev was ligated at the 3′-terminus of the first strand
cDNA with T4 RNA ligase 1 (New England Biolabs). PCR was per-
formed using the resultant cDNA as the template, PrimeSTAR®
HS DNA polymerase (Takara Bio Inc., Shiga, Japan), and the
primers pACYC_rev2 and traA_r2. To determine the 3′-terminal
sequence of traA mRNA, universal miRNA cloning linker (5′-
rAppCTGTAGGCACCATCAAT-NH2-3′; New England Biolabs)
was ligated with the 3′-terminus of total RNA of Anc(C) using
T4 RNA ligase 1 (New England Biolabs). The first strand cDNA
was synthesized using the primer Linker_r and SuperScript® III
reverse transcriptase (Life Technologies), and then purified cDNA
was subjected to PCR using the primers Linker_r and traA_f. Three
and two bands of PCR products for 5′- and 3′-terminal sequence
determination, respectively, were sliced from the gel and subcloned
using a Zero Blunt® TOPO® PCR Cloning Kit for Sequencing
(Life Technologies). Three to six clones were randomly picked and
sequenced by the dideoxynucleotide chain termination sequencing
method.

STATISTICAL ANALYSIS
Amplification ratios were compared by one-way ANOVA with the
post hoc Tukey’s test (Zar, 2010). In all analyses, values of log10

(N4/N0) of each strain were used for statistical analysis. The Stu-
dentized range, q, is shown in the text. In all analyses, P < 0.01
was taken to indicate statistical significance.

RESULTS
RECOVERY OF Qβ AMPLIFICATION IN RESISTANT E. coli BY SUPPLYING
TraQ
We first analyzed the traQ gene sequences from 10 single colonies
derived from the coevolved E. coli population to confirm that
the majority harbored the T61C mutation. We picked 10 single
colonies from each of Anc(C) and M54(C) populations, which
were the initial and day-16 E. coli populations in the coevolu-
tion experiment (Kashiwagi and Yomo, 2011). All 10 colonies of
Anc(C) had T and all 10 colonies of M54(C) had C at position 61,
and this T61C mutation resulted in S21P in the TraQ protein.

We analyzed the amplification ratio of Qβ on Anc(C) and
M54(C) that harbored only the vector (pASK-IBA3plus) to deter-
mine the extent of reduction in the amplification ratio of Qβ

on M54(C). Anc(C) and M54(C) expressed inherent ancestral-
type TraQ protein and mutant-type TraQ protein from the F
plasmid, respectively. The amplification ratio of Qβ was cal-
culated as described in the Section “Materials and Methods.”
The amplification ratios of Qβ on Anc(C)/pASK-IBA3plus and
M54(C)/pASK-IBA3plus were 3.5 × 104 and 1.8, respectively
(Figure 1). Although the amplification ratio on M54(C) was much
lower than that on Anc(C), Qβ could undergo amplification on
M54(C), indicating that M54(C) had a partially rather than fully
resistant phenotype.

To analyze whether ancestral-type TraQ expression in M54(C)
could compensate for Qβ amplification in this strain, ancestral-
type TraQ with the Strep-tag II sequence at the C-terminus

FIGURE 1 | Amplification ratio of Qβ on each strain. The amplification
ratios of Qβ were measured as the increase of free phage after 4 h of
infection on Anc(C) and M54(C) harboring three different plasmids, i.e.,
pASK-traQAnctag, pASK-traQS21Ptag, and vector (pASK-IBA3plus). Data are
expressed as averages ±SD (n = 3). Bars with identical letters are not
significantly different from each other (Tukey’s test, P < 0.01).
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was expressed from the PtetA promoter by doxycycline (Dox)
induction. We designated ancestral and mutant-type TraQ with
Strep-tag II sequence at the C-terminus expressed from the expres-
sion vector as TraQAnctag and TraQS21Ptag to allow them to be
distinguished from the inherent TraQAnc and TraQS21P derived
from the F plasmid, respectively. First, to examine whether
TraQAnctag overexpression altered the amplification ratio of Qβ

on Anc(C), we compared the amplification ratios of Qβ on
Anc(C)/pASK-traQAnctag and Anc(C)/pASK-IBA3plus under con-
ditions of Dox induction. The amplification ratio of Qβ on Anc(C)
overexpressing TraQAnctag was 1.4 × 104, which was lower than
that on Anc(C) harboring only the vector, 3.5 × 104, suggesting
that overexpression of TraQ may be slightly deleterious for Qβ

amplification (one-way ANOVA F5,12 = 920, P < 0.01; post hoc
Tukey’s test q = 7.3, P < 0.01; Figure 1). Second, the ampli-
fication ratio of Qβ on M54(C) overexpressing TraQAnctag was
1.0 × 104, which was greater than the value of 1.8 on M54(C) car-
rying only the vector (one-way ANOVA F5,12 = 920, P < 0.01;
post hoc Tukey’s test q = 70.5, P < 0.01), and the amplifica-
tion ratio of M54(C) overexpressing TraQAnctag was comparable to
that of Anc(C)/pASK-TraQAnctag (one-way ANOVA F5,12 = 920,
P < 0.01; post hoc Tukey’s test q = 2.76, P = 0.42; Figure 1).
These results showed that the amplification ratio of Qβ on M54(C)
was recovered by supplying TraQAnctag. Intriguingly, supplying
mutant-type TraQ, TraQS21Ptag, to M54(C) also rescued the ampli-
fication of Qβ on this strain. When TraQS21Ptag was overexpressed
by Dox induction in M54(C), the amplification ratio of Qβ on the
strain was 1.6 × 103, which was greater than that of M54(C) with
the vector alone (one-way ANOVA F5,12 = 920, P < 0.01; post
hoc Tukey’s test q = 55.1, P < 0.01), but was lower than that of
M54(C) overexpressing TraQAnctag (one-way ANOVA F5,12 = 920,
P < 0.01; post hoc Tukey’s test q = 15.4, P < 0.01; Figure 1).
These results indicated that overexpression of mutant-type TraQ
in M54(C) could partially, but not completely, compensate for the
decrease in amplification of Qβ on the partially resistant cells.

RECOVERY OF Qβ AMPLIFICATION LINKED TO AN INCREASE IN TraA
We analyzed the TraA content by Western blotting to investi-
gate the links between the mutation in TraQ and TraA content.

Proteins derived from the same cell numbers calculated by the
values of OD600 were subjected to SDS-PAGE. When we com-
pared the levels of TraA produced by Anc(C) and M54(C) with
vector (pASK-IBA3plus) and Anc(C) without the vector, the sig-
nal strength of TraA of Anc(C) with vector was almost the same
as that of Anc(C) without the vector independent of Dox induc-
tion (Figure 2), but the TraA content of M54(C) with vector was
extremely low independent of Dox induction (Figure 2). As no sig-
nal was detected in the lane for the F− control strain, LKG, M54(C)
had not entirely lost TraA. These results showed that M54(C) had
markedly decreased propilin and/or pilin content.

The expression levels of ancestral and mutant-type TraQ with
the Strep-tag II sequence at its C-terminus were determined with
Strep-Tactin. When TraQAnctag was expressed in M54(C), the sig-
nal level for TraA was almost the same as that of Anc(C; Figure 2).
In this case, the TraA contents were independent of Dox induc-
tion. Next, we supplied TraQS21Ptag to M54(C) with and without
Dox induction. The TraA content in M54(C) increased with Dox
induction, but the level was lower than that in M54(C) supplied
with TraQAnctag (Figure 2). The TraA content of M54(C) also
increased without Dox induction, but the strength of the sig-
nal was smaller than that under conditions of Dox induction.
With supply of TraQS21Ptag, the TraA content was dependent
on the expression level of TraQS21Ptag. These observations indi-
cated that a small amount of ancestral-type TraQ in the partially
resistant cells was sufficient to recover the TraA content, and a
large amount of mutant-type TraQ protein increased the TraA
content but the level was lower than that of the ancestral cells.
Therefore, these results showed that a single mutation in TraQ
resulted in a decrease of TraA content in the partially resistant
cells.

traA mRNA EXPRESSION LEVEL IN M54(C)
To determine whether the decrease of TraA protein content in
the partially resistant cells was due to a decrease in traA mRNA
content, we analyzed the traA mRNA level by Northern hybridiza-
tion. No signal was detected in the lane for the F− control strain
LKG (Figure 3A), while signals were observed in the lanes for
the Anc(C) and M54(C) strains (Figure 3A). The difference in

FIGURE 2 |TraA expression analysis. The TraA and TraQ with Strep-tag II
sequence contents of Anc(C) and M54(C) harboring three different plasmids,
i.e., pASK-traQAnctag, pASK-traQS21Ptag, and vector (pASK-IBA3plus), were
analyzed. Anc(C) without vector and LKG were used as control strains that

expressed and did not express TraA, respectively. (+) and (−) represent with
and without 100 nM Dox, respectively. Top and bottom represent Strep-Tactin
detection for TraQ with Strep-tag II sequence at the C-terminus and anti-TraA
detection for TraA.

Frontiers in Microbiology | Systems Microbiology February 2015 | Volume 6 | Article 124 | 72

http://www.frontiersin.org/Systems_Microbiology/
http://www.frontiersin.org/Systems_Microbiology/archive


Kashiwagi et al. Partial resistant Escherichia coli population to Qβ infection

FIGURE 3 | mRNA of traA gene analysis. (A) Northern hybridization for traA
mRNA and 16S rRNA using the total RNA of LKG/pASK-IBA3plus; left,
Anc(C)/pASK-IBA3plus; middle, M54(C)/pASK-IBA3plus; right. The upper and
lower figures are X-ray films of traA mRNA and 16S rRNA, respectively. The
asterisks (*) indicate the three signals (one weak and two strong). (B) RT-PCR
for Anc(C)/pASK-IBA3plus to determine the 5′- and 3′-terminal sequences of
traA mRNA. Lambda DNA digested with Sty I was used as a molecular size
marker; lane M. RT-PCR products for determination of the 5′-terminus. The

three bands were designated as (i), (ii), and (iii), respectively; lane 1. RT-PCR
products for determination of the 3′-terminus. The two bands were
designated as (iv) and (v), respectively; lane 2. (C) Schematic representations
of the start and end positions of traA mRNA. The vertical lines represent the
positions of 5′- and 3′-terminal sequences of (i)–(v) shown in (B). The gray and
black boxes represent the positions of traA_r2 and traA_f primer annealing
sites in RT-PCR. The arrow represents the position of the traA1 probe
annealing site for Northern hybridization.

signal strength of traA mRNA between Anc(C) and M54(C) may
have been due to differences in the amount of total RNA loaded
per lane, which was determined based on the 16SrRNA signal
strength, although equal amounts of total RNA were loaded in
each lane as calculated from the OD600. Therefore, we assumed
that the mRNA levels were the almost the same for Anc(C) and
M54(C).

As shown in Figure 3A, three bands were observed on Northern
hybridization; one was weak and two were strong. The three bands
corresponded to approximately 800, 610, and 460 bases, respectivel
y, calculated using the standard curve obtained with the molecular
weight markers. As the traA gene is 366 bases in length, the mRNA
may contain upstream and/or downstream sequences. To deter-
mine the 5′- and 3′-terminal sequences of traA mRNA, RT-PCR
was performed as described in the Section “Materials and Meth-
ods.” For 5′-terminal analysis of mRNA, we added a linker to the
3′-terminus of the first strand cDNA and conducted PCR. At least
three PCR products, two of which were clear and the remaining
one was weak, were obtained (Figure 3B, left). For 3′-terminal
analysis of mRNA, we added a linker at the 3′-terminus of the
mRNA and conducted RT-PCR. At least two PCR products were
obtained, one of which was clearly observed and the other was
weak (Figure 3B, right). The sequences of these PCR products,
designated as (i)–(v), were analyzed and the starting and termi-
nation positions of the mRNA including traA were determined
(Figure 3C). The starting and terminating positions described
below are numbered according to GenBank accession number
AP001918.1. Analysis of six clones of (i) showed that mRNAs

started from a position upstream of the traY gene; five started at
position 67808 and one started at position 67754. Analysis of six
clones of (ii) showed that it started from within the traY gene;
four started at position 68000 and two started at position 67999.
Analysis of five clones of (iii) showed that mRNAs started from
within the traY gene; one started at position 68165, two at 68166,
one at 68167, and one at 68189 (Figure 3C). Analysis of five clones
of (v) showed that mRNAs terminated within the traL gene; four
terminated at 68818 and one at 68819. Analysis of three clones of
(iv) also showed that the mRNAs terminated within the traL gene;
all three terminated at position 68902. These results indicated that
the total RNA included mRNAs encoding traA of various lengths
with different upstream and downstream sequences. Therefore, all
three bands observed on Northern hybridization should contain
the traA gene sequence.

DISCUSSION
We reported previously that E. coli and Qβ coexisted in serial
passage and both continued to change genetically and phenotypi-
cally (Kashiwagi and Yomo, 2011). Here, we characterized partially
resistant E. coli obtained in the previous study and demonstrated
links among TraQ content, TraA content, and amplification of Qβ.

In this study, overexpression of mutant-type TraQS21Ptag was
shown to result in an increase in TraA content and recovery of
Qβ amplification. These observations indicated that TraQS21P had
not entirely lost its function. The S21P mutation may alter the
activity of TraQ, such as changing the binding affinity between
TraQ and TraA, and may result in a decrease of TraA content in the
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M54(C) population and reduce the possibility of Qβ infection by
decreasing either the number of cells with F pili or the amount of
F pili in each cell in the population, as TraQ protein binds propilin
that is a precursor of mature TraA and the first 21 amino acids
are important for this binding (Harris et al., 1999). In this study,
not only TraQAnctag but also the TraQS21Ptag increased the TraA
contents of M54(C) without Dox induction. The copy numbers
of pASK-TraQS21Ptag, which has the ColE1 replication origin, and
F plasmid in the cell are 15–20 and 1, respectively (Snyder and
Champness, 2007). Therefore, introduction of pASK-TraQS21Ptag

into the cell increased the copy number of the traQ (T61C) gene
and therefore may have increased the concentration of mutant-
type TraQ in the cell.

It has been reported that F+ cells in E. coli populations are
heterogeneous in the number of F pili per cell and in the length
of F pili through the cycles of extension and retraction (Clarke
et al., 2008; Silverman and Clarke, 2010). In addition, it is widely
accepted that even E. coli with the same genotype show phenotypic
diversity due to the stochasticity in living organisms (Elowitz et al.,
2002; Kashiwagi et al., 2006; Bressloff, 2014). Therefore, even in
Anc(C), the population would be heterogeneous in both number
and length of F pili per cell. The single mutation of TraQ would
decrease the percentage of cells that could be infected by Qβ in the
population, even though the M54(C) population was genetically
identical throughout the community. The mutation was intro-
duced into the region involved in binding with propilin (Harris
et al., 1999) and protein–protein binding is one of the stochastic
processes in a cell because it is a collision reaction and reducing
numbers of interacting molecules in a cell would increase the fluc-
tuation in number of bound proteins (Bressloff, 2014). Therefore,
there would be at least three types of players in the community:
a small proportion of cells supporting the phage population, a
large proportion of cells supporting the E. coli population due to
escape from Qβ infection, and Qβ itself. This heterogeneity would
result in the partially resistant phenotype of the M54(C) popu-
lation, as we assessed the phenotype based on the amplification
ratio of Qβ in the population and not in single infected cells. As
we evaluated the TraA and TraQ contents and Qβ amplification
of the population and not of single cells, there are at least two
plausible explanations for the partial resistance. The first is that
every cell had low levels of TraA or F pili, and the second is that
only a small portion of cells in the population had sufficient F
pili for Qβ adsorption. In both cases, at least two types of cell—a
minor population infected by Qβ and a major population that was
not infected by Qβ—may emerge from E coli with the identical
genotype.

The physiological refuge hypothesis has been reported as one of
the mechanisms allowing the coexistence of bacteria and bacterio-
phages by providing phenotypic heterogeneity in resistance within
the bacterial population (Lenski, 1988; Schrag and Mittler, 1995).
The results of the present study suggested that the coevolved E.
coli in experimental evolution would generate phenotypic hetero-
geneity with both resistant and susceptible cells, as suggested by
the physiological refuge hypothesis.

Many resistance mechanisms of bacteria for DNA bacterio-
phages have been reported, such as preventing phage adsorption,
preventing phage DNA entry, cutting phage nucleic acids, abortive

infection, and phase variation (Hancock and Reeves, 1975; Labrie
et al., 2010; Bikard and Marraffini, 2012). In preventing phage
adsorption, surface receptors of bacteria for phage infection were
modified, masked by proteins, or blocked by exopolysaccharide
(Labrie et al., 2010). However, there have been few discussions
regarding the mechanisms of resistance to RNA bacteriophages.
Here, we first reported one of the mechanisms underlying partial
resistance of E. coli to the RNA bacteriophage Qβ that would be
included in preventing phage adsorption: a decrease in chance of
phage adsorption by reducing the receptor contents in the host
population by changing a single amino acid on the protein related
to production of the mature receptor (F pilus), not the receptor
itself. In addition, the results of this study also suggested that the
phenotypic fluctuation caused by changing a single amino acid on
the protein would facilitate long-term coexistence of both predator
(Qβ phage) and prey (E. coli).
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Introduction

Interaction between microbes in multicellular communities contributes to the development of
complex microbial ecosystems. The secretion of various substances such as extracellular toxic
compounds for combatting predation, extracellular DNA for horizontal gene transfer (HGT) and
quorum-sensing (QS) signals for cell density-dependent cooperation, greatly influences microbial
interactions (Hibbing et al., 2010; Tashiro et al., 2013). Study of the diffusion of substances secreted
from donor cells to the extracellular environment and their uptake by recipient cells offers valuable
insights for understanding microbial interactions.

The existence of membrane vesicles (MVs) increases the complexity involved in the diffusion
of secreted substances during microbial interactions. MVs are extracellular particle-like liposome
structures ranging from 20 to 200 nm in diameter (Figure 1A) and are pinched off from the
external membrane of the microbe. The phenomenon of MV secretion has been observed in
Gram-negative bacteria; however, recent studies have indicated that MVs are also produced by
other prokaryotes including Gram-positive bacteria and archaea (Beveridge, 1999; Tashiro et al.,
2010a, 2012; Haurat et al., 2015). MVs encapsulate membranal, periplasmic, and cytoplasmic
components and play a role in the transfer of several compounds to organisms including both
prokaryotic and eukaryotic cells. MVs contain proteins, DNA, RNA and in some cases, quorum
sensing signals, and these substances are transferred to cells. Compared with freely-diffused
chemical compounds secreted from bacteria, MVs have the following unique characteristics:
(1) several chemical substances are highly concentrated in MVs, (2) interior substances in
MVs are protected against environmental stresses, and (3) MVs play a role in effectively
delivering these substances to cells. In this opinion article, we highlight the characteristics of
MVs stated above and discuss the possibility of MV-mediated selective delivery to target cells
(Figure 1B).

Highly Concentrated Substances in MVs

The significant characteristic of MVs is their ability to encapsulate specific substances. Interior
substances are maintained at high concentration and are protected from degradation by exterior
stresses and enzymes. In the case of Pseudomonas aeruginosa, which is not only known as an
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FIGURE 1 | (A) The conceptual structure of membrane vesicles (MVs)

derived from Gram-negative bacteria. MVs are composed of

phospholipids, membrane proteins and lipopolysaccharides. In addition,

various kinds of substances including DNA, exoproteins and

quorum-sensing signals are contained in or are associated with MVs.

(B) The pattern diagram of MV-mediated (red dashed arrows) and

MV-independent (blue dashed arrows) cell-to-cell communications. While

signals can be transmitted to bacterial cells non-specifically, MVs maintain

the stability of MV-associated signals through protection from

environmental stresses and may selectively deliver signals to target cells.

(C,D) Representative interaction of MVs with microbial cells, including

DNA transfer (C) and microbial lysis (D).

opportunistic pathogen but also known to inhabit a variety
of environments, a total of 68% of phospholipase C and 50%
of alkaline phosphatase in the supernatant are localized in
MVs along with the highly concentrated murein hydrolase
(Kadurugamuwa and Beveridge, 1995, 1996). The encapsulation
of toxic proteins provides an effective means for toxic transfer
to not only eukaryotic cells but also other bacteria to counteract
predation in the environment (Li et al., 1998; Evans et al.,
2012). Furthermore, 86% of the Pseudomonas quinolone signal,
which is one of the QS signals of P. aeruginosa, is localized
in MVs, although smaller percentages (<1%) of other QS
signals, including acyl-homoserine lactones, are localized inMVs
(Mashburn and Whiteley, 2005). Such a highly concentrated QS
signal is likely to effectively facilitate rapid alteration of gene
expression in recipient cells. DNA is also highly concentrated in
MVs, and MV-associated DNA is protected against extracellular
DNase (Renelli et al., 2004). Several studies indicated that
encapsulation of DNA contributes to HGT (Kolling and
Matthews, 1999; Yaron et al., 2000; Fulsundar et al., 2014).
Thus, the encapsulation of various signals in MVs plays an
important role in microbial communications including QS and
HGT, and increases effectiveness compared with diffusion-based
interactions.

Association of Vesicles in Eukaryotic Cells

Whether MVs associate with a specific cellular surface remains
unknown. In studies of eukaryotic intracellular vesicles, it has
been shown that membrane-enveloped vesicles travel in between
organelles in the cytoplasm, playing a role in transporting
specific cargos to programmed locations via membrane fusion
(Balch et al., 1984; Wilson et al., 1989; Sollner et al., 1993;
Mcnew et al., 2000). In particular, a specific pairing between
ligand and receptor allows vesicles to recognize the target
compartment. In addition, the association between MVs and
eukaryotic cells has been comprehensively studied in pathogenic
bacteria, and MVs secreted from pathogens transfer virulent
factors to cells (Parker et al., 2010; Chatterjee and Chaudhuri,
2011; Elmi et al., 2012; Rompikuntal et al., 2012; Bielaszewska
et al., 2013). In particular, specific proteins localized on the
surface of MVs increase the association with epithelial cells. For
example, a heat-labile enterotoxin associated with MVs derived
from enterotoxigenic Escherichia coli increases the association
of MVs with cells (Kesty et al., 2004). The aminopeptidase
of P. aeruginosa PaAP similarly increases the association of
P. aeruginosa MVs with lung epithelial cells (Bauman and
Kuehn, 2009). In addition, bacterial cytotoxin VacA increases
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the adhesion of MVs with cells, most likely by increasing the
association of MV lipopolysaccharide with cells (Parker et al.,
2010). Thus, MVs can contribute to the virulence of eukaryotic
cells, but little is understood regarding whether such associations
are promoted by specific interactions between a ligand and a
receptor. Understanding the specific association of MVs with
cells would enable the development of applications involving
MVs as vehicles for cell-specific drug delivery (Gujrati et al.,
2014).

Selective Association between MVs and

Microbial Cells

The association of MVs and microbial cells has been a subject
of several studies on electric charge and hydrophobicity of
cellular surfaces. The surfaces of bacterial cells are usually
negatively charged and rich in divalent cations that stabilize
surface charges such as Mg2+ or Ca2+. When freely floating
MVs encounter bacterial cells, these divalent cations act as a
bridge between the negative charged surfaces, and the adhesion
of negatively charged MVs on a bacterial cellular surface is
stabilized (Kadurugamuwa and Beveridge, 1996; Tashiro et al.,
2010b).

Hydrophobicity of a cellular surface is also an important factor
for adhesion of MVs on bacterial cells. It has been shown that
P. aeruginosa MVs can more easily attach to the hydrophilic
surface of Bacillus subtilis than to other Gram-positive bacteria
(Macdonald and Beveridge, 2002), indicating that liberated MVs
from bacterial cells can selectively interact with bacterial cells.
Nakao et al. developed a novel method to purify MVs derived
from Porphyromonas gingivalis using epoxy-coated magnetic
beads (Nakao et al., 2014) and the authors suggested that binding
between MVs and epoxy beads is facilitated via a hydrophobic
interaction.

In another report, MVs derived from Myxococcus xanthus
adhered not only to the cells but also to MVs to form
vesicle chains between cells (Remis et al., 2014). The detailed
mechanism of the connection has not yet been elucidated,
but it has been suggested that lipopolysaccharides (LPS) plays
a role in MV-cell recognition because the distance between
MVs and cellular surface was 5–10 nm, corresponding to
the LPS.

Thus, MVs secreted from bacteria have characteristic surfaces
and possess variable potential to attach to certain surfaces.
Because specific proteins are selectively assimilated into MVs
from bacterial cells, it is possible that the association of MVs
with bacterial cells is a highly specific process based on a specific
ligand-receptor interaction.

Transfer of MV Interior Substances to

Microbial Cells

The importance of the contents of MVs has been exemplified by
the critical role the transported material plays in the transfer of
DNA (Figure 1C) (Dorward et al., 1989; Kolling and Matthews,

1999; Yaron et al., 2000; Klieve et al., 2005; Chiura et al., 2011;
Gaudin et al., 2013; Fulsundar et al., 2014; Ho et al., 2015),
bacterial lysis (Figure 1D) (Kadurugamuwa and Beveridge, 1996,
1999; Kadurugamuwa et al., 1998; Li et al., 1998; Evans et al., 2012;
Remis et al., 2014) and QS-regulated gene expression (Tashiro
et al., 2010b). It should be noted that membrane fusion does not
always occur when interior substances in MVs are transferred to
bacterial cells.

With regard to DNA transfer via MVs, the adhesion
of MVs with bacterial cellular surface but not membrane
fusion has been confirmed by transmission electron microscope
observation in E. coli O157:H7 (Kolling and Matthews,
1999). Recently, however, it has been shown that MVs are
integrated to recipient cells and DNA is transferred from
Acinetobacter baylyi to E. coli and A. baylyi (Fulsundar et al.,
2014).

Microbial predation using MVs occurs when virulent factors
or peptidoglycan hydrolytic enzymes contained in MVs are
transferred to other bacterial cells. It has been suggested that
the mechanism of bacterial lysis via MVs secreted from Gram-
negative bacteria differs in whether recipient cells are Gram-
negative or positive. MVs derived from P. aeruginosa can
attach to the surface of E. coli and Staphylococcus aureus,
while they are able to fuse with E. coli but not S. aureus
(Kadurugamuwa and Beveridge, 1996). The authors have
suggested a possible mechanism described below. Because MVs
have high curvature, negatively charged O-side chains of LPS
are loosely packaged and they could form salt-bridging by
cations such as Ca2+ and Mg2+, with bacterial surfaces on
which such cations are rich. For the association of MVs with
a Gram-positive bacterial surface, this event would break apart
the high curvature of MVs, and thereby open MVs, resulting
in the liberation of interior lytic enzymes and the digestion
of the cell wall. This event would enable the transition of
the content from MVs to cells, possibly through permeation
of the cellular membrane without fusion. On the other hand,
MVs fuse into outer membrane of Gram-negative bacteria
because they possess a compatible bilayer surface. Thus, it is
considered that selective MV integration with recipient cells
occurs, but interior substances in MVs can be transferred to
microbial cells even when MVs just adhere on the cellular
surfaces.

Concluding Remarks and Perspectives

Therefore, MVs encapsulate signaling substances secreted from
cells, protect these substances from environmental stresses
and maintain these substances at high concentrations. In
addition, signals associated with MVs are likely transferred
to specific bacterial cells. Such signal transfer via MVs
is considerably different from diffusion-based cell-to-cell
communication (Figure 1B). The transfer of substances via
MVs increases accuracy, swiftness and effectiveness of responses
in combating predation, HGT and QS. Thus, cell-to-cell
communications are comprised of not only a simple method
based on diffusive substances but also very complicated
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aspects. Microbes intricately communicate through as-yet-
unknown methods using MVs, thereby influencing interspecies
networks, microbial community organization and ecosystem
dynamics.
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Understanding the dynamics of dormant cells in microbial biofilms, in which the bacteria

are embedded in extracellular matrix, is important for developing successful antibiotic

therapies against pathogenic bacteria. Although some of the molecular mechanisms

leading to bacterial persistence have been speculated in planktonic bacterial cell, how

dormant cells emerge in the biofilms of pathogenic bacteria such as Pseudomonas

aeruginosa remains unclear. The present study proposes four hypotheses of dormant

cell formation; stochastic process, nutrient-dependent, oxygen-dependent, and time-

dependent processes. These hypotheses were implemented into a three-dimensional

individual-based model of biofilm formation. Numerical simulations of the different

mechanisms yielded qualitatively different spatiotemporal distributions of dormant cells

in the growing biofilm. Based on these simulation results, we discuss what kinds of

experimental studies are effective for discriminating dormant cell formation mechanisms

in biofilms.

Keywords: biofilm, dormancy, persistence, individual-based modeling, mathematical model

Introduction

In natural environments or within the tissues of living organisms, some bacterial species
form biofilms to ensure their long-term survival (Costerton et al., 1999; Hall-Stoodley et al.,
2004). Bacteria attached to solid surfaces form mature biofilms by proliferating and producing
extracellular polymeric substance (EPS), which captures planktonic bacteria (Stewart and Franklin,
2008). The EPS is composed of DNA molecules, proteins and polysaccharide. The thick biofilm
structure impedes antibiotic diffusion and reduces themobility of immune cells. Therefore, biofilms
are responsible for the chronic and intractable characteristics of bacterial infectious disease (Stewart
and Costerton, 2001; Stewart, 2002), which increase the morbidity and mortality of infections in
immunocompromised patients. For example, intractable Pseudomonas aeruginosa infections have
been reported in cystic fibrosis patients (Harrison, 2007).

One aspect of chronic characteristics of bacterial infectious disease is persister cells, which can
tolerate sublethal concentrations of antibiotics. Unlike antibiotic resistant cells that carry genetic
mutations, persister cells are nonheritable phenotypic variants. Some persister cells suppress their
metabolism, including cell membrane formation, protein synthesis, and DNA replications (Lewis,
2007; Lewis et al., 2010). Such dormant bacteria can survive antibiotic exposure because their
antibiotic target sites are deactivated. Actually, Balaban et al. (2004) investigated the single cell
dynamics of the high persistence (hip) mutants (Moyed and Bertrand, 1983) of Escherichia coli by
using microfluidic devices and found that preexisting subpopulations having reduced growth rates
showed persistence under ampicillin exposure.
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Several mechanisms of dormant cell formation have been
proposed (Maisonneuve and Gerdes, 2014). Elowitz et al. (2002)
posited that bacterial gene expressions related to physiological
states are stochastically activated or inactivated. Expansion of
this stochastic gene noise induces the formation of the stable
subpopulation of some different bacterial phenotypes, such as
dormant cell and active cell (Balaban et al., 2004). However,
whether dormant cell is formed stochastically in a biofilm is
unclear because previous studies were conducted by use of
planktonic bacterial cell. Other researchers indicated that low
nutrient concentration and diauxic shift of carbon initiate the
ppGpp-controlled stress response, which activates the signal
pathways for cell dormancy in planktonic bacterial cell (Nguyen
et al., 2011; Amato et al., 2013). In a more recent study,
Wakamoto et al. (2013) investigated persister cell dynamics of
Mycobacterium smegmatis at a single cell level by microfluidic
device in the presence of the drug isoniazid (INH) and time-lapse
microscopymeasurement. They showed that all persister cells did
not necessarily repress their division, and persister cell did not
always include dormant cell in the INH disposal ofM. smegmatis,
whereas dormant cell always included persister cell. Moreover,
they showed that persister cells appeared due to the genetic
stochastic expression encoded catalase-peroxidase (KatG), which
activates INH.

During the biofilm formation, bacteria consume nutrients and
oxygen, creating oxygen and nutrient concentration gradients
within the developing biofilm (Stewart and Franklin, 2008).
Therefore, dormant cells will emerge from the bottom of the
biofilms, where the nutrient and oxygen are depleted to induce
the dormant state due to the direct effect of nutrient or oxygen
limitation, or the indirect effect of time-dependent growth arrest.
To prevent the emergence of dormant cells, we need to elucidate
the dynamics of dormant cell formation in growing biofilms.
However, the spatiotemporal dynamics by which dormant
cells emerge in growing biofilms are difficult to investigate,
because experimental methods for specifically detecting dormant
cells are not sufficiently developed. Consequently, which
mechanisms of dormancy; stochastic, nutrient limitation, oxygen
limitation, and time-dependent growth arrest, has a major
impact against the bacterial dormancy within growing biofilm is
unknown.

Experiments can be complemented by mathematical
modeling, which has become one of the most promising
tools for studying the emergence of dormant cells in growing
biofilms. Many mathematical models of biofilm formation
in specific environments have been developed. Multi-species
biofilm formation has been modeled by one-dimensional partial
differential equations describing a reaction–diffusion system
(Rittmann et al., 2002). Other researchers have adopted two- and
three-dimensional cellular automaton algorithms that replicate
the complex structures of porous biofilms, such as mushroom-
like structures with many voids and channels (Picioreanu
et al., 1998a,b). An individual-based modeling (IbM) approach
originally proposed for bacterial colony growth (Kreft et al.,
1998), in which bacterial cells were represented as hard spheres,
has been adapted to biofilms and microbial granule modeling by
allowing continuous displacements and directions of the biomass

particles (Picioreanu et al., 2004; Matsumoto et al., 2010; Kagawa
et al., 2015). The IbM algorithm is considered as a suitable basis
for describing the dynamics of rare species such as dormant cells
in growing biofilms.

Therefore, in the present study, we develop three-dimensional
biofilm models based on the IbM algorithm to understand
and predict the formation of dormant cells within growing
biofilms. We propose four hypothetical mechanisms of dormant
cell formation. Using the proposed model, we then simulate
the spatiotemporal dynamics of dormant cell emergence under
each hypothesis. Finally, we discuss what kinds of potential
experimental design are effective for verifying the given
hypotheses.

Methods

We first constructed a three-dimensional biofilm model based
on the IbM algorithm. Next, we implemented four hypothetical
mechanisms of dormant cell formation in the model. Here we
proposed that dormant cells were formed by stochastic, nutrient-
dependent, oxygen-dependent, or time-dependent processes.
Using the developed model, we numerically simulated the
spatiotemporal formation of dormant cells in a growing
biofilm. Particularly, we perturbed the bulk nutrient or oxygen
concentration, and observed the changes in the dormant cell
distribution throughout the biofilm. Finally, based on these
simulation results, we discussed what kinds of experimental
approaches are effective for discriminating the above-mentioned
hypotheses. The discussed experiments should provide new
insights into the mechanisms of dormant cell formation.

Construction of a Three-dimensional Biofilm
Model
Our three-dimensional (3D) mathematical model of biofilm
formation is based on the IbM algorithm (Picioreanu et al.,
2007). Parameter values used in this model are summarized in
Table 1. Each bacterial cell is represented as a sphere of radius R
positioned at (x, y, z) in 3D space. The radius is given by:

R = (3m/4πc)1/3, (1)

where m and c are the mass and density of the cells, respectively.
Each particle undergoes the following three behaviors of real
bacteria (Supplementary Figure 1A):

(i) Growth: Each bacterial cell consumes nutrient at a rate
given by:

q = qmax
· [SS/(SS + KS)] · [SO/(SO + KO)], (2)

where qmax is the maximum consumption rate, SS and SO are the
local concentrations of the nutrient and oxygen, respectively, and
KS and KO are the half-saturation constants of the nutrient and
oxygen, respectively. Cells consume oxygen along with nutrient,
and increase their masses according to the stoichiometric ratios
defined in Tables 2, 3.

(ii)Division: When a cell reaches its maximummass, it divides
into two uniform daughter cells. The daughter cells do not
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TABLE 1 | Parameter values used in 3D biofilm model.

Parameter Symbol Value Unit References

Time step 1 t 0.2 h

System size Lx , Ly , Lz 2.0× 10−4 m Picioreanu et al., 2007

Grid number N, M, L 33

Thickness of boundary layer Nbl 3 1x (= Lx/N) This study

Maximum consumption rate of active cell qmax
A

75 (gCOD/gCOD)/day Picioreanu et al., 2007

Maximum consumption rate of dormant cell qmax
D

15 (gCOD/gCOD)/day This study

Maximum cell density C 1.5× 105 gCOD/m3 Picioreanu et al., 2007

Maximum cell mass mmax 9.60× 10−12 gCOD This study

Initial cell mass mmin 4.80× 10−12 gCOD This study

Bulk concentration of oxygen CO
bulk 4.0 g/m3 Xavier et al., 2005

Bulk concentration of nutrient CS
bulk 100 gCOD/m3 Xavier et al., 2005

Diffusion coefficient of oxygen DO 2.0× 10−4 m2/day Xavier et al., 2005

Diffusion coefficient of nutrient DS 4.5× 10−6 m2/day Picioreanu et al., 2007

Half saturation constant of oxygen KO 0.35 g/m3 Xavier et al., 2005

Half saturation constant of nutrient KS 20 gCOD/m3 Picioreanu et al., 2007

TABLE 2 | Stoichiometric matrix and kinetic rate expressions.

Process Solute species Particle species Rate

SS SO XA XD

Growth of active cell −1 −(1-YA ) YA qmax
A ·[SS/(SS+KS)]·[SO/(SO+KO)]·XA

Growth of dormant cell −1 − (1-YD) YD qmax
D ·[SS/(SS+KS)]·[SO/(SO+KO)]·XD

overlap but remain attached, as described previously (Picioreanu
et al., 2004).

(iii) Shoving: The growth and division processes cause
overlapping of the spherical particles. To minimize these
overlaps, each particle pushes its neighboring particles multiple
times in the shoving algorithm (Picioreanu et al., 2004). Kagawa
et al. (2014) related the number of shoves to the area of the
overlap region in two-dimensional (2D) space. In the present
study, the number of shoves was fixed at 200. Previous models
considered bacterial decay, death and detachment processes
(Xavier et al., 2005); these factors were excluded in the present
model.

Movement of the particles obeys the following two boundary
conditions: (a) particles cannot penetrate into the bottom surface
of the system, and (b) periodic boundary conditions are imposed
at the lateral boundaries.

The spatial distributions of the nutrient and oxygen
concentrations were calculated by the following reaction–
diffusion equations:

∂tSS = DS(∂
2
xSS + ∂2y SS + ∂2z SS)+ rS, (3)

∂tSO = DO(∂
2
xSO + ∂2y SO + ∂2z SO)+ rO, (4)

where DS and DO are the diffusion coefficients of the nutrient
and oxygen, respectively. rS and rO are the net reaction rates of
the nutrient and oxygen respectively, obtained by summing the

TABLE 3 | Stoichiometric parameters for microbial reactions.

Parameters Symbol Value Unit Reference

Yield on nutrient at active cell YA 0.5 gCOD/gCOD Xavier et al., 2005

Yield on nutrient at dormant cell YD 0 gCOD/gCOD This study

rates of all processes involving these respective growth factors.
Explicitly, rS and rO are expressed by the following equations:

rS = −qA · XA − qD · XD, (5)

rO = −(1− YA)qA · XA − (1− YD)qD · XD, (6)

where XA and XD are the local biomass densities of active and
dormant cells, respectively.

The 3D reaction–diffusion Equations (3–6) are numerically
solved under the following three boundary conditions (the
coordinate system of the cubic computational space is defined in
Supplementary Figure 1B): (a) A Dirichlet boundary condition is
imposed along the top boundary, i.e., the concentration remains
constant at the interface between boundary layer and bulk liquid.
The boundary is defined as the plane x = (Nbf + Nbl) 1x,
where Nbf and Nbl are the maximum biofilm thickness and the
boundary layer thickness, respectively, expressed in units of grid
size (integer), defined as 1x = Lx/N. Note that this boundary
moves upwards as the biofilm grows over time. This boundary
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TABLE 4 | Parameter values of simulated dormant cells.

Mechanism of dormancy Parameter Symbol Values used in simulation Unit

(i) Stochastic process Frequency of dormancy Ra→d 0.01, 0.02, 0.04 day−1

(ii.a) Nutrient-dependent process* Half saturation constant of nutrient KS 2, 20, 200 gCOD/m3

(ii.b) Oxygen-dependent process* Half saturation constant of oxygen KO 0.035, 0.35, 3.5 g/m3

(iii) Time-dependent process Threshold time to become dormancy Ta→d 10, 12, 14 h

* In these mechanisms, the maximum frequency of dormancy Rmaxa→d was set to 0.12 day
−1.

condition is expressed as:

SS(x, y, z) = SbulkS and SO(x, y, z) = SbulkO ,

for x ≥ (Nbf + Nbl)1x. (7)

(b) Neumann boundary conditions are imposed at the bottom of
the system, where the nutrient and oxygen fluxes are zero:

∂xSS(x = 0, y, z) = 0 and ∂xSO(x = 0, y, z) = 0, (8)

and (c) periodic boundary conditions are imposed at the lateral
boundaries:

SS(x, y = 0, z) = SS(x, y = Ly, z),

SO(x, y = 0, z) = SO(x, y = Ly, z),

SS(x, y, z = 0) = SS(x, y, z = Lz),

and SO(x, y, z = 0) = SO(x, y, z = Lz). (9)

Implementation of Dormant Cell Formation
Mechanisms
Four possible mechanisms of dormant cell formation were
implemented in the 3D biofilm model. These mechanisms are
briefly described below.

(i) Dormant cell formation by stochastic process: Bacterial cells
stochastically enter the dormant state anywhere in the biofilm
at constant frequency Ra→d (unit= day−1) (Chambless et al.,
2006).

(ii) Dormant cell formation by a nutrient-dependent process or
an oxygen-dependent process: Bacterial cells rarely become
dormant cells at high nutrient or oxygen concentration,
but readily become dormant at low nutrient or oxygen
concentration. The frequency of dormant cell formation by
a nutrient-dependent or an oxygen-dependent process is
respectively given by:

Ra→d = Rmax
a→dexp(−S/K). (10)

where S (g/m3) is the concentration of nutrient (SS) or oxygen
(SO), K (g/m3) is the half saturation constant of nutrient (KS)
or oxygen (KO), and R

max
a→d

(day−1) is the maximum frequency
of dormancy.

(iii) Dormant cell formation by a time-dependent process:
Bacterial cells become dormant when the duration from the
last division exceeds some threshold time Ta→d (h).

Each mechanism was simulated using the parameter values
specified inTable 4. In the simulation, dormant cells are shown in
red to visualize their distribution through the biofilm. Dormant
cells consume a small amount of nutrient and oxygen for
their maintenance without growing. We did not implement
the resuscitation of dormant cells in this model because the
molecular mechanisms behind the switching back to growth after
dormancy are largely unknown.

Numerical Simulations
The simulation flow is detailed elsewhere (Picioreanu et al.,
2004). Briefly, the initial condition of each simulation (t =

0) is ten particles with mass mmin randomly inoculated along
the bottom surface (x = 0). In each time step, the spatial
distributions of the nutrient and oxygen in the system were
obtained by solving Equations (3–9) in steady state. The particles
grew, divided, or entered the dormant state as described above.
Biofilm formation was simulated for 1 day, or 2 days in cases
of slow-growing biofilms. Three simulations with different seeds
were conducted for each hypothesis.

Quantitative Analysis of the Distribution of
Dormant Cells in Biofilm
The composition ratio of the dormant cells along the x direction
of the biofilm, i.e., the height from the bottom surface, was
derived from the simulation results. First, the particles residing
at x = 0.8H, where H is the maximum biofilm thickness (in
µm), were collected, and the positions (x) and states (dormant
or active) of all particles below the collected particle were
investigated. Precisely, if the collected particle was located at (xP,
yP, zP), all particles with centers positioned at (xI, yI, zI) satisfying
the following criteria were investigated;

(yI − yP)
2
+ (zI − zP)

2 < R2I , (11)

where RI is the radius of the particle. Note that xI can be less
than 0.8H. For each run of the simulation, fifty to two-hundred
particles were collected (i.e., these particles resided at x = 0.8H).
Position data of dormant cells below the collected particles were
accumulated in three runs of simulations and calculated the
abundance of dormant cells for each height level.

Results and Discussion

Representative examples of the simulated growing biofilms,
assuming each hypothesis of dormant cell formation, are shown
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in Movies 1–4 (Supplementary Material). Figure 1 shows cross-
sections of the biofilms 24 h after inoculation. As shown in
this figure, the morphologies of the formed biofilms are very
similar under the different hypotheses. Moreover, spatiotemporal
dynamics of nutrient and oxygen concentrations within growing
biofilms are shown in Movies 5–12 (Supplementary Material).
As shown in these Movies, the spatial distributions of nutrient
and oxygen are also very similar under the different hypotheses.
However, nutrient was completely depleted at the bottom of the
biofilm whereas oxygen remained even at the bottom of the
biofilm (the value of the oxygen concentration at the bottom
of the biofilm was about 2.9 g/m3). Therefore, concentration
gradients of nutrient and oxygen were different within growing
biofilms.

On the other hand, Figure 1 reveals prominent differences
in the spatial distributions of dormant cells among the four
models. For example, when the cells become dormant by a time-
dependent process (Figure 1D), they are restricted to the bottom
of the biofilm, whereas they are widely distributed throughout
the biofilms in the other three models. This reflects the low
growth rate of bacterial cells residing near the bottom of the
biofilm, where the nutrient and/or oxygen concentrations are
substantially reduced. In fact, when the threshold value Ta→d

was decreased in the simulations, the region of dormant cells
expanded toward the upper region of the biofilm (data not
shown). Thus, the size of the dormant region strongly depends on
the model parameter values. Moreover, when the half saturation
constant of the nutrient KS was decreased and the maximum
frequency of dormant cell formation Rmax

a→d
was increased in

the nutrient-dependent hypothesis, the dormant cell distribution
was similar to that of Figure 1D, i.e., dormant cells distributed
exclusively near the bottom of the biofilm (Supplementary

FIGURE 1 | Cross sections of biofilms 24h post-inoculation, developed

under four dormancy mechanisms. Dormancy was induced by (A)

stochastic process (Ra→d= 0.04 day−1), (B) nutrient-dependent process

(KS= 20 gCOD/m3), (C) oxygen-dependent process (KO= 3.5 g/m3), and (D)

a time-dependent process (Ta→d= 14 h). In the stochastic,

nutrient-dependent and oxygen-dependent processes, the dormant cells are

widely distributed through the biofilm. In the time-dependent process, dormant

cells reside near the bottom of the biofilm. These spatial distributions of

dormant cells largely depend on the parameter values related to the dormant

cell formation mechanism (see Supplementary Figure 2).

Figure 2). Thus, the shape of the dormant region is sensitive to
the model parameter values.

Because the parameter values related to dormant cell
formation alter the spatial distributions of dormant cells both
qualitatively (the shape of the dormant region) and quantitatively
(the size of the dormant region), the four hypotheses cannot be
discriminated merely from the spatial distributions of dormant
cells at a given time. Therefore, we simulated time evolution
of the spatial distribution of dormant cells in each of the
four proposed models (Figure 2). In this investigation, when
dormancy was driven by a time-dependent process (Figure 2D),
dormant cells emerged 20 h after inoculation. This process of
dormant cell formation was very different from those of the other
three models.

All three of the remainingmodels underwent similar processes
of dormant cell formation. Dormant cells were widely distributed
throughout the biofilms, and their abundances decreased with
increasing height from the bottom of the biofilm (Figures 2A–C).

FIGURE 2 | Time evolution of the spatial distribution of dormant cells.

The abundances of dormant cells are calculated as described in the text and

plotted against x, the height from the bottom of the biofilm. Dormancy was

induced by (A) stochastic process, (B) nutrient-dependent process, (C)

oxygen-dependent process, and (D) time-dependent process. Each plot was

smoothed by moving-average with a 10µm window (3 points). Distributions

obtained at 2-h intervals from 12 to 24 h post-inoculation are plotted in

different colors.
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Counter-intuitively, the abundance of dormant cells established
a gradient along the x direction in the stochastically driven
dormancy model, although the probability of dormant cell
formation is position-independent in this model (Figure 2A).
This gradient probably resulted from the cell velocity gradient
along x, which was driven by the cell division process. Namely,
the velocity in deeper biofilm regions was lower than in higher
regions because of the low nutrient and oxygen concentrations.
To test this, we conducted the additional simulation under the
condition that dormant cells are formed by stochastic process
as described below. In the simulation, to cancel the variation
in cell velocities along the x direction, we reset KS and KO to
be very small values. The results showed that the abundance of
dormant cells did not establish a gradient along the x direction
(Supplementary Figure 3). Therefore, the variation in the cell
velocities along the x direction is responsible for the gradient
of the abundance of dormant cells in the stochastically driven
dormancy model.

To confirm the difference between these three models, we
can investigate how the dormant cell distribution responds to an
increase or decrease in the nutrient and oxygen concentrations
in the bulk liquid. Such an investigation should be simple
and straightforward. Thus, biofilm formation was simulated
under three conditions of nutrient and oxygen concentrations
in the bulk liquid (expressed in units of gCOD/m3 and
g/m3, respectively): (condition I) 10 gCOD/m3 and 0.4 g/m3,
(condition II) 10 gCOD/m3 and 8 g/m3, and (condition III)
200 gCOD/m3 and 0.4 g/m3. When dormant cell formation was
induced by stochastic or time-dependent processes, the dormant
cell distribution was not qualitatively affected by altering the
bulk concentrations of nutrient and oxygen, i.e., there was a
height gradient in the abundance of dormant cells under all
three conditions (Figures 3A,D). Conversely, if dormancy was
induced by a nutrient-dependent process, dormant cells rarely
emerged in the biofilm at very high nutrient concentration
(200 gCOD/m3; condition III) (Figure 3B). Similarly, in the
oxygen-dependent model, dormant cells rarely emerged when
the oxygen concentration was high (8 g/m3; condition II)
(Figure 3C). Therefore, these three models can be discriminated
by investigating their qualitative responses to altered bulk
concentrations of nutrient and oxygen.

As shown in Figures 1, 2, the dormant cells resided in
the deeper region of biofilms in the present four simulation
models. There were several previous studies investigating the
actual spatial distributions of dormant cells within biofilms. In
one study, colony biofilms of P. aeruginosa PAO1 containing a
plasmid with an isopropylthio-β-D-galactoside (IPTG) inducible
GFP gene were cultured on polycarbonate membranes placed
on LB agar plates. After 48 h cultivation, the membranes were
transferred to an LB plate containing IPTG for an additional 4 h.
The IPTG induced GFP expression in the active cells. The GFP-
expressing cells were observed only in the upper region of the
colony biofilm, although the nutrient was supplied through the
membrane at the bottom of the colony biofilm (Kim et al., 2009).
Williamson et al. (2012) also performed similar experiments
using a continuous-drip flow biofilm systemwhich nutrient enter
from above and obtained similar results. This result implies that

FIGURE 3 | Spatial distributions of dormant cells obtained for different

nutrient and oxygen concentrations in the bulk. The abundances of

dormant cells are plotted against the biofilm height under conditions I (red), II

(green), and III (black) (the conditions are defined in the text). Dormancy was

induced by (A) stochastic process, (B) nutrient-dependent process, (C)

oxygen-dependent process, and (D) time-dependent process. Each plot was

smoothed by moving-average with a 10µm window (3 points).

dormant cells reside in the deeper regions of biofilms, which is
consistent with our simulation results. The spatial distribution
of dormant cells in biofilms obtained in the above reports can
reject none of the four hypotheses on themechanisms of dormant
cell formation implemented into the computational models
developed in the present study. As stated above, time evolution
of the distribution and/or the responses to the increase/decrease
of the substrate/oxygen may provide novel insights about the
mechanism of dormancy.

Conclusions

To predict the formation of dormant cells in growing biofilms,
we proposed four hypotheses of dormant cell formation and
implemented them in a 3D biofilm model based on the IbM
algorithm. In numerical simulations of the model, we found
that (i) in the stochastic hypothesis of dormant cell formation,
an unexpected gradient appeared in the abundance of dormant
cells along the depth direction; thus (ii) investigating the
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spatial distributions of dormant cells at a specific time cannot
discriminate among the four suggested dormancy mechanisms;
however, (iii) all four hypotheses were discriminated in
spatiotemporal studies of the dormant cell distributions while
varying the bulk concentrations of nutrient and/or oxygen. The
proposed simulation methodology could guide experiments for
efficiently elucidating the mechanisms of dormant cell formation
in growing biofilms.

The following steps are the method to determine what kinds
of experimental studies are effective for discriminating dormant
cell formation mechanisms in biofilms. First, we will establish
the biofilm into which nutrients enter from above in liquid
medium, for example, a continuous-drip flow biofilm system,
and should investigate the spatial distribution of the dormant
cell within growing biofilm. At that time, we should use the
detecting system of dormant cell, such as degradable GFP
(half-life < 1 h) under the control of the ribosomal rrnBP1
promoter, which normally controls expression of the rrnB gene
which codes for 16S rRNA (Shah et al., 2006; Maisonneuve
et al., 2013), or TIMERbac fluorescence system in which both
rapidly maturing green and slowly maturing orange TIMER
molecules can accumulate, whereas in dividing cells, rapidly
maturing green molecules dominate over orange molecules
that are diluted by cell division (Claudi et al., 2014). Second,
we will observe time evolution of the spatial distribution of
dormant cells in growing biofilm by measurement with the use
of microscopy. In this observation, if dormant cell arise near
the bottom of the biofilm good long time after inoculation,
a time-dependent process will be a plausible mechanism of
dormancy (Figure 2D). Third, if dormant cells are widely
distributed throughout the biofilm, we should investigate the
responses to the increase/decrease of the nutrient/oxygen. If

the mechanism of dormant cell formation was caused by
stochastic process, the distribution of dormant cells in biofilms
was not affected qualitatively by the change in the bulk
concentrations of the nutrient and oxygen (Figure 3A). On
the other hand, if the mechanism was caused by the nutrient-
dependent process, dormant cells rarely emerged in the biofilm
when the concentration of the nutrient was very high (condition
III) (Figure 3B). Similarly, if the mechanism was caused by
oxygen-dependent process, dormant cells rarely emerged when
the concentration of oxygen is high (condition II) (Figure 3C).
As stated above, we could find a clue of the dynamics of
dormant cell formation within growing biofilm by comparing the
simulation results provided in present study with experimental
results.

In summary, the simulation results of this study suggest
that, by experimentally investigating the spatiotemporal dormant
cell distributions while varying the nutrient and oxygen
concentrations in the bulk, we could gain new insights into how
dormant cell populations establish in biofilms.
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Interspecies interactions are an
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Jun Seno 2, Naoko Mizuno 2, Yuma Inuzuka 2, Yasuhisa Saito 4, Yosuke Tashiro 2,

Akira Hiraishi 3 and Hiroyuki Futamata 2*

1 Laboratory of Food Crops, Institute of Tropical Agriculture, Universiti Putra Malaysia, Serdang, Malaysia, 2Department of

Applied Chemistry and Biochemical Engineering, Graduate School of Engineering, Shizuoka University, Hamamatsu, Japan,
3Department of Environmental and Life Sciences, Toyohashi University of Technology, Toyohashi, Japan, 4Department of

Mathematics, Shimane University, Matsue, Japan

This study investigated the factors that determine the dynamics of bacterial communities

in a complex system using multidisciplinary methods. Since natural and engineered

microbial ecosystems are too complex to study, six types of synthetic microbial

ecosystems (SMEs) were constructed under chemostat conditions with phenol as the

sole carbon and energy source. Two to four phenol-degrading, phylogenetically and

physiologically different bacterial strains were used in each SME. Phylogeny was based

on the nucleotide sequence of 16S rRNA genes, while physiologic traits were based on

kinetic and growth parameters on phenol. Two indices, J parameter and “interspecies

interaction,” were compared to predict which strain would become dominant in an SME.

The J parameter was calculated from kinetic and growth parameters. On the other

hand, “interspecies interaction,” a new index proposed in this study, was evaluated by

measuring the specific growth activity, which was determined on the basis of relative

growth of a strain with or without the supernatant prepared from other bacterial cultures.

Population densities of strains used in SMEs were enumerated by real-time quantitative

PCR (qPCR) targeting the gene encoding the large subunit of phenol hydroxylase and

were compared to predictions made from J parameter and interspecies interaction

calculations. In 4 of 6 SEMs tested the final dominant strain shown by real-time

qPCR analyses coincided with the strain predicted by both the J parameter and the

interspecies interaction. However, in SMEII-2 and SMEII-3 the final dominant Variovorax

strains coincided with prediction of the interspecies interaction but not the J parameter.

These results demonstrate that the effects of interspecies interactions within microbial

communities contribute to determining the dynamics of the microbial ecosystem.

Keywords: microbial ecosystem, population dynamics, interaction, self-organization, chemostat, phenol
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INTRODUCTION

Microbial populations influence each other during the
development of their ecosystems, while at the same time the
microbial ecosystem is affected by its surrounding environments
and vice versa (Fernández et al., 2000; Hashsham et al., 2000;
Little et al., 2008; Klitgord and Segrè, 2010). It is predicted that
the sustainability of an ecosystem will be maintained by dynamic
changes of the bacterial community (dynamic equilibrium)
(Ishii et al., 2012; Yamamoto et al., 2014). Comprehensive
understanding of the principles of microbial ecosystems is not
only central to research in microbial ecology but also important
for efficient bioremediation, wastewater treatment, agriculture
and human health but has been a challenging subject for
microbial ecologists (Fernández et al., 1999, 2000; Futamata
et al., 2005; El-Chakhtoura et al., 2015).

We previously observed a unique phenomenon of bacterial
population dynamics in a chemostat soil bioreactor enriched
with phenol (Futamata et al., 2005). Usually, since the chemostat
culture is enriched with a low concentration of a sole
substrate, bacteria exhibiting the highest affinity for this substrate
eventually come to dominate the culture (Watanabe et al., 1998a).
However, members of Variovorax exhibiting lower affinities for
phenol constituted the final dominant population in this soil
bioreactor (Futamata et al., 2005). This result indicated that
kinetic parameters are not necessarily the sole determinant for
predicting bacterial community dynamics in a chemostat culture.
Therefore, further research is necessary to unveil the mechanism
by which the Variovorax species became dominant in a complex
chemostat ecosystem despite exhibiting lower affinity for phenol.

Kinetic and growth parameters have been used to predict
bacterial population dynamics and the “J parameter” has been
reported as a useful predictor for which strain will become
dominant in a mixed culture (Hansen and Hubbell, 1980).
Additionally, interactions between bacterial cells is also thought
to be an important mechanism that plays a major role in
biofilm formation through quorum sensing and other biological
processes (Tashiro et al., 2013; DeSalvo et al., 2015; Inaba
et al., 2015). Here, we investigated whether kinetic and growth
parameters or interactions between populations of different
species are more important for determining the composition of
a microbial ecosystem.

The complete set of all possible interactions between many
species of bacteria has to be investigated in order to fully
understand a natural microbial ecosystem. However, microbial
ecosystems in natural and engineered systems (including the soil
bioreactor described above), are far too complex to be described
by a single determinant and/or law. Currently, the factors
and processes that influence the behavior and functionality
of bacterial ecosystems remain largely unknown. Due to the
high complexity of natural systems, an approach known as
the synthetic microbial ecosystem (SME) has gained much
interest of late (Narisawa et al., 2008; Mee et al., 2014; De Roy
et al., 2014). Because of their reduced complexity and increased
controllability, synthetic communities are often preferred over
complex communities when examining ecological theories. The
possible factors that influence the microbial community are

reduced to a minimum, allowing the factors that affect specific
community dynamics to be managed and identified.

The objective of this study was to understand the surprising
bacterial community dynamics observed in the soil bioreactor.
To this end, we determined the J parameter (based on kinetic
and growth parameters) (Hansen and Hubbell, 1980) and the
interspecies interactions (based on the specific growth activity)
of several phenol degrading bacterial strains. These data were
used to predict which strain would become dominant in
different SMEs and the results were compared to real-time
qPCR quantification of each strain. From this work we have
determined that interactions between species, in addition to
kinetic and growth parameters, are integral in determining
bacterial community dynamics.

MATERIALS AND METHODS

Bacterial Strains Used in This Study
Phenol-degrading bacteria isolated from a phenol-degrading soil
bioreactor and its inoculum (Futamata et al., 2001a, 2005) were
used in this study (Table 1). Pseudomonas putida strains P-2, P-5,
P-6, and P-8, and Ralsotonia sp. strain P-10 were isolated from
trichloroethene (TCE) -contaminated aquifer soil (Futamata
et al., 2001a). Other strains were isolated from chemostat
enrichment cultures grown on phenol with pristine aquifer soil
sampled from near the TCE-contaminated site. These bacteria
were grown at 25◦C in BSM medium supplemented with phenol
at 2.0mM (Futamata et al., 2001a) or MP medium (Watanabe
et al., 1998a) supplemented with phenol at 2.0mM.

Kinetic Analyses
Isolated strains or SMEs were grown in a chemostat reactor
with BSM medium and phenol as the sole carbon and energy
source. The phenol or catechol-oxygenating activity (phenol or
catechol-consumption rate) was measured at various substrate
concentrations using an oxygen electrode (DO METER TD-
51, Toko Chemical Lab. Co., Ltd) after the respiratory oxygen
consumption was suppressed by adding potassium cyanide
(Watanabe et al., 1996). Kinetic parameters were calculated
using the initial phenol-oxygenating velocities at more than
10 different substrate concentrations. The data were fitted
to the Michaelis-Menten’s equation or the Haldane’s equation
(Folsom et al., 1990; Watanabe et al., 1998b; Futamata et al.,
2005) using JMP statistical visualization software (SAS Institute
Inc.). The apparent kinetic constants, KS (affinity constant), KI

(inhibition constant), and Vmax (theoretical maximum activity)
were determined using the nonlinear regression method as
described previously (Watanabe et al., 1996, 1998a). Following
Folsom et al. (1990), the term KS was employed instead of Km

because the activity was measured using intact cells rather than
purified enzymes.

Construction of Synthetic Microbial
Ecosystem
Six kinds of SMEs, differing based on their strain composition
and flow rate, were constructed with phenol as sole carbon
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TABLE 1 | Kinetic parameters for phenol-degradation of strains isolated from the soil-bioreactor.

Isolated strains KS (µM) KI (µM) Vmax (µmol min−1 g−1 No.a Accession

of dry cells) number

Acinetobacter sp. c1b 1.1±0.40 4800± 1600 31± 1.4 3 AB167183

Acinetobacter sp. c26b 2.4±1.8 80± 30 16± 2.4 30 AB167203

Acinetobacter sp. c40 11±3.1 530± 92 50± 4.9 15 AB167208

Arthrobacter sp. c106 3.1±0.11 110± 12 39± 1.2 29 AB167237

Pseudomonas sp. LAB-06 2.3±0.31 4800± 800 21± 0.84 2 AB051693

Pseudomonas sp. LAB-08 2.2±0.23 3200± 370 30± 0.73 4 AB051694

Pseudomonas sp. LAB-20 2.8±0.55 1500± 290 28± 1.5 10 AB051697

Pseudomonas sp. LAB-23 2.3±0.23 2700± 450 16± 0.50 6 AB051699

Pseudomonas putida P-2c 4.1±1.2 3100± 1300 13± 1.1 5 AB038136

Pseudomonas putida P-5c 3.0±0.66 1100± 260 48± 2.8 12 AB038140

Pseudomonas putida P-6c 3.9±1.7 460± 260 16± 2.9 17 AB038141

Pseudomonas putida P-8c 5.3±1.6 6900± 1600 23± 1.2 1 AB038142

Pseudomonas sp. LAB-26 2.5±0.55 2300± 520 33± 1.6 7 AB051700

Ralstonia sp. P-10c 4.4±0.89 580± 200 100± 20 14 AB016860

Ralstonia sp. c5 7.9±1.6 220± 60 49± 5.3 22 AB167187

Ralstonia sp. chemo32 5.1±0.60 470± 110 57± 3.4 16 LC086859

Ralstonia sp. c41 3.2±1.0 200± 15 60± 10 24 AB167209

Ralstonia sp. HAB-01 5.6±0.74 260± 46 60± 3.5 20 AB051680

Ralstonia sp. HAB-02 9.6±1.6 180± 37 75± 7.5 25 AB051681

Ralstonia sp. HAB-11 2.2±0.29 850± 120 14± 0.45 13 AB051683

Ralstonia sp. HAB-18 6.2±0.93 310± 70 56± 3.7 18 AB051684

Unidentified strain TUT-005 2.9±0.60 1600± 350 62± 2.8 9 NRd

Unidentified strain TUT-006 3.4±0.50 1600± 200 130± 4.7 8 NR

Variovorax sp. c24b 8.2±1.2 220± 45 93± 6.5 21 AB622239

Variovorax sp. c52 1.7±0.4 270± 20 16± 3.1 19 AB167215

Variovorax sp. HAB-24b 7.6±1.5 180± 47 106± 12 26 AB051688

Variovorax sp. HAB-27 7.1±1.6 120± 47 96± 15 28 AB051689

Variovorax sp. HAB-29 7.4±1.2 150± 38 108± 11 27 AB051690

Variovorax sp. HAB-30b 5.8±0.94 200± 40 160± 12 23 AB051691

Variovorax sp. YN07b 12±1.4 1200± 120 66± 2.5 11 AB622227

aNumber links the number shown in Figure 1.
bThese data were reported in Futamata et al. (2005).
cThese data were reported in Futamata et al. (2001a).
dThe strain was not registerd in Genbank.

and energy source under chemostat conditions. The SMEI series
had 2–4 strains present and a high flow rate while the SMEII
series had a lower flow rate and had different combinations of
three strains. SMEI-1 consisted of P. putida P-8 (Futamata et al.,
2001a) and Variovorax sp. HAB-24 (Futamata et al., 2001b).
SMEI-2 consisted of P. putida strains P-8, Variovorax sp. HAB-
24 and Acinetobacter sp. c26 (Futamata et al., 2005). SMEI-
3 included Ralstonia sp. c41 in addition to the above-noted
3 strains. It was previously demonstrated that strains P-8 and
HAB-24 belong to High-KS (Group III) and Low-KS (Group
I) types according to their nucleotide sequences of the gene
cording large subunit of multicomponent phenol hydroxylase
(Futamata et al., 2001b). Furthermore, it was shown that the
population density of Group III is approximately 10-fold higher
than that of Group I. Therefore, initial population density of
strain P-8 was set to be 10-fold higher than that of strain HAB-
24. The same strains used in SMEI-2 were used in SMEII-1

to investigate the effect of medium flow rate on population
dynamics. SMEII-2 consisted of P. putida LAB-06 (Futamata
et al., 2001b), Acinetobacter sp. c26 and Variovorax sp. HAB24.
SMEII-3 consisted of strain LAB-06, Ralstonia sp. chemo32,
and Variovorax sp. HAB-30 (Futamata et al., 2001b). Prior to
inoculation into the chemostat, all strains were precultured at
25◦C in BSM medium supplemented with 2mM phenol as
the sole carbon source. Cultures were harvested at the early-
or mid-exponential growth phase and then were transferred
into 1.5 L of BSM medium containing 0.2mM of phenol [in
a chemostat reactor [(2 L in capacity)]. The initial cell density
of each strain was adjusted to approximately 1.0 × 105 cells
mL−1 by measuring the optical density at 600 nm (OD600 nm). An
OD600 nm of 0.1 corresponded to 1.0× 109 cells mL−1 for strains
HAB-24 and HAB-30 and to 5.0 × 108 cells mL−1 for the other
bacteria. After the initially added phenol was almost completely
degraded (start-up phase), the SMEI series cultures were supplied
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continuously with BSM medium containing phenol (1500mg
L−1) at a flow rate of 31.5mL h−1, corresponding to a dilution
rate (D) of 0.5 d−1 (31.5mL h−1 × 24 h/1500mL). The hydraulic
residence time (HRT), calculated as 1/D, was 2 days. The SMEII
series cultures were supplied continuously with BSM medium
containing phenol (1500mg L−1) at a flow rate of 10.4mL h−1

(HRT was 6 days). The culture volume was maintained at 1.5
L. The culture was stirred at 150 rpm, and the temperature
and pH were maintained at 25◦C and 7.0, respectively. Air was
filtered through 0.2µm-pore-size membrane filters (Millipore)
and supplied to the culture at 1.5 L min−1. The concentration
of phenol in the culture was measured using a colorimetric assay
with a Phenol Test Wako kit (Wako Pure Chemicals) (Futamata
et al., 2001b). The detection limit of this method was around
1.0µM.

Monitoring of Strains in Synthetic
Microbial Ecosystems
The population density of each strain was monitored using
real-time qPCR targeting the gene encoding the large subunit
of phenol hydroxylase (LmPH). Specific sets of primers were
designed by the alignment of various LmPH genes (Supplemental
Table 1). A specific PCR-product amplified with each specific
primer set was used as a standard DNA fragment in a real-
time qPCR analysis. For the monitoring of the P. putida P-8,
Variovoras sp. HAB-24, and Ralstonia sp. c41, the PCR profile
consisted of preheating at 95◦C for 10min, followed by 40 cycles
of denaturation at 95◦C for 10 s, annealing at 62◦C for 5 s, and
extension at 72◦C for 15 s. The annealing temperature was set to
56◦C and 68◦C for themonitoring of strainsAcinetobacter sp. c26
and Variovorax sp. HAB30, respectively. Annealing temperature
was set to 58◦C for the monitoring of strains P. putida LAB-
06 and R. sp. chemo32. The fluorescence signal was detected
at 72◦C in each cycle, and a melting curve was obtained by
heating the product to 95◦C and cooling to 40◦C. The reaction
was performed using a LightCycler FastStart DNA Master SYBR
GREEN I kit (Roche Molecular Biochemicals, Indianapolis, IN,
USA) and a LightCycler system (Roche Diagnostics, Mannheim,
Germany) according to the manufacturer’s instructions. The
copy number of each of the amplicons was calculated using the
LightCycler software version 3.52.

Simulation
We performed computer simulations about SMEI-1 (strains P-
8 and HAB-24) using the Runge-Kutta method (Saito et al.,
1999; Saito, 2002), with important modifications described in the
equations below.

S′ =
(

S(0)
− S

)

D− µ1S/(KSI + S)x1/r1 − µ2S/(KS2 + S)x2/r2

x′1 = x1{µ1S/(KSI+S)−D} and x′2 = x2{µ2S/(KS2+S)−D}where
S is the substrate (phenol in this study) concentration (mg L−1),
D is the dilution rate (h−1), µ is the growth rate constant (h−1),
x is the dried cell density (mg L−1), r is the cell yield (g [cell] g−1

[substrate]) andKS is the half-saturation constant (µM). Here “1”
and “2” mean strains P-8 and HAB-24, respectively.

Specific Growth Activity
Since it is known that supernatants of microbial culture can
affect the metabolic processes of other microbes (Tanaka et al.,
2005; Tashiro et al., 2013; Inaba et al., 2015), the effect of
interspecies communication was investigated using a supernatant
collected from a pure chemostat culture and was evaluated as
specific growth activity. Growth curves were recorded to estimate
the physiological changes that occurred after the addition of
a supernatant. Each strain was incubated in the BSM medium
under the conditions of the chemostat culture supplemented
with phenol as the sole carbon source. After the culture was
stable, which means that phenol was not detected and OD600 nm

of the culture reached plateau, the culture was centrifuged at
4◦C and 5800 × g. The supernatant was sterilized by filtration
through a Steriflip-GP Filter ([pore size is 0.22µm], Millipore).
The supernatant was stored at −20◦C after filtration. Frozen
supernatant was thawed for each use. We empirically knew
that the growth inhibiting activity of supernatant was kept for
approximate 6 month at least. The effect of a single supernatant
on growth of all strains was always assessed at the same time as
a control. Cells precultured in the BSM medium supplemented
with 2.0mM phenol (BSM2.0phe) and 0.3mL of filter-sterilized
supernatant were transferred into 2.7mL of fresh BSM2.0phe
medium. The initial amount of cells was adjusted to an OD600nm

of 0.01. As the control condition, 0.3mL of BSM medium
without phenol was added instead of the supernatant. The growth
curve was automatically measured using a Bio-photorecorder
(TVS062CA, ADVANTEC). Growth parameters, including a lag
time (h), growth rate constant (µ [h−1]) and amount of growth
at a stationary phase (ODmax), were calculated using the growth
curve. Here, we defined the specific growth activity as the
surviving activity maintaining the cell density over 1.0 × 109

cells mL−1 in a chemostat culture under the condition of a
dilution rate. Therefore, 1 unit (U) of specific growth activity was
calculated using the following equations: 1 U = 0.021 (h−1) ×
109 (cells mL−1) under the HRT condition of 2 days (in SMEI
series) or 1 U= 0.0069 (h−1)× 109 (cells mL−1) under the HRT
condition of 6 days (in SMEII series). As mentioned above, the
cell density of Variovorax sp. strains HAB-24 and HAB-30 were
1.0 × 109 cells mL−1 at an OD600nm of 0.1, whereas the other
strains had cell densities of 5.0×108 cells mL−1 at an OD600nm of
0.1. The ODmax was then converted to cell density. Thus, one unit
of specific growth activity changes according to the strain and the
dilution rate of the chemostat. Units of specific growth activity
for the tested strains were calculated according to the following
equation:

U = (µ × cell density from ODmax)/(1 U × lag time).

J parameter
J parameter was calculated according to the following equation
(Hansen and Hubbell, 1980): J = (Ks × D)/(µ − D), where KS

is the half-saturation constant (µM), D is the dilution rate (h−1),
andµ is the growth rate constant (h−1). Parameters ofD in SMEI
and SMEII series were 0.021 (h−1) and 0.0069 (h−1), respectively.
Based on the equation, the strain exhibiting a lower J parameter
should out-grow strains exhibiting higher J parameters.
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RESULTS

Kinetic Parameters for Phenol of Strains
Kinetic parameters for phenol of 30 strains isolated from the soil
bioreactor and its inoculum are shown in Table 1 and plotted in
Figure 1. Overall, Pseudomonas sp. strains, with the exception of
Pseudomonas sp. P-6, exhibited lower KS-values (3.0 ± 1.1µM)
and higher KI-values (3200 ± 1900µM) than the other strains.
The Ralstonia sp. strains exhibited middle KS-values (4.9 ±

1.9µM) and KI-values (410 ± 240µM) with the exception of
Ralstonia sp. HAB-02. TheVariovorax sp. strains exhibited higher
KS-values (7.2 ± 0.86µM) and lower KI-values (170 ± 40µM)
with the exception of Variovorax sp. strains YN07 and chemo52.
Almost all of the kinetic parameters for phenol of the individual
strains were similar to those from the soil bioreactor as described
previously (Haruta et al., 2013). The KS-values varied within one
order of magnitude (from 1 to 10µM), whereas the KI-values
varied within two orders of magnitude (from 100 to 1000µM).
Furthermore, kinetic parameters (KS- and KI-values) of the
strains and the soil bioreactor changed one-thirtieth fold decrease
in the KI-values with a three-fold increase in the KS-value.

Population Dynamics in the Mixed
Chemostat Reactor
SMEI-1

To understand the previous observation that high KS-type
bacteria eventually became dominant in the soil bioreactor, we
attempted to reproduce the result in an SME constructed with
the isolated strains P. putida P-8 (No. 1 shown in Figure 1)
and Variovorax sp. HAB-24 (No. 26 shown in Figure 1). The
SME was run at a flow rate of 31.5mL h−1 (an HRT of 2.0
days) and the population densities were monitored by the real-
time qPCR technique (Figure 2A). It was previously shown that
Pseudomonas and Variovorax strains were the dominant genera
in, respectively, the early and final stages of reactor operation
(Futamata et al., 2005). The kinetic parameters of strains P-8

FIGURE 1 | Kinetic parameters of isolated strains and the soil

bioreactor for phenol. Number indicates the strain shown in Table 1.

and HAB-24 were similar to those of the soil bioreactor. From
these phylogenetic and kinetic data, it was predicted that strain
HAB-24 would be the final dominant strain. However, in the SME
strain P-8 overcame strain HAB-24 (Figure 2A); the population
densities of strains P-8 and HAB-24 were stable at 3.6± 1.1×109

cells mL−1 and 1.3 ± 0.84 × 107 cells mL−1, respectively. The
result of a simulation showed that only strain P-8 would survive
and be maintained at 9.8 × 109 cells mL−1 (Figure 2B), whereas
strain HAB-24 would be eradicated (Figure 2C).

FIGURE 2 | Population dynamics in the chemostat reactor SMEI-1 run

at a flow rate of 31.5mL h−1 (a hydraulic residence time of 2.0 days)

and a simulation. (A) The population densities of the strains in the mixed

chemostat culture were monitored using real-time qPCR targeting the gene

encoding LmPH. Psuedomonas putida P-8 (N) and Variovorax sp. HAB-24

(�). Error bars are smaller than the symbol. (B) The result of simulation

showing the population of P. putida P-8. (C) The result of simulation showing

the population of Variovorax sp. HAB-24.
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SMEI-2

SMEI-2, which consisted of strains P. putida P-8, Acinetobacter
sp. c26 (No. 30 shown in Figure 1), and Variovorax sp. HAB-
24, was run at a flow rate of 31.5mL h−1 (an HRT of 2.0 days)
and the population densities were monitored using real-time
qPCR (Figure 3A). The genera Pseudomonas, Acinetobacter, and
Variovorax corresponded respectively to the first, second, and
third dominant genera in the soil bioreactor. According to the
affinity dynamics of the soil bioreactor for phenol and catechol,
the affinity parameters of strain c26 for phenol and catechol were
located at an inflection point from low KS for phenol and high
KS for catechol to high KS for phenol and low KS for catechol
of the soil bioreactor (Supplemental Figure 1). It was thought
that a strain located at this inflection point would be needed for
strain HAB-24 to become dominant. Strains P-8 and c26, rather
than strain HAB-24, grew quickly in the batch mode because of
their higher µ-values (Table 2). The population density of strain
c26 was maintained at around 1.1 ± 0.073 × 109 cells mL−1

FIGURE 3 | Population dynamics in the chemostat reactors SMEI-2 and

SMEI-3 run at a flow rate of 31.5mL h−1 (a hydraulic residence time of

2.0 days). The deduced population densities of the strains in the mixed

chemostat culture were monitored using real-time qPCR targeting the gene

encoding LmPH. (A) Monitoring of the bacterial populations in the SMEI-2

reactor. Psuedomonas putida P-8 (N) Acinetobacter sp. c26 (•), and

Variovorax sp. HAB-24 (�). (B) Monitoring of the bacterial populations in the

SMEI-3 reactor. Psuedomonas putida P-8 (N) Acinetobacter sp. c26 (•)

Ralstonia sp. c41 (�), and Variovorax sp. HAB-24 (�). Error bars are smaller

than the symbol. Gray bar indicates the period when phenol was detected in

the reactors.

after day 5. Although strain P-8 grew well at a similar level to
strain c26 under batch mode, the population density of strain P-
8 decreased gradually from 6.1 × 108 cells mL−1 to 4.7 × 107

cells mL−1. On the other hand, the population density of strain
HAB-24 remained stable at about 4.11 ± 0.24 × 105 cells mL−1

after day 5. Small amounts of phenol were detected in the effluent
from the SMEI-2 around day 7 as well as from day 17 to 20 (data
not shown).

SMEI-3

SMEI-3, which consisted of P. putida P-8, Acinetobacter sp. c26,
Ralstonia sp. c41 (No. 24 shown in Figure 1), and Variovorax
sp. HAB-24, was run at a flow rate of 31.5mL h−1 (an HRT
of 2.0 days) and the population densities were again monitored
(Figure 3B). According to the affinity dynamics of the soil
bioreactor for phenol and catechol, it was predicted that strain
c41 would be an intermediate between strains P-8, HAB-24,
and c26 (Supplemental Figure 1). The amount of growth of
the four strains corresponded to their µ-values under batch
conditions. Their population densities were roughly maintained
under chemostat conditions of this experiment; the population
densities of strains c26, P-8, c41, and HAB-24 were 1.3 ± 0.21 ×
109 cells mL−1, 2.3± 0.26×108 cells mL−1, 7.6± 0.81×106 cells
mL−1, and 2.9± 1.71×105 cells mL−1, respectively. Again, small
amounts of phenol were detected in the effluent from the SMEI-3
on days 7–10 and days 16–20 (data not shown).

SMEII-1

SMEII-1 consisted of P. putida P-8, Acinetobacter sp. c26, and
Variovorax sp. HAB-24, which were the same strains as used in
SMEI-2). The purpose of SMEII-1 was to investigate the effect
of flow rate on population dynamics. Here the flow rate was
decreased from 31.5mL h−1 (HRT = 2.0 days) to 10.4mL h−1

(HRT = 6.0 days). The population densities were monitored
using real-time QPCR with specific sets of primers (Figure 4A).
Strains P-8 and c26 grew faster than strain HAB-24 in the batch
mode, as was the case in SMEI-2. The population density of
strain P-8 was stable at 6.2 ± 0.78 × 109 cells mL−1 from day
10 to day 48, after which the population density decreased below
1.0×107 cells mL−1 by the end of the experiment. Conversely, the
population density of strain c26 was stable at 8.2± 0.16×107 cells
mL−1 from day 15 to day 30, after which the population density
increased to approximately 4.2 ± 0.32 × 109 cells mL−1 by the
end of the experiment. The population density of strain HAB-24
was stable at around 6.2± 0.76× 105 cells mL−1 after day 5. The
population dynamics of SMEII-1 were similar to that of SMEI-
2, showing that the final dominant bacterium was Acinetobacter
sp. c26. Phenol was never detected in the effluent during this
experiment. Therefore, all subsequent SMEII series chemostats
were run with a flow rate at 10.4mL h−1 (HRT= 6.0 days).

SMEII-2

SMEII-2 was constructed with Pseudomonas sp. LAB-06 (No.
2 shown in Figure 1), Acinetobacter sp. c26 and Variovorax sp.
HAB-24, and run with a flow rate of 10.4mL h−1 (an HRT of 6.0
days) (Figure 4B). Strain c26, but not strains LAB-06 and HAB-
24, grew quickly in the batch mode because of higher µ-value
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TABLE 2 | Kinetic and growth parameters on phenol of isolates used in mixed chemostat culture.

Strains µ (h−1) Maximum OD J parameter (µM)a J parameter (µM)b

Acinetobacter sp. c26 0.63± 0.13 0.18± 0.046 0.086±0.025 0.027± 0.0077

Ralstonia sp. chemo32 0.22± 0.089 0.27± 0.11 0.59±0.17 0.18± 0.048

Ralstonia sp. c41 0.17± 0.029 0.32± 0.043 0.46±0.096 0.14± 0.026

Pseudomonas sp. LAB-06 0.39± 0.14 0.23± 0.0084 0.41±0.20 0.13± 0.060

Pseudomonas sp. P-8 0.37± 0.054 0.24± 0.0093 0.33±0.059 0.10± 0.018

Variovorax sp. HAB-24 0.11± 0.012 0.25± 0.020 1.7±0.21 0.49± 0.052

Variovorax sp. HAB-30 0.13± 0.021 0.20± 0.084 1.2±0.19 0.33± 0.050

aDilution rate was 0.021 h-1 (HRT = 2 days). It was a chemostat condition of BRI-series.
bDilution rate was 0.0069 h-1 (HRT = 6 days). It was a chemostat condition of BRII-series.

(Table 2). Strain c26 remained dominant until day 10. On day
15, the population densities of the three strains were all close to
2.8 ± 2.5 × 106 cells mL−1, after which the population density
of HAB-24 increased and was stable at 2.5 ± 1.1× 109 cells
mL−1 after day 35. Conversely, the population density of LAB-
06 and c26 were 2.6 ± 1.8× 106 cells mL−1 and 2.7 ± 1.6×
107 cells mL−1 after day 30, respectively. Bacterial community
succession was observed, resulting in the dominance of
HAB-24.

SMEII-3

SMEII-3 was constructed with Pseudomonas sp. LAB-06 (No.
2 shown in Figure 1), Ralstonia sp. chemo32 (No. 16 shown
in Figure 1), and Variovorax sp. HAB-30 (No. 23 shown in
Figure 1) and run at a flow rate of 10.4mL h−1 (an HRT of 6.0
days) (Figure 4C). Strains LAB-06 and chemo32 grew faster than
strainHAB-30 in the batchmode because of their higherµ-values
(Table 2). Strain LAB-06 became dominant at a cell density of
1.6± 0.89×108 cells mL−1 until day 20. The population densities
of strains LAB-06 and chemo32 decreased to 9.1± 8.9×105 cells
mL−1 and 8.6 ± 8.2 × 104 cells mL−1, respectively, after day 40.
Conversely, the population density of HAB-30 remained stable at
around 1.3 ± 1.3 × 107 cells mL−1 from days 10 to 60. Thus,
SMEII-3 exhibited a bacterial community succession, where
strain HAB-30 became dominant. Small amounts of phenol were
detected in the effluent from the SMEII on days 65–70 (data not
shown).

Interspecies Interactions
Strains Used in the SMEI Series SMEs

Interactions among the four strains used in the SMEI series
SEMs, P. putida P-8, Variovorax sp. HAB-24, Acinetobacter sp.
c26, and, Ralstonia sp. c41, were investigated by measuring
their specific growth activities (Table 3). The supernatant of
strain P-8 culture enhanced the growth activities of strains P-
8 and c26 to approximately 140 and 180%, respectively but
repressed those of strains c41 and HAB-24 to approximately
6.5 and 7.4%, respectively. The supernatant of strain c26 did
not affect the growth activities of strains P-8 and c26, but
repressed those of strains c41 and HAB-24 to approximately
25 and 38%, respectively. The supernatant of strain c41
enhanced the growth activities of strains P-8 and c26 to
approximately 120% but did not affect the growth activities

of strains c41 and HAB-24. The supernatant of strain HAB-
24 enhanced the growth activities of strains c26 and HAB-
24 to approximately 160 and 150%, respectively, but repressed
those of strains P-8 and c41 to approximately 40 and 11%,
respectively.

Strains Used in the SMEII Series SMEs

Interactions among the three strains used in SMEII-2 (Table 4)
and SMEII-3 (Table 5) were investigated by measuring their
specific growth activities. The supernatant of strain LAB-06 did
not affect its own growth activity but it repressed that of strain
c26 to approximately 71% and enhanced that of strain HAB-24 to
approximately 180% (Table 4). Supernatant of strain c26 did not
affect the growth activity of strain LAB-06 and itself but repressed
that of strain HAB-24 to approximately 38%. Supernatant of
strain HAB-24 repressed the growth activity of strain LAB-06 to
approximately 40% but enhanced those of strains c26 and HAB-
24 to approximately 160 and 153%, respectively. The supernatant
of strain LAB-06 repressed those of strains chemo32 and HAB-
30 to approximately 75 and 22%, respectively (Table 5). The
supernatant of strain chemo32 did not affect the growth activities
of strains LAB-06 and chemo32 but enhanced that of strain HAB-
30 to approximately 160%. The supernatant of strain HAB-30
enhanced its own growth activity to approximately 140% but
repressed those of strains LAB-06 and chemo32 to approximately
87 and 48%, respectively. The mixed supernatant of strains
chemo32 and HAB-30 did not affect the growth activity of
LAB-06. Similarly, the mixed supernatant of strains LAB-06 and
chemo32 did not affect the growth activity of HAB-30. Themixed
supernatant of strain LAB-06 and HAB-30 repressed the growth
activity of chemo32 to approximately 85%.

Dynamics of Kinetics Parameters in the
SMEII-3 SME
The kinetic parameters (KS- and KI-values) of the SMEII-3 SME
for phenol and catechol were monitored (Figure 5). The KS- and
KI-values for phenol shifted from 2.6 ± 0.17µM and 2060 ±

200µM at day 10 to 0.42 ± 0.037µM and 1060 ± 28µM
at day 30, which indicated that the affinity for phenol of the
SMEII-3 reactor increased. However, these kinetic parameters
changed dramatically and exhibited a dynamic equilibrium at
higher KS-values (4.0 ± 1.8µM) and lower KI-values (275 ±
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FIGURE 4 | Population dynamics in the chemostat reactors SMEII

series run at a flow rate of 10.4mL h−1 (a hydraulic residence time of

6.0 days). The deduced population densities of the strains in the mixed

chemostat culture were monitored using real-time qPCR targeting the gene

encoding LmPH. (A) Monitoring of the bacterial populations used in the

SMEII-1 reactor. Psuedomonas putida P-8 (N) Acinetobacter sp. c26 (•), and

Variovorax sp. HAB-24 (�). (B) Monitoring of the bacterial populations used in

the SMEII-2 reactor. Psuedomonas sp. LAB-06 (♦), Acinetobacter sp. c26 (•),

and Variovorax sp. HAB-24 (�). (C) Monitoring of the bacterial populations

used in the SMEII-3 reactor. Psuedomonas sp. LAB-06 (♦), Acinetobacter sp.

chemo32 (N), and Variovorax sp. HAB-24 (�). The gray bar indicates the

period when phenol was detected in the reactors. The error bars indicate

standard deviations and some bars were hided with symbols.

180µM) from days 40 to 70. The KS-value for catechol shifted
more dynamically than that for phenol (Figure 5B). The KS-
and KI-values for catechol were stable at 25 ± 13µM and
3000± 170µM, respectively, from days 10 to 30. However, these
kinetic parameters fluctuated dynamically from 9.9 ± 0.56µM
and 11500 ± 860µM at day 40 to 100 ± 6.2µM and 540 ±

TABLE 3 | Relative specific growth among strains used in SMEI-series and

SMEII-1a.

Strains Supernatant of strains

P-8 c26 chemo41 HAB-24

Pseudomonas sp. P-8 140± 35 105±11 120±16 40±5.0

Acinetobacter sp. c26 180± 90 100±3.0 120±58 160±90

Ralstonia sp. c41 6.5± 0.5 25±9.3 97±39 1±9.1

Variovorax sp. HAB-24 7.4± 1.3 38±8.6 90±12 153±8.9

aThe specific growth activity without supernatant (control condition) was calculated as

100%.

TABLE 4 | Relative specific growth among strains used in SMEII-2a.

Strains Supernatant of strains

LAB-06 c26 HAB-24

Pseudomonas sp. LAB-06 93± 7.3 105± 11 77± 8.4

Acinetobacter sp. c26 71± 6.8 100± 3.0 160± 90

Variovorax sp. HAB-24 180± 90 38± 8.6 153± 8.9

aSpecific growth activity without supernatant was calculated as 100% (control condition).

TABLE 5 | Relative specific growth among strains used in SMEII-3a.

Strains Supernatant of strains

LAB-06 chemo32 HAB-30 Mixed

supernatant

Pseudomonas sp. LAB-06 93± 7.3 103±41 87±12 103± 8.5b

Ralstonia sp. chemo32 75± 6.3 100±50 48±17 85± 16c

Variovorax sp. HAB-30 22± 6.4 160±35 140±33 105± 4.8d

aSpecific growth activity without supernatant (control condition) was calculated as 100%.
bSupernatants obtained from strain c32 and HAB-30 were used.
cSupernatants obtained from strain LAB-06 and HAB-30 were used.
dSupernatants obtained from strain LAB-06 and c32 were used.

47µM at day 60 and then returned to their initial values at
day 70.

DISCUSSION

In a soil bioreactor fed with phenol we previously observed
a unique phenomenon where the kinetic parameters shifted
toward higher KS and lower KI-values (Futamata et al., 2005;
Haruta et al., 2013). In the present study, to understand this
unique phenomenon, SMEs were constructed using isolated
strains exhibiting different phenotypic features. By observing
changes in population densities we have developed a better
understanding of population dynamics in SMEs and soil
bioreactors.

Kinetic parameters have been thought to be one of the most
important determinants for predicting the competitiveness of
strains grown on a single substrate (Watanabe et al., 1996,
1998a). Since the J parameter is calculated using not only
the KS-value (affinity) but also µ (growth rate constant) and
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FIGURE 5 | Kinetic parameters for phenol (A) and catechol (B) of the

SMEII-3. Number indicates the sampling date. The error bars indicate

standard deviations and some bars were hided with symbols.

D (dilution rate), it is especially useful for predicting what
strain will become dominant in a chemostat culture (Hansen
and Hubbell, 1980). Additionally, cell-to-cell interactions are
important for understanding the microbial ecosystem (Watts
and Strogatz, 1998; Flagan et al., 2003; Kato et al., 2005;
Narisawa et al., 2008). To the best of our knowledge this
study presents the first attempt to use both the J parameter
and interspecies interaction information simultaneously for
understanding the dynamics of microbial community in a
complex system.

It is reported that Variovorax strains are capable of utilizing or
producing acyl-homoserine lactones which are quorum signaling
molecules in many species of the class Proteobacteria (Leadbetter
and Greenberg, 2000; d’Angelo-Picard et al., 2005; Yang et al.,
2006; Satola et al., 2013). We hypothesized that the Variovorax
spp. became dominant in the soil bioreactor through the use of
quorum signaling. The SMEI series and SMEII-1 were expected
to reproduce the unique phenomenon of the soil bioreactor,
however, Variovorax sp. strain HAB-24 exhibiting highest KS-
value among strains used in SMEs did not become dominant
(Figures 2, 3, 4A). Therefore, it was demonstrated that either
the J parameter or interspecies interactions data were capable
of predicting the experimentally observed population dynamics

and it was natural that Acinetobacter sp. strain c26 became
dominant.

It remained unknown whether the J parameter or interspecies
interactions were more important for predicting population
dynamics in a chemostat culture. Therefore, SMEII-2 was
constructed with Acinetobacter sp. strain c26, Variovorax sp.
strain HAB-24, and Pseudomonas sp. strain LAB-06 instead of
P. putida strain P-8. Based on their J parameters (Table 2),
Acinetobacter sp. strain c26 was predicted to become dominant.
However, from these interspecies interactions (Table 4), it was
predicted that Variovorax sp. strain HAB-24 would become
dominant as strain LAB-06 would repress strain c26 and enhance
strain HAB-24. In actuality the final dominant organism was
strain HAB-24 not strain c26 (Figure 4B), suggesting that the
interspecies interactions did indeed play a more important
role in bacterial community dynamics than the J parameter.
To confirm this possibility, SMEII-3 was constructed with
Pseudomonas sp. strain LAB-06, Ralstonia sp. strain chemo32,
and Variovorax sp. strain HAB-30. Although strain LAB-06
exhibited the lowest J parameter (indicating it should be
the most competitive) among these three strains (Table 2),
the final dominant was strain HAB-30. While interspecies
interaction data (Table 5) indicated that strain LAB-06 inhibited
HAB-30, the addition of chemo32 was also expected to
rescue this inhibition. Thus, the complexity of this three-way
interaction resulted in strain HAB-30 becoming dominant after
community succession and fluctuation of kinetic parameters
(Figure 5). Importantly it was also demonstrated that this
SME reproduced the unique phenomenon previously observed
in the soil bioreactor (Futamata et al., 2005; Haruta et al.,
2013).

Since it is recognized that interactive networks develop
among diverse microbes in natural ecosystems (Gilbert et al.,
2012), it was expected that understanding these complex
interactions would be important for understanding how
microbial ecosystems develop. Striking a balance between the
enhancing and repressing relationships was considered to be
essential for maintaining the stable coexistence of the five
bacterial strains in a cellulose-degrading community (Kato et al.,
2005). While it is possible to qualitatively understand such
interspecies interactions, it remains difficult to quantify their
outcome. As a physiological process with defined, quantifiable
output, cell growth was expected to be an ideal indicator for
understanding the effects of interspecies interactions. Here,
using relative growth in the presence of supernatants of other
strains, we have demonstrated that the specific growth activity
was indeed useful for understanding the dynamics of microbial
ecosystems and for predicting the dominant species in a
mixed, SME.

In this study we characterized both kinetic, physiological
traits of multiple phenol-degrading strains as well as their binary
interactions with each other. Using this quantitative method
for evaluating interspecies interactions we have developed a
method for predicting microbial community dynamics and
demonstrated that the complex interactions between species
are a more significant determinant for microbial community
dynamics than the J parameter is for predicting which species will
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become dominant. Interestingly, although bacterial community
succession was observed, all strains still co-existed in all SMEs
and none were eradicated, suggesting that these strains shared
a role in phenol degradation. Further work still needs to be
done as it was thought that these strains shared a role in
degradation of phenol by changing metabolic process. A novel
biomathematical theory is also required to fully understand
dynamic microbial ecosystems. Research subjects that attract
attention with respect to microbial community dynamics are
relevant to the identification of growth-repressing compounds,
mechanisms of interspecies interactions and comparison of
metabolism under the conditions of pure and complex cultures.
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Ecological community assembly is governed by a combination of (i) selection resulting
from among-taxa differences in performance; (ii) dispersal resulting from organismal
movement; and (iii) ecological drift resulting from stochastic changes in population
sizes. The relative importance and nature of these processes can vary across
environments. Selection can be homogeneous or variable, and while dispersal is a
rate, we conceptualize extreme dispersal rates as two categories; dispersal limitation
results from limited exchange of organisms among communities, and homogenizing
dispersal results from high levels of organism exchange. To estimate the influence and
spatial variation of each process we extend a recently developed statistical framework,
use a simulation model to evaluate the accuracy of the extended framework, and
use the framework to examine subsurface microbial communities over two geologic
formations. For each subsurface community we estimate the degree to which it
is influenced by homogeneous selection, variable selection, dispersal limitation, and
homogenizing dispersal. Our analyses revealed that the relative influences of these
ecological processes vary substantially across communities even within a geologic
formation. We further identify environmental and spatial features associated with each
ecological process, which allowed mapping of spatial variation in ecological-process-
influences. The resulting maps provide a new lens through which ecological systems
can be understood; in the subsurface system investigated here they revealed that the
influence of variable selection was associated with the rate at which redox conditions
change with subsurface depth.

Keywords: ecological niche theory, ecological neutral theory, Hanford Site 300 Area, microbial biogeography, null
modeling, phylogenetic beta-diversity, phylogenetic signal, Raup–Crick

Introduction

In his conceptual synthesis, Vellend (2010) proposed that ecological communities are influenced
by a combination of ecological selection, organismal dispersal, ecological drift, and speciation
(see also Hanson et al., 2012). This is a useful perspective that places all ecological communities
within the same conceptual framework, thereby facilitating cross-system comparisons. While there
is some knowledge of what causes shifts in the relative influences of governing processes (e.g.,
Horner-Devine and Bohannan, 2006; Chase, 2007, 2010; Stegen et al., 2012), turning Vellend’s
conceptual framework into an operational framework is a significant challenge. As an initial
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attempt, Stegen et al. (2013) proposed a null modeling approach
that estimates the relative influences of ecological components
within Vellend’s framework at the scale of a metacommunity. To
provide context, we next introduce the concepts synthesized in
Vellend (2010).

Ecological selection results from different organisms having
different levels of fitness for a given set of environmental
conditions; here we consider ‘environmental conditions’ to
include both abiotic variables (e.g., temperature) and biotic
factors related to organismal interactions. If environmental
conditions are homogeneous through space, the selective envi-
ronment will also be homogeneous (Vellend, 2010). The scenario
in which a consistent selective pressure—that results from con-
sistent environment conditions—is the primary cause of low
compositional turnover is referred to as ‘homogeneous selection’
(Figure 1), as in Dini-Andreote et al. (2015). On the other hand,
if environmental conditions change through space, among-taxa
fitness differences can change (Vellend, 2010). The scenario in
which a shift in selective pressure—that results from a shift in
environment conditions—is the primary cause of high compo-
sitional turnover is referred to as ‘variable selection’ (Figure 1).

Organismal dispersal refers to the movement of organisms
through space (Vellend, 2010). High dispersal rates have the
potential to homogenize community composition such that there
is low turnover in composition (Leibold et al., 2004). High disper-
sal rates can, in principle, overwhelm selection-based influences,
a scenario at the population level known as source-sink dynamics
(Dias, 1996). The scenario in which a high dispersal rate—
between a given pair of communities—is the primary cause of low
compositional turnover is referred to as ‘homogenizing dispersal’
(Stegen et al., 2013).

On the other hand, when selection is relatively weak and
organisms rarely move between communities, ecological drift
(i.e., stochastic changes in population sizes) can lead to marked
differences in community composition (Hubbell, 2001; Vellend,
2010). The scenario in which high turnover in composition is
primarily due to a low rate of dispersal enabling community com-
position to drift apart is referred to here as ‘dispersal limitation.’
To be clear, our use of the term ‘dispersal limitation’ does not
directly refer to a low rate of dispersal between a given pair of
communities. We use ‘dispersal limitation’ to indicate a situation
in which a low dispersal rate is the primary cause of high composi-
tional turnover; differences in selective environments may be the
primary cause of high compositional turnover even when disper-
sal rates are low, which would fall within the conceptualization of
‘variable selection.’

It is important to consider that the rate of dispersal and
strength of selection are continuous variables with context-
dependent magnitudes and that these processes simultaneously
influence ecological communities. The above-summarized sce-
narios assume relatively extreme levels of dispersal and/or selec-
tion, but it is likely that some natural systems (or parts of systems)
are characterized by moderate levels of dispersal and selection.
In this case, neither process may dominate, leading to composi-
tional differences between communities that are due to a mixture
of stochastic organismal movements and stochastic birth–death
events. Stegen et al. (2013) used the term ‘ecological drift’ to refer

to this scenario, but here we use the term ‘undominated’ to refer
more directly to the scenario in which neither dispersal nor selec-
tion is the primary cause of between-community compositional
differences.

Here we first develop and test an extended version of the
Stegen et al. (2013) framework and, in turn, apply the extended
framework to subsurface microbial communities distributed
across two geologic formations within the 300 Area of the U.S.
Department of Energy’s Hanford Site in southcentral Washington
State. Our framework uses null models to estimate the degree
to which compositional turnover between a single focal commu-
nity and all other sampled communities is governed by different
ecological processes (homogeneous selection, variable selection,
homogenizing dispersal, and dispersal limitation). The frame-
work also estimates the portion of compositional turnover that
is not dominated by a single process. To evaluate this framework
we simulated community assembly under different scenarios; the
analytical framework was applied to simulated communities to
ask how robust the framework was in detecting the dominance
of specific ecological processes. In turn, process estimates were
generated for the field-sampled subsurface communities; these
estimates were combined with environmental data and commu-
nity spatial locations to identify environmental drivers and to
characterize spatial variation in the relative influence of each
ecological process.

Materials and Methods

Subsurface Sampling
The dataset used here is the same as in Stegen et al. (2013) such
that here we provide a brief summary of methods used to generate
those data. We analyzed sediment-associated bacterial commu-
nities found within two subsurface geologic formations roughly
250 m from the Columbia River in Richland, WA, USA. The
sampled communities were within the Hanford Integrated Field
Research Challenge (IFRC) site1, and were sampled during the
drilling of 26 IFRC wells (Bjornstad et al., 2009); supplemen-
tal material in Stegen et al. (2013) provides details on sample
locations. The sampled formations are structurally and hydro-
logically distinct, are separated vertically, but are in the same
horizontal location; 16 communities were sampled within the
deeper-lying Ringold Formation, which has restricted water flow
and finer-grain sediments; 28 communities were sampled within
the shallower Hanford formation, which has less restricted water
flow and coarser-grain sediments (Bjornstad et al., 2009). In addi-
tion, the Ringold formation changes with depth from oxidized to
reduced conditions (Bjornstad et al., 2009). Microbial communi-
ties were characterized through pyrosequencing of the 16S rRNA
gene (see Lin et al., 2012a,b), DNA sequences were processed
using QIIME (Caporaso et al., 2010), and statistical analyses were
done using R2 (for molecular and bioinformatics methods see
Stegen et al., 2013). Each microbial community was associated
with environmental metadata including its spatial position, its

1http://ifchanford.pnnl.gov/
2http://cran.r-project.org/
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FIGURE 1 | Conceptual summary of homogeneous selection and
variable selection. The left panel shows spatial variation in an arbitrary
environmental variable. For illustration, we might consider temperature to be the
environmental variable, going from cold (blue) to hot (red). There are three
locations indicated as L1, L2, and L3; L1 and L2 are spatially separated, but
they are both in a cold environment; L3 is in a hot environment. The center
panel shows the fitness landscapes at L1 and L2; they are identical because
the environment is the same; species adapted to cold temperatures will have

higher fitness than species adapted to hot temperatures. In turn, the selective
environment is consistent—between L1 and L2—such that we expect
cold-adapted species to comprise communities found in both locations. This is
an example of ‘homogeneous selection.’ The right panel shows fitness
landscapes in L1 and L3; because of different temperatures, the fitness
landscapes do not overlap each other; cold adapted species are expected in L1
and hot-adapted species are expected in L3. In this case, the selective
environment varies through space; this is an example of ‘variable selection.’

horizontal distance from the Columbia River, the elevations of
reduced and oxidized portions of the Ringold Formation, and
the vertical thickness of the oxidized portion of the Ringold.
Vertically structured features were obtained from Bjornstad et al.
(2009).

Statistical Approach
Our statistical framework uses phylogenetic turnover between
communities to infer ecological selection (Stegen et al., 2013).
This approach requires significant ‘phylogenetic signal’ (Losos,
2008) whereby there is a relationship between phylogenetic relat-
edness and ecological similarity (Kraft et al., 2007; Cavender-
Bares et al., 2009; Fine and Kembel, 2011); as in other microbial
systems (e.g., Wang et al., 2013) this was found to be true such
that more closely related taxa were more similar ecologically (see
Figure 2 in Stegen et al., 2013).

To quantify phylogenetic turnover between communities
we used the between-community mean-nearest-taxon-distance
(βMNTD) metric (Fine and Kembel, 2011; Webb et al., 2011),
which quantifies the phylogenetic distance between each species
in one community (k) and its closest relative in a second commu-
nity (m):

βMNTD = 0.5 [�nk
ik=1 fik min (�ikjm) + �

nm
im=1 fim min (�imjk)],

where fik is the relative abundance of species i in community k,
nk is the number of species in k, and min (�ikjm) is the minimum
phylogenetic distance between species i in community k and all
species j in community m. βMNTD was calculated using the
R function ‘comdistnt’ (abundance.weighted = TRUE; package
‘picante’).

For each pair of communities within each geologic formation
we generated the value of βMNTD expected if ecological selection
was not the primary factor governing compositional differences
by randomly shuffling species across the tips of the phylogeny
and, recalculating βMNTD. This procedure was repeated 999
times to provide a distribution of null values. If the observed
βMNTD value was significantly (a) less or (b) greater than the
null expectation, we inferred that (a) homogeneous selection or
(b) variable selection was responsible for the similarity or differ-
ences, respectively, between the pair of communities. Significance
was evaluated via the β-Nearest Taxon Index (βNTI), which
expresses the difference between observed βMNTD and the mean
of the null distribution in units of SDs; βNTI values< −2 or> +2
indicate significance (Stegen et al., 2012). These interpretations
of the βNTI metric were evaluated and supported via simulation
modeling, as described below.

If observed βMNTD does not significantly deviate from the
null expectation it indicates that the observed compositional dif-
ference is not due to selection (Hardy, 2008), and should therefore
be due to very low rates of dispersal (i.e., dispersal limitation),
very high rates of dispersal (i.e., homogenizing dispersal), or
a lack of dominance between selection and dispersal (i.e., the
‘undominated’ scenario described in the Introduction). To distin-
guish among these possibilities, we used the Raup–Crick metric
(Chase et al., 2011) extended to incorporate species’ relative abun-
dances (as in Stegen et al., 2013); referred to as RCbray. Like
βNTI, RCbray was based on a comparison between observed
and expected levels of turnover, but without using phylogenetic
information.

To generate an expected degree of turnover—for use in quan-
tifying RCbray—we drew species into each local community until
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empirically observed local species richness was reached. The
probability of drawing a given species was proportional to the
number of local sites occupied by that species (as in Chase et al.,
2011). In turn, we drew individuals into each selected species
until total abundance—summed across species—was equal to
observed total abundance. The probability of drawing an indi-
vidual into a given species was proportional to the relative
abundance of that species across all local communities (as in
Stegen et al., 2013). This procedure represented stochastic assem-
bly of local communities under the assumptions of weak selection
and random dispersal. Compositional differences were quantified
with Bray–Curtis (Bray and Curtis, 1957). Repeating stochastic
assembly 999 times for each pair of communities provided a null
distribution of Bray–Curtis dissimilarities.

To compare observed Bray–Curtis to the null distribution
we followed Chase et al. (2011). The number of comparisons
between randomly assembled communities that had a Bray–
Curtis value greater than the empirical Bray–Curtis was added
to half the number of ties. This sum was standardized to range
from−1 to+1 by subtracting 0.5 andmultiplying by 2; the result-
ing value is RCbray; values between −0.95 and +0.95 indicate
that compositional turnover between a given pair of commu-
nities is ‘undominated.’ In turn, we infer that RCbray values
<−0.95 or >+0.95 indicate that selection, dispersal limitation,
or homogenizing dispersal govern observed compositional differ-
ences. Furthermore, dispersal limitation is expected to increase
differences in community composition and should therefore
result in RCbray values greater than +0.95. Homogenizing dis-
persal, in contrast, increases compositional similarity and should
therefore result in RCbray values less than −0.95 (Stegen et al.,
2013). These interpretations of the RCbray metric were eval-
uated and supported via simulation modeling, as described
below.

Quantifying Influences of Ecological
Processes
The composition of each community was compared to the com-
position of all other sampled communities within the same
geologic formation. For a given community we estimated the
relative influence of variable selection or homogeneous selec-
tion as the fraction of its comparisons with βNTI > +2 or
βNTI < −2, respectively. Selection is excluded as the domi-
nant process when |βNTI| < 2; in these cases RCbray >+0.95
or < −0.95 were taken as evidence that dispersal limitation or
homogenizing dispersal, respectively, was the dominant process.
For a given local community the relative influence of dispersal
limitation was therefore estimated as the fraction of its between-
community comparisons with |βNTI| < 2 and RCbray > +0.95.
Similarly, the relative influence of homogenizing dispersal was
estimated as the fraction of comparisons with |βNTI| < 2 and
RCbray < −0.95. The scenario where |βNTI| < 2 and |RCbray|
< 0.95 indicates that neither selection nor dispersal strongly
drive compositional turnover; this is the ‘undominated’ scenario
and its relative contribution was estimated as the fraction of
comparisons characterized by |βNTI| < 2 and |RCbray | < 0.95.
These interpretations of the βNTI and RCbray metrics were

evaluated and supported via simulation modeling, as described
below.

Statistical Models of
Ecological-Process-Influences
In addition to estimating ecological-process-influences we aimed
to map spatial variation in those influences. In the subsur-
face system studied here there were spatial locations where
environmental features were characterized but where microbial
communities were not. To predict ecological-process-influences
across the entire system we first characterized explanatory vari-
ables using spatial and environmental data from all sampled
locations.

The spatial positions of sampled locations were used with
Principal Coordinates of Neighbor Matrices’ (PCNM, now
referred to as ‘Moran’s Eigenvector Maps’) to describe spatial
eigenvectors (function ‘pcnm’ in R package ‘vegan’; Borcard and
Legendre, 2002; Borcard et al., 2011). The horizontal positions
of locations at which microbial communities were sampled were
unique to each formation such that spatial eigenvectors (referred
to as PCNM axes) were generated independently for each forma-
tion. We also examined horizontally structured environmental
features that included horizontal distance from the Columbia
River, the elevations of the reduced and oxidized portions of the
Ringold Formation, and the vertical thickness of the oxidized
Ringold. Spatial eigenvectors and the four environmental features
were used to construct statistical models for each ecological pro-
cess in each formation; in all cases the statistical models were
linear, multiple regression models.

For each ecological process we used environmental features
and formation-specific PCNM axes as explanatory variables
to construct all possible models with up to seven indepen-
dent variables. Explanatory variables were described using data
from all locations for which there were environmental data
(Figure 2), but ecological-process estimates were only avail-
able from locations where microbial communities were sam-
pled (Figures 3 and 4). While three of the environmental
variables characterize the Ringold Formation, they were used
as potential explanatory variables in models for both forma-
tions. Doing so evaluated the hypothesis that features of the
Ringold Formation influence ecological processes in one or both
formations.

Microbial communities were characterized at 16 and 28 loca-
tions in the Ringold and Hanford, respectively. We therefore
chose the statistical (i.e., the linear, multiple regression) model
with the lowest small-sample-size-corrected Akaike Information
Criterion (AICc; Burnham and Anderson, 2002). Prior to the
construction of statistical models some explanatory variables
were removed to avoid strong co-variation. The set of retained
explanatory variables was unique to each ecological process in
each formation, and was determined as follows. First, explana-
tory variables were prioritized; a primary goal was to determine
the influence of measured environmental features over spatial
patterns in ecological processes; measured environmental fea-
tures had higher priority than the spatial PCNM axes. In addi-
tion, ranking within each class of variable—environmental or
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FIGURE 2 | Maps of measured environmental features evaluated as
predictors of estimates of ecological-process-influences. (A) The vertical
thickness of the oxidized portion of the Ringold formation, (B) the horizontal
distance from the Columbia River, (C) the elevation at the top of the oxidized

Ringold formation, and (D) the elevation at the top of the reduced portion of the
Ringold formation. Solid symbols indicate sampling locations and colors indicate
interpolations with magnitudes corresponding to scale bars associated with
each panel.

PCNM—was based on the strength of correlation to the ecologi-
cal process being evaluated. If two explanatory variables were sig-
nificantly correlated (R function ‘cor.test’), only the explanatory
variable with higher priority was retained. Using this approach,
lower priority variables that were strongly correlated with higher
priority variables were removed prior to model selection.

Models with the lowest AICc for each ecological process in
each formation were used to construct spatial maps of ecological-
process-influences. For each ecological process in each formation,
estimates of explanatory variables from each sampled location
were fed into the selected models to generate predictions of
ecological-process-influences. This was done for all sampled loca-
tions, which included locations where microbial communities
were characterized and locations where microbial communities
were not characterized. The statistical models were therefore
used to extrapolate to locations without microbial data. In turn,
the predicted ecological-process-influences were spatially inter-
polated (function ‘interp’ in R library ‘akima’) and visualized
(function ‘filled.contour’ in R package ‘graphics’).

To help determine which environmental features are most
likely to have a causal effect on ecological-process-influences,

environmental features were related to ecological-process-
influences using univariate linear regression. This was only done
when a measured environmental feature was the most impor-
tant component within the multiple regression model of a given
ecological process; the most important variable had the largest
absolute standardized regression parameter.

Simulation Model

Overview
The preceding two subsections contain a number of assertions
regarding the interpretation of βNTI and RCbray that need to be
evaluated to refine interpretations and better understand limita-
tions. For an initial evaluation we developed a purposely simple
simulation model that uses idealized cases of specific ecological
scenarios to generate a set of ecological communities that are used
to evaluate our proposed interpretations.

The simulation model has two components; the first evolves
a regional pool of species, tracking species’ evolutionary rela-
tionships and evolution in species’ optimal environments; the
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FIGURE 3 | Predicted spatial variation in the relative influences
of ecological processes across the Ringold formation. (A)
Variable selection, (B) dispersal limitation, (C) homogenizing dispersal,
and (D) the undominated fraction. Squares indicate spatial locations

where field samples were used to estimate environmental features.
Filled squares indicate where field samples were also used to
characterize microbial communities. The scale bar applies to all
panels.

second uses this regional pool to assemble local communities
based on scenarios that reflect our conceptualization of how each
ecological process influences community composition (Figure 5).

The first component of the model simulates diversification in
which new species arise asexually through mutations in the envi-
ronmental optima of ancestral species. Environmental optima
evolve and diversify along an arbitrary environmental axis that
takes on values from 0 to 1. Evolution is effectively Brownian

due to no variation in fitness across the environmental axis.
The number of species in the regional pool reaches equilib-
rium due to the following constraints, which are similar to those
imposed in Hurlbert and Stegen (2014): there is a maximum
total number of individuals (2 million) summed across all species
such that population sizes (equal across species) decline with
increasing number of species, and the probability of species
extinction increases with decreasing population size following a
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FIGURE 4 | Predicted spatial variation in the relative influences
of ecological processes across the Hanford formation. (A)
Variable selection, (B) dispersal limitation, (C) homogenizing dispersal,
and (D) the undominated fraction. Squares indicate spatial locations

where field samples were used to estimate environmental features.
Filled squares indicate where field samples were also used to
characterize microbial communities. The scale bar applies to all
panels.

negative exponential function [population extinction probability
∝ exp(−0.001∗population size)].

The system was initiated with one ancestor that had a ran-
domly chosen environmental optimum. The maximum number
of individuals in the system was always achieved such that the
ancestor had an initial population size of 2 million. The probabil-
ity of mutation increased with population size, and a descendant’s
environmental optimum deviated from its ancestor’s by a quan-
tity selected from a Gaussian distribution with mean of 0 and SD
of 0.15. Following mutation, population sizes were adjusted so
that the total number of individuals was 2 million. Within a time

step, mutation and extinction occurred probabilistically and pop-
ulation sizes were adjusted. The simulation was run for 250 time
steps, which was sufficient to reach equilibrium species richness.
This simulation procedure, which included tracking of evolu-
tionary relationships among species, provided significant phylo-
genetic signal (Supplementary Figure S1) for a regional species
pool comprised of 1140 species with environmental optima that
spanned the environmental axis (Supplementary Figure S2).

In the ecological component of our model, species were drawn
from the simulated regional pool to assemble four communi-
ties under relatively weak ecological selection (blue environment,
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FIGURE 5 | (A) Phylogeny showing evolutionary relationships among a
subsample of 50 species from the regional species pool simulation model;
colors indicate environmental optimum of each species along the arbitrary
environmental gradient. (B) Fitness functions in two environments along the
environmental gradient (see color ramp on bottom panel) that—for
illustration—could be cold (blue) and hot (red). The ‘cold’ environment is
characterized by relatively weak ecological selection; the blue Gaussian
function describes how fitness declines as a species environmental optimum
deviates from the blue environment’s temperature. The ‘hot’ environment is
characterized by strong selection; fitness declines rapidly as species
environmental optima move away from the red environment’s temperature, as
indicated by the red Gaussian fitness function. (C) Assembly of all local
communities was simulated by probabilistic dispersal (not diagrammed) from
the regional pool; a species’ probability of dispersal and its local abundance
increased with its fit to the local environment. Species abundances in
communities 2, 3, and 5 were further influenced by dispersal from community
1; arrows indicate dispersal and thicker arrows indicate higher dispersal rates.
Primary and secondary ecological processes governing turnover between
pairs of communities—and the associated expectations for βNTI and
RCbray—are summarized in Table 1.

Figure 5) and three communities under stronger ecological selec-
tion (red environment, Figure 5). All communities had 100
species and 10,000 individuals, drawn probabilistically from the
regional species pool using ecological rules summarized below.
The ecological rules enabled development of a priori expectations
(summarized in Table 1) for the magnitudes of βNTI and RCbray,
under the assumption that greater fitness translates into higher
relative abundance. Following community assembly these expec-
tations were evaluated by comparing one focal community to
five other simulated communities, with one exception discussed
below.

To characterize the degree of support for our proposed inter-
pretations of βNTI and RCbray, the ecological assembly model
was run 1000 times. Each iteration used the same regional pool,
which was evolved once, and βNTI and RCbray were quantified
following community assembly. This approach generated a distri-
bution of both metrics for each pairwise community comparison.
These distributions were used to characterize the degree of sup-
port for our a priori expectations, which were tied directly to
our proposed conceptual interpretations of βNTI and RCbray. We
next describe the different ecological rules imposed within the
assembly model.

The Focal Community (Community 1)
Hundred species were drawn without replacement from the
regional species pool with probabilities proportional to their fit-
ness in an environment of 0.05; fit was quantified with a Gaussian
function centered on 0.05 and with variance of 0.175 (blue curve,
Figure 5); the arbitrary environmental variable used in the simu-
lations took on values between 0 and 1. Individuals were prob-
abilistically drawn into the 100 selected species until reaching
10,000 individuals. Note that the strength of selection is relatively
weak in the blue environment as indicated by the relatively broad
fitness function; for comparison, note that selection is relatively
strong in the red environment as indicated by the narrower fitness
function (Figure 5).

Homogenizing Dispersal (Community 2)
Species and individuals were probabilistically drawn as for com-
munity 1, but the probabilities were altered to reflect a high
rate of dispersal from community 1. More specifically, species’
probabilities based on the Gaussian fitness function (within the
blue environment) were modified by adding a quantity equal to
0.05∗(species abundance in the focal community 1.1); the expo-
nent controls the rate of dispersal and was selected through
preliminary exploration of parameter-space. Given a high rate of
dispersal between communities 1 and 2, compositional turnover
between communities 1 and 2 will be primarily governed by
homogenizing dispersal; the expectations are |βNTI| < 2 and
RCbray < −0.95.

Undominated (Community 3)
In our conceptualization, an ‘undominated’ scenario arises when
there is a moderate rate of dispersal and the strength of selection
is relatively weak; high dispersal leads to homogenizing dispersal,
low dispersal leads to dispersal limitation, and strong selection
will constrain community composition. To generate this sce-
nario, species were drawn into community 3 as for community
2, but with a lower dispersal rate; species’ probabilities based on
the Gaussian fitness function were modified by adding a quantity
equal to 0.05∗(species abundance in the focal community0.8); this
smaller exponent caused a lower rate of dispersal. Compositional
turnover between communities 2 and 3 should be undominated
such that |βNTI| < 2 and | RCbray| < 0.95 are expected.

Dispersal Limitation (Community 4)
Species were drawn into community 4 using only probabilities
based on fit to the environment (as for community 1 assembly).
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TABLE 1 | Ecological processes primarily, and secondarily, responsible for turnover between indicated pairs of communities within the simulation model
(Figure 1 depicts relationships among communities).

Communities Primary factor Primary
expectation

Primary
supported

Secondary
factor

Secondary
expectation

Secondary
supported

Fraction
unexpected

1 and 2 Homogenizing dispersal | βNTI | < 2
RCbray <−0.95

91% Homogeneous
selection

βNTI < −2 8% 1%

1 and 3 Undominated | βNTI | < 2
|RCbray| < 0.95

87% Homogeneous
selection

βNTI < −2 11% 2%

1 and 4 Dispersal limitation | βNTI | < 2
RCbray > +0.95

88% Homogeneous
selection

βNTI < −2 12% 1%

1 and 5 Homogenizing dispersal | βNTI | < 2
RCbray < −0.95

83% Variable
selection

βNTI > +2 16% 1%

1 and (6 or 7) Variable selection βNTI > +2 91% Dispersal
limitation

| βNTI | < 2
RCbray > +0.95

9% 0%

6 and 7 Homogeneous selection βNTI < −2 90% Dispersal
limitation

| βNTI | < 2
RCbray > +0.95

0% 10%

Primary and secondary ecological processes are inputs to the simulation model and the associated expectations are patterns that our statistical framework should reveal if
it is properly parsing the influences of those ecological processes. The degree of support is summarized as the percentage of replicate simulations for which the statistical
framework generates the expected magnitudes of βNTI and RCbray. The frequency of observing combinations of these two metrics that depart from both the primary and
secondary expectations is the scenario-specific error (Fraction unexpected).

This reflects dispersal limitation in the sense that the abun-
dance of a given species in community 1 had no influence on
its abundance in community 4 because there is no direct dis-
persal between the communities. Given weak selection in the
blue environment and a low dispersal rate between communi-
ties 1 and 4, compositional turnover between communities 1 and
4 should be dominated by dispersal limitation; |βNTI|< 2 and
RCbray > +0.95 are expected.

Homogenizing Dispersal Overwhelms
Variable Selection (Community 5)
To generate this scenario a second selective environment was
required, and was represented as the red environment in
Figure 5, (environmental value of 0.95). Community 5 was
assembled in the red environment such that species’ probabilities
of occurrence were influenced by their fitness as determined by
a Gaussian fitness function centered on 0.95 and with a variance
of 0.0075 (red curve, Figure 5). The red Gaussian fitness func-
tion had lower variance than the blue Gaussian fitness function,
which reflected stronger selection. To draw species and indi-
viduals into community 5, the fitness-based probabilities were
modified as for community 2 assembly such that there was a high
rate of dispersal from community 1 to community 5; species’
probabilities based on the Gaussian fitness function (within the
red environment) were modified by adding a quantity equal
to 0.05*(species abundance in the focal community1.1). Given
a high rate of dispersal between communities 1 and 5, com-
positional turnover between communities 1 and 5 should be
governed by homogenizing dispersal even though the selective
environments are different; |βNTI| < 2 and RCbray < −0.95 are
expected.

Variable Selection (Community 6)
Community 6 was assembled as for community 1, but instead
using species’ probabilities based on fitness within the red envi-
ronment. In this case, large compositional differences should

arise between communities 1 and 6 due to these communi-
ties being assembled in different selective environments; variable
selection should dominate such that βNTI > +2 is expected.

Homogeneous Selection (Community 7)
Homogeneous selection can dominate if communities occur in
the same selective environment and if selection is relatively
strong. Ecological selection in the blue environment is rela-
tively weak such that homogeneous selection is unlikely to arise;
as selection becomes weaker, species become demographically
equivalent so that selection does not govern community compo-
sition (as in Hubbell, 2001). Selection in the red environment is
relatively strong, however, such that homogeneous selection will
emerge when assembly is governed principally by environmen-
tally determined fitness. Community 7 was therefore assembled
as for community 6; βNTI < −2 is expected.

Secondary Expectations
As summarized above, our proposed conceptual interpretations
of βNTI and RCbray provide a priori expectations for patterns
of these metrics in each simulated scenario (Table 1). Ecological
systems are, however, inherently probabilistic (as is our simu-
lation model). While there is a high probability that species in
community (1) disperse to community (2), for example, this is
not guaranteed to occur—in the model or in natural systems—
and it is therefore expected that homogenizing dispersal will not
always dominate. Given that communities (1) and (2) are assem-
bled under the same selective environment, we suggest that when
homogenizing dispersal fails to dominate it is most likely because
homogeneous selection has constrained community composi-
tion; on average, selection is relatively weak in the blue environ-
ment (Figure 5), but occasionally selection will strongly constrain
community composition. The comparison between communities
(1) and (2) in a relatively small fraction of replicate simulations
should therefore be characterized by βNTI < −2; we consider
this to be a ‘secondary expectation.’ For each pairwise com-
munity comparison we derived secondary expectations, which
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are summarized in Table 1. The percentage of replicate simula-
tions showing patterns of βNTI and RCbray consistent with those
expectations are summarized in Table 1.

Results

Analysis of simulation model outputs showed strong correspon-
dence between expected and observed patterns of βNTI and
RCbray (Table 1). Five of the six scenarios showing error rates
of 2% or less. The scenario with the highest error rate (10%)
invoked strong homogeneous selection and was associated with
the comparison between communities (6) and (7). The statis-
tical framework was therefore applied to the data on microbial
communities across the Hanford and Ringold formations.

In both geologic formations there was substantial variation
across local communities in the relative influences of the eco-
logical processes (Supplementary Figure S3). Using environmen-
tal features and PCNM axes to describe spatial variation in
ecological-process-influences showed that each process within
each formation was associated with a distinct set of features/axes
(Tables 2 and 3). In most cases the bestmodels were highly signif-
icant, contained at least one environmental feature, and explained
up to 83% of spatial variation in ecological-process-influences
(Tables 2 and 3).

Within the Ringold Formation, the model for homogeneous
selection was not significant (p = 0.11), but the thickness of the
oxidized Ringold was the most important feature retained in the
model for variable selection (Table 2). A significant relationship

TABLE 2 | Chosen models for each ecological process within the Ringold
Formation.

Variable Coefficient SE t-value p-value

Ringold homogeneous selection: model R2 = 0.17, p = 0.11

PCNM22 0.023 0.014 1.694 0.112

Ringold variable selection: model R2 = 0.81, p = 0.0007

Oxidized Ringold Thick −0.164 0.035 −4.637 0.001

PCNM21 0.103 0.026 3.955 0.002

PCNM2 0.065 0.029 2.241 0.047

PCNM8 0.093 0.034 2.710 0.020

Ringold undominated: model R2 = 0.3847, p = 0.04257

Oxidized Ringold Thick 0.088 0.039 2.258 0.042

PCNM17 0.063 0.033 1.893 0.081

Ringold dispersal limitation: model R2 = 0.8298, p = 0.001333

Oxidized Ringold Elevation −0.196 0.038 −5.228 0.0004

PCNM22 −0.176 0.026 −6.802 0.0000

PCNM1 0.125 0.025 4.944 0.0006

PCNM13 −0.039 0.015 −2.669 0.0235

PCNM8 0.171 0.036 4.790 0.0007

Ringold homogenizing dispersal: model R2 = 0.7029, p = 0.001742

Reduced Ring. Elevation 0.044 0.009 4.911 0.0004

PCNM8 −0.034 0.010 −3.378 0.0055

PCNM16 −0.033 0.010 −3.449 0.0048

All explanatory variables were standardized as standard normal deviates prior to
analysis such that coefficient magnitudes are directly comparable.

TABLE 3 | Chosen models for each ecological process within the Hanford
formation.

Variable Coefficient SE t-value p-value

Hanford homogeneous selection: model R2 = 0.65, p = 0.0002

Distance to River −0.013 0.007 −1.787 0.0877

Oxidized Ringold Thick. −0.015 0.008 −1.957 0.0632

PCNM22 0.019 0.006 3.023 0.0063

PCNM6 0.019 0.009 2.138 0.0439

PCNM21 0.013 0.007 1.903 0.0702

Hanford variable selection: model R2 = 0.29, p = 0.04

Distance to River −0.061 0.027 −2.252 0.0337

PCNM22 −0.058 0.025 −2.269 0.0325

PCNM8 0.049 0.031 1.611 0.1204

Hanford undominated: model R2 = 0.5271, p = 0.0003783

Distance to River 0.114 0.025 4.558 0.0001

Reduced Ring. Elevation −0.075 0.028 −2.686 0.0129

PCNM11 −0.070 0.027 −2.572 0.0167

Hanford dispersal limitation: model R2 = 0.3908, p = 0.00696

PCNM17 0.067 0.028 2.425 0.023

PCNM7 −0.042 0.023 −1.801 0.084

PCNM13 −0.044 0.024 −1.844 0.078

Hanford homogenizing dispersal: model R2 = 0.6128, p = 3.664e-05

Oxidized Ringold Elevation 0.042 0.026 1.625 0.1172

PCNM10 −0.075 0.018 −4.103 0.0004

PCNM4 0.069 0.021 3.275 0.0032

All explanatory variables were standardized as standard normal deviates prior to
analysis such that coefficient magnitudes are directly comparable.

between the influence of variable selection and the thickness of
the oxidized Ringold was also observed by univariate regression
(p = 0.01, R2 = 0.38, Figure 6A). Oxidized Ringold thickness
was also the most important feature retained in the model of the
undominated fraction (Table 2), but this relationship was not sig-
nificant when evaluated by univariate regression (p = 0.07). The
upper elevation of the oxidized Ringold was the most important
feature retained in the model of dispersal limitation (Table 2), but
this relationship was not significant when evaluated by univari-
ate regression (p = 0.75). The elevation at the top of the reduced
Ringold was the most important feature in the homogenizing dis-
persal model (Table 2), but this relationship was not significant
when evaluated with univariate regression (p = 0.09).

Within the Hanford formation, homogeneous selection was
most strongly related to PCNM axes and variable selection
was most strongly related to distance from the Columbia River
(Table 3). Variable selection in the Hanford was not, however,
significantly related to distance from the Columbia River, by uni-
variate regression (p = 0.12). Distance from the Columbia River
was the most important feature in the model of the undomi-
nated fraction (Table 3), and this relationship was also observed
by univariate regression (p = 0.005, R2 = 0.27, Figure 6B).
No environmental features were retained in the dispersal limita-
tion model (Table 3). Homogenizing dispersal was most strongly
related to PCNM axes (Table 3).

In the Ringold, process-influence-maps revealed spatial pat-
terns of variable selection and in the undominated fraction
(Figure 3) that showed similarities to spatial patterns of oxidized
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FIGURE 6 | Regressions of ecological-process-influences against
environmental features that were significant in both multiple
regression and univariate regression models. (A) The
relationship-within the Ringold formation-between the relative influence of
variable selection and the vertical thickness of the oxidized portion of the

Ringold formation, and (B) the relationship-within the Hanford
formation-between the relative contribution of the undominated fraction
and horizontal distance from the Columbia River. Solid lines indicate the
ordinary least squares regression model, and the geological formation
(Ringold or Hanford) and model statistics are provided on each panel.

Ringold thickness (cf. Figures 2A and 3A,D). Dispersal limi-
tation also showed marked spatial variation across the Ringold
Formation, with some congruence with spatial patterns in the
elevation of the oxidized Ringold (cf. Figures 2C and 3B). In con-
trast, homogenizing dispersal was characterized by relatively little
spatial variation across the Ringold Formation (Figure 3C). The
model for homogeneous selection was not significant within the
Ringold Formation (see above) such that amapwas not generated
and, in turn, spatial variation was not evaluated.

Process-influence-maps in the Hanford revealed increases in
variable selection and decreases in the undominated fraction
in regions closest to the Columbia River and complex patterns
across regions further from the river (cf. Figures 2B and 4A,D).
Homogeneous selection was relatively consistent through space
(Supplementary Figure S4). The influence of dispersal limita-
tion in the Hanford appears to be greatest near the eastern
corner of the investigated spatial domain (Figure 4B), with no
obvious correspondence to environmental features, which is con-
sistent with no environmental variables being retained in the
associated multiple regression model (Table 3). Homogenizing
dispersal across the Hanford was characterized by a com-
plex spatial pattern without any obvious correspondence to
environmental features.

Discussion

Here we worked to improve understanding of the ecological pro-
cesses that influence microbial community composition. A major
component of our approach was extending the statistical frame-
work developed in Stegen et al. (2013), which generated process
estimates at the scale of a metacommunity and lumped variable
and homogeneous selection into a single estimate. Our exten-
sion of their framework distinguished homogeneous selection

from variable selection and estimated the influences of ecolog-
ical processes for local communities. This extended framework
revealed a dominant influence of variable selection—relative to
homogenous selection—and enabled an evaluation of subsurface
environmental features related to ecological-process-influences.
In turn, we generated process-influence-maps across two geologic
formations. Also distinct from Stegen et al. (2013), we evaluated
the statistical framework via simulation, which showed close cor-
respondence between expected and observed patterns of βNTI
and RCbray (Table 1). This provides confidence that our statistical
framework generates reasonable estimates of ecological-process-
influences.

The comparison between communities 6 and 7—in which
homogeneous selection was invoked—resulted in the highest
error rate (10%). We hypothesize that increasing the strength
of selection would reduce this error rate. Simulation studies
that continuously vary the strength of selection could be used
to evaluate this hypothesis. Such studies could also be used to
go beyond the discrete ecological scenarios studied here. These
scenarios were used to enable a tractable evaluation of our
approach to inferring ecological processes from null modeling
results, but selection strength and dispersal rate are continu-
ous variables (e.g., Stegen and Hurlbert, 2011). If our approach
is robust, null modeling results should change continuously
with the strength of selection and rate of dispersal. Follow-
on simulation studies will be needed to fully understand this
coupling.

Direct comparison between our results and those from other
systems is not currently feasible; we are not aware of previous
work that parses homogeneous selection, variable selection, dis-
persal limitation, and homogenizing dispersal. We note, however,
that our results are consistent with dispersal limitation having
an important influence over microbial community composition.
This aligns with the emerging perspective that microbes have
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biogeography (Green et al., 2004, 2008; Martiny et al., 2006) and
suggests that in the subsurface all microbes are not everywhere,
in contrast to the classic perspective (De Wit and Bouvier, 2006;
Martiny et al., 2006).

Conceptual Inferences
In both formations variable selection and the undominated
fraction showed opposing, spatially structured patterns while
dispersal limitation and homogenizing dispersal showed more
idiosyncratic patterns. To a first approximation variable selec-
tion in the Ringold was maximized along a Southwest to
Northeast axis, but was maximized in the Eastern cor-
ner of the Hanford formation. Spatial patterns of disper-
sal limitation and homogenizing dispersal were also different
between formations. Environmental features governing the rel-
ative influences of ecological processes therefore appear to be
formation-specific.

The influence of variable selection in the Ringold was most
strongly related to oxidized Ringold thickness; variable selection
became increasingly weak with increasing thickness (Figure 6A).
If one defines the rate at which redox conditions change with
depth as the vertical distance between oxidized and reduced
conditions, redox conditions must change more rapidly with
depth in locations with a thinner oxidized Ringold layer. In turn,
our results suggest that variable selection increases as the verti-
cal redox gradient becomes steeper (i.e., when redox conditions
change more rapidly with depth).

The influence of variable selection may increase with steeper
redox gradients if a small number of microbial taxa take advan-
tage of rapidly changing redox conditions. This hypothesis could
be directly tested by evaluating the response of microbial com-
munities to experimentally manipulated redox patterns within
laboratory flow cells. Such an approach would leverage the
strengths of comparative and experimental techniques to provide
a deeper level of understanding than otherwise possible (Weber
and Agrawal, 2012).

In the Hanford formation the undominated fraction decreased
toward the Columbia River (Figure 4D; Table 3), and there was
a modest increase in the influence of variable selection toward
the Columbia River (Figure 4A; Table 3). These patterns sug-
gest an important environmental shift as one moves toward the
river, which may be related to spatially structured river-water
intrusion.

Elevation of the Columbia River increases annually in the
spring, causing river-water intrusion into the studied subsur-
face system (Peterson et al., 2008; Lin et al., 2012b). To a first
approximation, regions of the system that are closer to the river
(Figure 2B) receive more river-water (Lin et al., 2012b). It may
be that an annually repeated pattern of more river-water in the
eastern portion of the Hanford formation has resulted in a shift
in environmental conditions that cause a stronger influence of
variable selection in that region. As a first test of this hypothesis
it would be useful to sample a broader spatial domain that con-
tains regions of the subsurface closer to and further from the river,
relative to what has been sampled here. Coupling this expanded
sampling with laboratory flow cell experiments would provide
powerful hypothesis tests.

The undominated fraction should increase with decreases in
the strength of selection and/or with a shift toward moderate
dispersal rates. In both formations the undominated fraction gen-
erally showed patterns opposite those of variable selection. This
suggests that a shift toward undominated compositional turnover
is due primarily to weaker selection, as opposed to a change in
dispersal rates. It is also interesting to note that both formations
were characterized by relatively weak influences of homogeneous
selection. This result is expected as selection is unlikely to be
consistent across spatially heterogeneous systems such as the
subsurface system studied here.

Dispersal limitation and homogenizing dispersal both have
complex spatial structure, and it is difficult to discern which envi-
ronmental features (if any) drive these spatial patterns. Dispersal
limitation across both formations was unrelated to environmen-
tal features when evaluated with univariate regression, suggesting
that the environmental features used in our analyses do not
strongly determine the influence of dispersal limitation. Similarly,
homogenizing dispersal in the Hanford wasmore strongly related
to PCNM axes than to environmental features (Table 3). Instead
of being driven by relatively simple environmental features, the
influences of dispersal limitation and homogenizing dispersal
may be governed more by complex and spatially inconsistent
features that influence hydrologic transport.

Comparison to Variation Partitioning
While it may appear that variation partitioning (Legendre and
Legendre, 1998) was used here to estimate ecological-process-
influences, there are substantial differences between variation
partitioning and our approach. In variation partitioning, vari-
ation in community composition is explained using features
deemed a priori to reflect spatial relationships or environ-
mental differences among communities (e.g., Tuomisto et al.,
2003; Cottenie, 2005; Legendre et al., 2009; Heino et al.,
2011). Intuitively, the more variation in community composi-
tion explained by spatial or environmental features, the greater
the influence of dispersal limitation or selection, respectively
(Stegen and Hurlbert, 2011). At least three studies have shown
that this intuitive expectation is not valid and that varia-
tion partitioning cannot be used to infer the influences of
ecological processes (Gilbert and Bennett, 2010; Smith and
Lundholm, 2010; Stegen and Hurlbert, 2011). Variation par-
titioning can, at best, determine whether dispersal limitation
has more or less influence than selection (Stegen and Hurlbert,
2011).

With variation partitioning it is tempting to infer that vari-
ation in community composition not explained by spatial or
environmental features results from ecological drift. Unexplained
variation will, however, increase artificially if any of the follow-
ing occur: (i) important environmental features have not been
measured; (ii) spatial axes fail to capture idiosyncratic patterns
in spatial isolation among communities; or (iii) community com-
position is non-linearly related to explanatory variables (see dis-
cussions in Laliberte et al., 2009; Legendre et al., 2009; Anderson
et al., 2011).

In contrast to variation partitioning we used null models to
estimate the influences of ecological processes; our approach
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does not relate community composition to explanatory variables.
Our approach therefore solves a primary shortcoming of varia-
tion partitioning, but like all statistical frameworks has its own
limitations.

Limitations, Caveats, and the Path Forward
With respect to the framework used here, two important con-
siderations are sample size and error from sampling, DNA
sequencing and data processing. Ecological process estimates
likely approach their true values as sample size increases and this
should be considered in cross-system comparisons.

It is not obvious that sources of error will systematically
increase or decrease any particular process estimate such that
we assume errors contribute equally to estimates of all ecological
process. Nonetheless, future simulation studies need to evaluate
the potential for bias related to sample size and sources of error.

On the conceptual side, we note that our framework does
not account for influences of in situ diversification, which is
the evolutionary component in Vellend’s (2010) synthesis (see
also Hanson et al., 2012). This may be relevant as high rates of
in situ diversification could increase compositional turnover in
terms of OTU presence/absence; if dispersal rates are low, new
OTUs that evolve in situ may only be found in one community.
On the other hand, among-community dispersal will minimize
influences of in situ diversification; if newly evolved OTUs dis-
perse away from their community-of-origin, the influence of
in situ diversification on compositional turnover will be mini-
mal. Outcomes are therefore influenced by the balance between
dispersal and diversification rates.

Extending our framework to characterize the influence of in
situ diversification on patterns of compositional turnover repre-
sents an important challenge. Pattern-oriented simulation mod-
eling (e.g., Grimm et al., 2005; Rangel et al., 2007; Stegen and
Hurlbert, 2011; McClain et al., 2012) is one approach that could
be leveraged to meet this challenge. In the context of species rich-
ness gradients, for example, Hurlbert and Stegen (2014) recently
developed a pattern-oriented simulation model that provides
‘multi-metric fingerprints’ that indicate the operation of specific
underlying processes. A similar approach could be added to our
framework to identify multi-metric fingerprints indicating the
influence of in situ diversification on patterns of compositional
turnover.

We further suggest that a pattern-oriented simulation model-
ing approach could be used to draw additional inferences from
the undominated fraction provided by our current framework.
The undominated fraction is tied to a conceptual inference—
selection is too weak and dispersal rates are not extreme enough
for either process to drive compositional turnover. It would be

useful, however, to parse the relative influences of ecological
processes within the undominated fraction. To this end, pattern-
oriented simulations similar to those in Stegen and Hurlbert
(2011) could be used to study compositional turnover patterns
expected across a two-dimensional process-space defined by the
strength of selection and the rate of dispersal. Observed turnover
patterns within the undominated fraction could then be related
back to simulated turnover patterns and, in turn, the balance
between selection and dispersal (similar to McClain et al., 2012).

In summary, we have provided spatial projections for the rel-
ative influences of ecological processes on subsurface microbial
community composition. Doing so has revealed key features of
our system unrecognized through application of existing statis-
tical frameworks. We suggest that for many systems a similar
outcome is likely and that novel insights can be gained through
broad application of a framework that couples the approach
used here with that of Stegen et al. (2013). We look forward
to these statistical frameworks being improved through addi-
tional simulation-based evaluations, to experimental tests of the
hypotheses they generate, and to a coupling between the informa-
tion they provide and process-based models aimed at predicting
community composition across environmental conditions.
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What difference does it make if
viruses are strain-, rather than
species-specific?
T. Frede Thingstad*, Bernadette Pree, Jarl Giske and Selina Våge

Department of Biology, Hjort Centre for Marine Ecosystem Dynamics, University of Bergen, Bergen, Norway

Theoretical work has suggested an important role of lytic viruses in controlling the diversity

of their prokaryotic hosts. Yet, providing strong experimental or observational support (or

refutation) for this has proven evasive. Such models have usually assumed “host groups”

to correspond to the “species” level, typically delimited by 16S rRNA gene sequence

data. Recent model developments take into account the resolution of species into strains

with differences in their susceptibility to viral attack. With strains as the host groups, the

models will have explicit viral control of abundance at strain level, combined with explicit

predator or resource control at community level, but the direct viral control at species

level then disappears. Abundance of a species therefore emerges as the combination of

howmany strains, and at what abundance, this species can establish in competition with

other species from a seeding community. We here discuss how species diversification

and strain diversification may introduce competitors and defenders, respectively, and

that the balance between the two may be a factor in the control of species diversity in

mature natural communities. These models can also give a dominance of individuals from

strains with high cost of resistance; suggesting that the high proportion of “dormant“ cells

among pelagic heterotrophic prokaryotes may reflect their need for expensive defense

rather than the lack of suitable growth substrates in their environment.

Keywords: killing-the-winner model, biodiversity control, biodiversity–ecosystem functioning relationships,

Weinbauer’s Paradox, fractal similarity, microevolution

Introduction

Classical discussions of diversity-maintainingmechanisms inmicrobiology had a tendency to focus
on competition, with the works of Hutchinson (1961) and Tilman (1977) in phytoplankton ecology
as influential examples. With competitive exclusion as the theoretical outcome for species com-
peting for the same limiting substrate, this created a need for additional hypotheses to explain
observed microbial biodiversity. With the huge microbial diversity revealed by modern metage-
nomics (Venter et al., 2004), this gap between observation and theory is now perhaps wider than
ever.

The list of mechanisms thought to maintain diversity includes, among others, substrate
diversity (Tilman, 1977), environmental variability in time and/or space (Connell, 1979; Ben-
inca et al., 2008; Dini-Andreote et al., 2014; Jankowski et al., 2014; Staley et al., 2014; Uksa
et al., 2014), chaotic dynamics (Beninca et al., 2008), and selective loss (Thingstad and Lignell,
1997; Thingstad, 2000), presumably working together in a more or less additive manner in
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complex natural environments. In the prokaryotic world, the
issue of species diversity is further complicated not only by the
problem of defining what constitutes a species (Fraser et al.,
2009), but also by the fact that strains from the same species
contain non-conserved, non-core genes that are sporadically
distributed among members of the population (Avrani et al.,
2011).

Quite different from a picture of natural communities as
assemblages of clonal species populations, this suggests that a
prokaryote “species” consists of a set of strains where some
traits characterize the set, while other traits vary between strains.
Any comparison between model and data then needs to take
into account whether the experimental data resolves the genetic
information at species or at strain level.

As a kind of minimum model to describe the effect of top-
down control, one can combine size-selective predators with
host specific viruses. This creates a two-level model where the
same basic “killing-the winner” (KtW) principle (Figure 1A) is
applied at both levels: Grazing control of the community size
of heterotrophic prokaryotes allows for phytoplankton coexis-
tence with heterotrophic bacteria (Figure 1B), even when bac-
teria are superior competitors for a shared limiting mineral
nutrient (Pengerud et al., 1987). Applying the KtW princi-
ple inside the community (Figure 1C) allows competitive host-
groups with high growth rate to coexist with defensive host-
groups with a low loss to viral lysis, even if this defense comes
at the expense of a slower growth rate (Bohannan and Lenski,
2000).

A lot of the experimental and observational work in the field
has tried to relate their findings to this KtW model, but clear
support (or rebuttal) of the theory has so far been evasive (see
e.g., Winter et al., 2010). We recently suggested (Thingstad et al.,
2014) that part of this problem might be rooted in the often
implicitlymade assumption that thismodel’s “host groups” corre-
spond to observational information contained in 16S rRNA gene
sequence data. Since such data are more relevant to the species
than to a strain level, it means that the KtW model in this case is
interpreted with host groups representing species.

Models that incorporate the possibility for viral strain speci-
ficity have recently been introduced (Jover et al., 2013; Thingstad
et al., 2014). In these, the explicit top-down control on
species abundances disappears as illustrated in Figure 1D. This
obviously is important for discussions of community “species”
composition such as e.g., recent attempts to combine the high
abundance of the SAR11 clade with its susceptibility to viral
infection (Giovannoni et al., 2013; Våge et al., 2013; Zhao et al.,
2013).

In the model of Figure 1D, the abundance of individuals
belonging to a species is the sum of individuals belonging to
each of its strains, with no other explicit control on species size
than the maximum value given by the community size. As a
consequence, abundance at the species level becomes a com-
bination of its ability to establish many strains, and the virus-
controlled abundance of individuals within each of these strains.
Since establishment of a strain and abundance within this strain
are functions of its competitive and its defensive abilities, respec-
tively, abundance at species level becomes a combined function

of a species’ competitive and defensive abilities (Thingstad et al.,
2014).

To illustrate the ecological consequences of these models we
have arranged the subsequent discussion in sections devoted to a
set of questions picked from the list of themes announced for this
special issue.

How Does a Foreign Microbe Become a
Member of the Ecosystem?

In a system at steady state, specific growth rate (µ) must equal
specific loss rate (δ) for all populations and all subpopulations,
so that their net growth rate µ-δ is zero. This system can then
be invaded by any new organism type x, be it a mutant or an
immigrant species, for whichµx – δx > 0 when it enters the estab-
lished community (Symbols summarized in Table 1). The inva-
sion changes the growth conditions in the established commu-
nity. How numerous the invader will become in the new steady
state (if this exists) depends on a new set of equilibrium condi-
tions. This set includes the new µx – δx = 0 condition, while the
equivalent condition for now excluded members in the previous
state of the community has disappeared. Although, both invasion
and final community size for the invader depend on how µ and δ

vary with the state of the community, the conditions for invasion
and population size are thus different.

Two cases are of particular interest for our subsequent discus-
sion, (1) a mutant that can use some unexploited resource in the
system and therefore has a large µx; and (2) an organism that
has few/no enemies in the system or is good in defending itself
against those already present, and therefore has a low δx.

How Do Microbes in Ecosystems Evolve?

The importance of the somewhat abstract reasoning above can
be illustrated by considering the idealized environment of a
chemostat, frequently used to study simplified virus-host systems
(e.g., Bohannan and Lenski, 1997, 2000; Middelboe et al., 2009;
Marston et al., 2012). This simple environment is characterized
by two parameters: the dilution rate D, and the reservoir concen-
tration SR of limiting substrate (for simplicity assumed here to be
a non-respired substance like e.g., phosphate).

In the traditional theoretical case of a clonal bacterial popu-
lation, the chemostat will have a resource-controlled population
size proportional to SR and a growth rate equal to the dilution
rate:µ(SC) =D. The steady-state culture concentration SC is thus
linked to dilution rate through the growth characteristics of the
organism. This clonal community is invadable only by a better
competitor, i.e., one that has a higher growth rate at the given
SC. If, however, the established population is infected with a lytic
virus, the original susceptible clone becomes virus-controlled and
is reduced to a low population level. Part of the available reservoir
substrate SR will then remain unused in the culture, i.e., leading to
a high SC. With a high SC, this one host-one virus community will
be easily invadable by a resistant host mutant, even if the muta-
tion comes at a price (a cost of resistance, COR). With higher
SC, the original parent strain will now grow faster than D, it can
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FIGURE 1 | Idealized models for trophic interactions discussed: (A)

The “Killing-the-Winner” structure where abundance of the

competition strategist is top-down controlled by a predator or

parasite, thereby leaving resources for a resource-limited defense

strategist. (B) An idealized model of the microbial food web based on the

principles from (A), illustrating how ciliates influence both biomass and

growth conditions of heterotrophic flagellates through their grazing on

heterotrophic and autotrophic flagellates, respectively. (C) The original one

host–one virus model interpreted as host-groups corresponding to species

(Continued)
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FIGURE 1 | Continued

(“blue,” “green,” “yellow,” “red”) and species abundance therefore being

top-down controlled. In this model, the application of the KtW principle

at the predator-prey creates a transport “up” the food chain, while

applying the same principle to viruses sends material “down” to

dissolved organic material (DOM). (D) Modification of (C) by the

assumption that host groups correspond to strains belonging to either a

“blue” or a “red” species, illustrating how the direct top-down control of

abundance disappears at the intermediate level of species. (E)

Modification of the host-virus interaction from the one host–one virus

relationship in (D) to a nested structure. This is the structure used in

drawing Figure 2C.

TABLE 1 | List of symbols.

DESCRIPTION OF HOST SPECIES x

xHi Abundance of host strain i belonging to species x

xµi Specific growth rate for host strain i of species x. For the graphs in Figure 2 this is calculated from the Michaelis-Menten relationship: xµi
(

S
)

=
xαS

1+
xαS

xµmaxxvi

xδ Specific loss rate host x

Competitive abilities of host species x influencing the number of strains it can establish

xα Nutrient affinity

xµ
max Maximum specific growth rate

xν Fractional reduction in xµ
max for each mutational step in the host

Defensive properties of host species x influencing the abundance of individuals within strains

xβ Adsorbtion coefficient

xρ Parameter 0 < ρ < 1 representing the loss in effective adsorption coefficient for each new host strain added to the arms race

xσ Parameter 0 < σ < 1 representing the fractional loss in effective adsorption coefficient to previous hosts for each new virus strain added to the arms race

VIRUS PROPERTIES

δV Specific loss rate virus

m Burst size virus

PHYSICAL, CHEMICAL, AND BIOLOGICAL PARAMETERS DEFINING THE ENVIRONMENT AND THE FOOD WEB EFFECTS

D Chemostat dilution rate

SR Concentration of limiting element in the chemostat reservoir

SC Concentration of limiting substrate in the culture

A Population size autotrophic flagellates

C Population size ciliates

H Population size heterotrophic flagellates

αA Affinity for uptake of limiting nutrient, autotrophic flagellates

αC Clearance rate for ciliate grazing on flagellates

αH Clearance rate for heterotrophic flagellates grazing on bacteria

δB Non-viral bacterial loss rate

YH Yield of heterotrophic flagellates on bacterial prey

therefore compensate for both dilution and viral loss and can
therefore remain in the culture at a low, virus-controlled, den-
sity in coexistence with the now abundant, resource-controlled,
immune mutant. The abundant mutant population represents a
resource exploitable for a mutant of the virus. Establishment of
such a mutant virus gives a new situation with two low-abundant
host strains and high SC, again representing a resource for a
new host mutant, and so on. This evolutionary sequence is thus
characterized by a “remaining resource” that alternates in form
between free limiting nutrients facilitating a successful mutation
in the host, and an immune host strain facilitating successful
mutation in the virus. This is a model of the “RedQueen” dynam-
ics observed in chemostat experiments of this type (Little, 2002;
Martiny et al., 2014). Importantly, the remaining free resource is
diminishing for each turn of the arms race until the final resis-
tant host strain has a population size too small to carry a new
virus mutant. In a more generalized analysis, Härter et al. (2014)

describe such maturation processes as “narrowing staircase(s) of
coexistence.” Since the size of the “free resource” would affect
the probability that a random mutation is successful, this could
explain why antagonistic evolution is fast, but would also suggest
that the rate diminishes as the process approaches maturation.
Themature state in this arms racemodel is characterized bymany
virus-susceptible strains, while the initial stages are dominated by
a resistant strain and have a small virus population. Interestingly,
these are the two situations forming what has been termedWein-
bauer’s Paradox (Weinbauer, 2004), where the question is why
the few virus—many resistant hosts situation is observed when
trying to construct simple host-virus systems in the laboratory,
while natural systems are characterized by high viral numbers
and many susceptible hosts. In the arms race model above, this
apparent paradox is explained simply as the differences between
an early and a late stage in the maturation process of strain diver-
sification (Thingstad et al., 2014). How long time is needed for
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such strain diversifications to mature, and to what extent the
speed of the arms race diminishes with the decrease in remaining
resource, remain as open questions.

In their analysis of phage-bacteria infection networks, Weitz
et al. (2013) defined four basic types: random, one-to-one, nested,
and modular. The arms race model outlined for the chemostat
example above leads to the nested type with communities that
are connected as illustrated in Figure 1E, corresponding to an
upper-triangular interactionmatrix (Weitz et al., 2013; Thingstad
et al., 2014). Such upper-triangular interaction matrices have
been found in analysis of published host-virus networks (Flores
et al., 2011; Beckett and Williams, 2013), providing some evi-
dence that the highly idealized chemostat analysis used here may
bear some relevance to natural systems. The validity of such an
extrapolation to natural systems is not self-evident since each
species does not evolve independently in a complex community:
There, the free resource will be available to all competing species
and a high-abundant immune host strain would be available to
mutants from many different viruses, opening for models that
could lead to more complex structures. With the assumption
that no viruses infect hosts belonging to more than one species,
the interaction matrix for the community will consist of upper-
triangular sub-matrices, one for each species, arranged along the
diagonal (Thingstad et al., 2014), very similar to the modularity
found in an existing dataset (Beckett and Williams, 2013). The
potentially more complex interactions of multispecies commu-
nities would be represented by non-zero elements in the void
spaces of such a community interaction matrix. A search for the
consequences of such complications would require a systematic
approach to how to fill in these void spaces and has not been
attempted here.

How Is Microbial Community Composition
Determined?

The Richness Component
In the chemostat example discussed above, themechanism gener-
ating strain richness in the mature community can be visualized
by the set of growth curves for the strains shown in Figure 2A,
where a cost of resistance (COR) is assumed in the form of a
reduction in maximum growth rate for each successive mutation.
The community will consist of all strains for which µi(SC) ≥ D
whereD and SC are represented by the horizontal and the vertical
lines in Figure 2A, respectively. As discussed above, the culture
concentration SC will increase as the arms race proceeds, illus-
trated by a shifting of the vertical line in Figure 2A one step to
the right for each turn of the arms race, adding subsequently
less competitive strains to the established host community. This
will continue until either (1) the COR has become too large
for a new mutant to compensate for dilution, or (2) the com-
munity size reaches the carrying capacity defined by the reser-
voir concentration SR. In this chemostat model, viral loss is the
only mechanism compensating for growth that exceeds dilution
loss. The amount of viruses in the mature situation is thus the
amount needed to give each strain i a loss rate by viral lysis equal
to µi(SC)− D.

The main viral loss is thus associated with the fastest grow-
ing strains, which, as we will see later, are not the same as the
dominant strains.

This graphical representation is easily extrapolated to a multi-
species situation with grazing control of community size. This is
illustrated for a 3-species case in Figure 2B, where the horizontal
line now represents a non-selective grazing loss.

Application of the KtW principle at the food web level allows
for models that contain a shift between mineral nutrient limited
and carbon limited growth of the heterotrophic prokaryotes
(Thingstad and Pengerud, 1985). The nature of the limiting
element represented on the x-axis of Figure 2B may therefore
change with the environmental conditions with at least organic
carbon, nitrogen, phosphorous and iron as expected possibili-
ties. If trade-offs at the species level are mainly between the three
parameters defining the topology of Figure 2B (µmax, α, and ν)
one could conceive a situation where the topology of Figure 2B,
and therefore the community structure, is invariant to such qual-
itative shifts in limitation. If, however, there is trade-off between
specializations so that e.g., a good competitor under C-limitation
is a poor competitor under P-limitation, the growth curves would
reshuffle as the type of limitation changes, thereby inducing shifts
in species/strain composition.

The Evenness Component
Figure 2B does not provide an answer to the evenness aspect
of strain diversity since it does not constrain the abundance of
individuals within each established strain. This abundance is con-
trolled by the virus host-interactions, i.e., by the structure of the
interaction matrix. For the nested structure in Figure 1E, the
abundance of the undefended parent strain of species x is given
as Thingstad et al. (2014):

xH0 =
δV + D

(m− 1)β
. (1a)

While abundance of subsequent mutant strains are given by:

xHi = xH0
1− σρ

ρi
, i ≧ 1. (1b)

Equation 1a arises from the equilibrium condition for the first
virus which only can infect the parent strain. Abundance of the
parent strain thus depends on the decay rate of the virus (δV ), the
burst size (m), and the effective adsorption rate (β) between the
undefended parent strain and the original virus. For the subse-
quent strains, this is modified by the two factors ρ, that represents
a fractional loss in β for each new host mutant, and σ which
represents a fractional loss in infectivity for previous hosts for
eachmutational step in the virus. Themodel thus contains mech-
anism where there is a cost in the form of reduced infectivity
for viruses having a broad host range (Symbols summarized in
Table 1, see Thingstad et al., 2014 for further details). Abundance
within strains is thus related to the species’ defensive proper-
ties, in particular the parameter 0 < ρ < 1, where values of ρ

<< 1 give a very rapid increase in strain size for large i (Equa-
tion 1b). Since all the parameters β , m, δV , ρ, and σ may vary
between host species and between viruses, both the abundance of
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FIGURE 2 | Growth rate curves illustrating the case with (A) one

species diversifying into virus-controlled strains in a chemostat, and

(B) a simplified case with three species (“gray,” “blue,” and “red”;

defined in Table 2) embedded in the simplified food web of Figure 1B.

Vertical and horizontal lines (black, broken) represent steady state

concentration of limiting nutrient and non-specific (non-viral) loss, respectively.

The horizontal line thus represents dilution loss in (A), and grazing loss from

heterotrophic flagellates in (B). Strains able to establish (indicated by black

arrow) are those that have a growth curve crossing the vertical line above the

horizontal line. Strains with too high cost of resistance to establish in the

chemostat are indicated by dotted growth curves in (A). (C) Individuals per

strain for the “gray,” “blue,” and “red” species defined in Table 2.

the parent host strain (Equation 1a) and the modification of this
with subsequent strains (Equation 1b) will vary between species.
The set of parameters defining a species can thus be divided
into two sets: one (α, µmax, and ν, see Table 1) that describes
the species’ competitive properties and determining how many
strains it can establish, and another (β , ρ, and σ ) that defines its
defensive properties and, together with the properties of its virus
(m, δV ), determines the abundance within strains. Since abun-
dance at species level is the sum over established strains, this will
depend on both the competitive and the defensive properties of
the species.

Such a combination of high competitive with high defen-
sive abilities requires a low trade-off between the two. With this
insight, the question of SAR11 abundance should probably not be
focused on whether this is a competition or a defense strategist,
but rather whether there is something particular in the lifestyle of
this organism that leads to a low trade-off between the two traits
(Thingstad et al., 2014). This leads to the intriguing question
of whether there is any link between the minimalistic genome
design of SAR11 (Giovannoni et al., 2013, 2014) and the potential
for a low trade-off between competition and defense. The answer
to this is not immediately obvious from the analysis done here.

In the arms race scenario above, a host mutant needs to
develop resistance to a virus community that already has co-
evolved with the established host community, and it has to do so
without losing too much in competitive ability. This could seem
like a comparably more difficult task than the “rabbits in Aus-
tralia” analogy with invasion of a foreign species not recognized
by the established virus community and therefore initially not
necessarily handicapped by high COR. Although viral attack on
invading organisms has been demonstrated experimentally (Sano
et al., 2004), such mature communities could thus theoretically
seem prone to invasion. Including invasion in the models would
create a new maturation process where species richness increases
at a rate driven by a combination of the invasion rate and the

distribution of competitive abilities within the seeding commu-
nity. The result would be an interaction between processes occur-
ring at, at least, five characteristic time scales: the population
dynamics (linked to the µ and δ functions), the time scale of the
host-virus arms races driving strain diversification, the time scale
of the species invasion process, and the time scale of environmen-
tal disturbances disrupting these maturation processes. On top
of this comes the presumably longer time scale of evolution of
new species, changing the properties of the seeding community.
An important question is whether there is a theoretical balance
between these processes, leading to a steady state combination of
species and strains somewhere between the two extremes of (1) a
single species withmany strains on one side and (2)many species,
each with only one strain, on the other. The problem is easiest to
illustrate in the chemostat example (Figure 2A) where the posi-
tion of the horizontal line is fixed by the value of D. As discussed
above, the maturation in strain diversification that establishes
new defense specialists will drive the vertical line representing
S to the right. A successful invasion (or evolution) of a new
species will establish a new competition strategist competing bet-
ter than the last established strain in the existing community. This
would exchange previously established strains with low compet-
itive ability (high COR) for a strain from the more competitive
newcomer, and thereby drive the vertical line to the left. With
species and strain diversification introducing new competition
and new defense strategists as assumed here, one therefore gets
two opposing processes, suggesting that there is a theoretical bal-
ancing point, and therefore a theoretical steady state somewhere
between the two extremes outlined above.

This gets a bit more complicated in Figure 2B where the posi-
tion of the horizontal line is a dynamic variable coupled to graz-
ing loss. Using the simple food web model in Figure 1B, the
state with mineral nutrient limited bacteria is, however, still rela-
tively transparent: Assuming steady state in the mineral nutrients
(S)—autotrophic flagellates (A)—ciliates (C)—food chain, the
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TABLE 2 | Numerical values used to draw the growth curves and the abundance per strain for the three species in Figures 2B,C.

Competitive traits Defensive traits

α nM-P−1h−1
µ
max h−1

ν H0 mL−1
σ ρ Trade-off index Species abundance mL−1 % of community abundance

Sp#1≪blue≫ 0.2 1 0.7 1 104 0.8 0.8 1.5 3.6 104 10

Sp#2≪gray≫ 0.1 0.7 0.85 1 104 0.9 0.7 0.35 3.0 105 86

Sp#3 ≪red≫ 0.5 0.4 0.7 1 104 0.99 0.9 1.2 1.4 104 4

Community abundance: 3.5 105

Trade-off index calculated as described in Thingstad et al. (2014).

autotrophic flagellates must grow as fast as they are grazed. With
the simplifying assumption that food intake is proportional to
food concentration, the growth = loss condition for autotrophic
flagellates becomes αASA = αCAC, or:

S =
αC

αA
C. (2a)

The position of the vertical line (S) is therefore now constrained
by ciliate abundance (C) and not directly controlled by intro-
duction of new species or strains as in the chemostat exam-
ple above. Instead, it is now the position of the horizontal line
that becomes a function of strains and species diversity. Using
a similar steady state argument for heterotrophic flagellates, the
size of the bacterial community becomes proportional to ciliate
abundance:

B =
αC

YHαH
C. (2b)

in a non-mature community, the strain diversification process
will thus fill the community with successively less competitive
strains, thereby driving the horizontal line downwards until the
community size given by Equation (2b) is reached. A new species,
sufficiently competitive to invade and initially without viral loss,
will outcompete existing strains and thereby drive the horizon-
tal line upwards. Since the horizontal line represents the bacterial
loss rate to grazing:

δB = αHH, (2c)

its position reflects the amount (H) of bacterial grazers. The strain
diversification process thus drives the system toward a smaller
population of heterotrophic flagellates and reduced food chain
efficiency, thus favoring the viral shunt of bacterial production
back to dissolved material. The invasion (or mutation) of new,
more competitive species drives the system in the other direction
toward less viruses, a smaller virus-bacteria ratio and a more effi-
cient food chain. As the two diversification processes drive the
system in opposite directions, this raises the question of whether
there is an equilibrium point where the two processes balance?

Equations (2b) and (2c) link the abundance of heterotrophic
flagellates (H) to the abundance of ciliates (C), through the inter-
nal population structure of the bacterial community. Stated dif-
ferently, they suggest a theory where the internal diversity of
the bacterial community and the structure of the predator food
chain are intimately connected. The analysis above thus suggests

a mechanistic basis for a biodiversity—ecosystem functioning
(BEF) theory for the pelagic microbial community. It is notewor-
thy that these relationships were derived without any assumption
of host diversity being linked to substrate specialization in the
hosts, and are therefore quite different from arguments where a
high biodiversity is needed to perform a large set of required bio-
chemical reactions. The food web framework used for this analy-
sis (Figure 1B) may appear unrealistically simple, but its ability to
capture essential aspects of mesocosm perturbation experiments
recently been demonstrated (Larsen et al., 2015). This includes
the demonstration of a central controlling role for ciliates as
assumed in the arguments for Equations (2b) and (2c).

The fundamental set of trophic interactions driving the arms
races discussed here is summarized in the idealized structure of
the KtW principle (Figure 1A). With this basic mechanism being
the same at the predator-prey as at the host-parasite level, sim-
ilar lines of argument can be applied for food web evolution as
those used in the above discussion of community composition.
The difference in time scale is, however, vast: Whereas the mod-
ern pelagic food web can be seen as the present (mature?) state
of a 3.5 109 year old arms race with a characteristic time scale in
the order of 0.5 109 years (Thingstad et al., 2010) between major
new inventions in weapon technology; Red Queen dynamics of
prokaryote hosts and viruses seem to occur more over time scale
of days to weeks (Martiny et al., 2014).

In such a geological perspective, there may have been strong
couplings between these arms races and the global climate sys-
tems as for example the rapid evolution of eukaryotic forms in
the Neoproterozoic has been suggested to affect the biological
pump and therefore may have been a driving force for rather than
a response to extreme climatic fluctuations in this period (Lenton
et al., 2014).

How Is the Physiological State of Microbes
Affected by the Environment and Other
Microbes?

The viral top-down control in this model does not only allow
competitively inferior microbes to become members of the
ecosystem, it rather suggests that the prokaryote community
should be dominated by slow-growing, high-defensive strains.
This opens for a possible “sieged city” re-interpretation of the
old “dormant or dead” (Zweifel and Hagstrom, 1995; Jones and
Lennon, 2010) debate in marine microbiology: The dominance
of low-active cells found in aquatic environments is perhaps not
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a sign of starvation caused by a lack of suitable substrates in their
environment; it may be more because they have “shut the gates to
keep the enemy out.”

How Do (Apparently) Inferior Microbes
Persist in the Ecosystem?

The KtW structure (Figure 1A) was originally designed to pro-
vide an answer to this question at the food web level, where
the discovery of systems with apparent persistent phosphorous-
limitation of bacteria (Pengerud et al., 1987; Vadstein et al., 1988;
Cotner et al., 1997) raised the question of why their suppos-
edly inferior phytoplankton competitors were not outcompeted
to a level where bacteria would become C-limited. The same
basic theory has also been applied to the fish-jellyfish dichotomy
at higher levels in the pelagic food chain (Haraldsson et al.,
2012). It is also a basic mechanism in size-structured plankton
models where the intense grazing and rapid response of flagel-
lates explains the (relatively) constant 106 mL−1 abundance of
prokaryotes as predator (top-down) control (Azam et al., 1983).
Adding nutrients to the system allows large-celled phytoplank-
ton species to establish that are less competitive but also less
grazed (resource controlled). Such models thus produce a gradi-
ent from small-celled, top-down controlled, “competition strate-
gist” species dominating in oligotrophic regions to large-celled,
resource controlled, “defense strategist” phytoplankton dominat-
ing nutrient rich upwelling areas (e.g., Ward et al., 2012). As
a principle recognizable at many (all?) trophic levels, the KtW
structure of Figure 1A generates self-similarity in pelagic ecosys-
tems (Thingstad et al., 2010). This provides at least an analogy
to fractal systems where complexity can be generated through
the repetition of a simple, scale-independent, rule (Mandelbrot,
1982).

How Are Microbes Distributed in Their
Ecosystems?

The models discussed above use the simplifying assumptions of
a stable steady-state in an environment homogenous in time and
space. This is an approximation that should be treated with cau-
tion since it means that some important aspects of host-virus
interactions are lost. There are at least two relevant examples of
microbial competitive and defensive behavior that seem to work
only if an evolutionary adaptation to micro scale patchiness in
aquatic environments is invoked: motility and altruistic suicide.

Motility is usually argued to have little effect on bacterial
nutrient acquisition in homogenous environments because of the
high efficiency of molecular diffusion at the 1µm—scale (Jumars
et al., 1993). Motility is thus believed only to be of any advan-
tage in patchy environments. Since the diffusivity of viruses is
about 2 orders of magnitude lower (0.2–3.10−7 cm2s−1) (Mur-
ray and Jackson, 1992) than that of small nutrient molecules
(∼10−5 cm2s−1), one can turn this around to argue that the
collision frequency with viruses should increase significantly with
motility. One should thus expect to find motile bacteria only in
patchy environments (Blackburn et al., 1997). One can speculate
whether this means that the fraction of motile bacteria may be

used as a proxy for environmental patchiness, and also whether
this is linked to the COR since the foraging gain from swimming
must outweigh the COR associated with the increased defense
needed by motile hosts.

A somewhat similar argument is linked to the enigma of altru-
istic suicide, where some species induce apoptosis when infected
(Ackermann et al., 2008; Blower et al., 2012). If this kills the host
before new viruses are released, it would protect the neighbors
from infection. From an evolutionary perspective, this poses the
problem that altruistic suicide may not seem like an evolution-
ary stable strategy since the genes of the altruist are obviously not
passed on to any offspring. If, however, the neighbors are close
relatives, the patch becomes a kind of super-organism consist-
ing of cells having the same genes, and altruistic suicide becomes
evolutionarily stable (Smith et al., 2010), as has also been shown
experimentally (Berngruber et al., 2013). With lytic events cre-
ating centers of release for both viruses and DOM, viral lysis is
in itself a patchiness-generating mechanism with an interesting
geometry consisting of two concentric spheres of food and danger
expanding at different rates.

Concluding Comments

The consequences of applying the KtW principles at strain rather
than species level are both practical and conceptual. The practical
part is that the models then no longer constrain species diver-
sity in the same manner as in the case of pure top-down control
of species size, with direct consequences for model comparison
with e.g., 16S rRNA gene sequence data. A main conceptual con-
sequence, at least in the model of Thingstad et al. (2014), is the
separation of the two aspects of abundance control: The num-
ber of strains being controlled by the competitive properties of
the host, and the number of individuals per strain by the host’s
defensive abilities and the host-virus interactions. This separation
may seem like a relatively robust feature transferable to mod-
els with more complicated interaction matrices. The structure of
the interaction matrix would then primarily affect the abundance
within strains feature of the system.

The Thingstad et al. (2014)model also involves a seeding com-
munity. While this can be approached from a descriptive side
with a laborious description of the competitive and defensive
properties of “all” existing host species; the intriguing challenge is
to try to understand the trade-offs between traits in this popula-
tion. One can visualize this problem in an n-dimensional strategy
space formed by the n relevant life-history traits of hosts and
viruses. Trade-offs represent correlations in this n-dimensional
space and would confine the subset of feasible strategies. With a
slight rephrasing of Baas Becking and Beijerinck’s famous state-
ment (de Wit and Bouvier, 2006), this would give models where
“The feasible is everywhere, the environment selects.”
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The emergent property of resilience is the ability of a system to return to an original
state after a disturbance. Resilience may be used as an early warning system for
significant or irreversible community transition; that is, a community with diminishing
or low resilience may be close to catastrophic shift in function or an irreversible collapse.
Typically, resilience is quantified using recovery time, which may be difficult or impossible
to directly measure in microbial systems. A recent study in the literature showed that
under certain conditions, a set of spatial-based metrics termed recovery length, can
be correlated to recovery time, and thus may be a reasonable alternative measure of
resilience. However, this spatial metric of resilience is limited to use for step-change
perturbations. Building upon the concept of recovery length, we propose a more
general form of the spatial metric of resilience that can be applied to any shape of
perturbation profiles (for example, either sharp or smooth gradients). We termed this
new spatial measure “perturbation-adjusted spatial metric of resilience” (PASMORE).
We demonstrate the applicability of the proposed metric using a mathematical model of
a microbial mat.

Keywords: resilience, microbial communities, recovery, ecology, emergent properties

INTRODUCTION

Complex networks of interacting components produce outcomes that cannot be easily predicted,
even when the state of the network components and the inputs to the network are known. These
difficult-to-determine outcomes have come to be known as emergent phenomena or higher-order
properties, which emerge from the functioning of the whole network, rather than as a simple sum
of the individual states of the parts (De La Fuente et al., 2008; Schubert, 2014). Emergent properties
arise in complex networks that impact our lives, such as in the communities of microbes and
higher organisms that compose ecosystems (Tilman et al., 2001), social networks (Lusseau, 2003;
Mitrovic and Tadic, 2010), military-political structures (Porter et al., 2005), commercial systems
(Carey and Carville, 2003; Cimellaro et al., 2010), and climate and weather systems (Higgins et al.,
2002; Easterling and Kok, 2003). Consequently, developing the ability to understand and predict
emergent properties from complex networks is of great importance.

Microorganisms are commonly found physically associated with one another in spatially
structured communities such as biofilms or microbial mats (Curtis and Sloan, 2004; Wagner
et al., 2006; Fuhrman, 2009; Robinson et al., 2010; Renslow et al., 2011). These communities
may range from monocultures to highly diverse assemblages of species; however, in either
case, individual members operate and interact in ways governed by their individual functional
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responses and local microenvironmental conditions (Schramm
et al., 1996; Hibiya et al., 2003; Bernstein et al., 2013, 2014).
Formation of a biofilm matrix composed of extracellular
polymeric substances confers significant fitness advantages on
the microbes it shelters, including physical protection, such as
from predation or shearing forces, reduction of environmental
stresses, such as from rapid changes in environmental conditions
or exposure to antibiotics, facilitation of beneficial interspecies
relationships, and rapid exchange of genetic material (Flemming
and Wingender, 2001; Laspidou and Rittmann, 2002; Czaczyk
and Myszka, 2007; Cao et al., 2011). It is likely that emergent
properties arise from the spatial organization of microbes,
forming microenvironments and promoting interconnectedness
of a multi-species metabolic network through resource exchange
and intercellular communication (Xavier and Foster, 2007;
Konopka, 2009; Wintermute and Silver, 2010).

Resilience is a higher-order property in microbial
communities, characterized by the ability to recover from
a perturbation or disturbance (Allison and Martiny, 2008;
Shade et al., 2012; Griffiths and Philippot, 2013; Hawkes and
Keitt, 2015). While resilience is not yet conclusively defined
in microbial communities, we use this term to imply the rate
of recovery of a given function in a community (or, more
generally, their functional relationship with environmental
variables) after perturbation. The concept of functional resilience
in both engineered and ecological microbial systems, and
the relationship between state and functional properties is
examined in detail in our companion paper (Song et al., 2015).
Attempts at quantifying resilience have primarily been done by
monitoring functional recovery over time, with resilience being
negatively correlated to recovery time (i.e., the time required
for function to recover a defined percent of original function),
or being correlated to recovery speed (i.e., the rate of recovery
of function with units of slope). Faster recovery of function is
therefore an indicator of higher resilience. These ideas have
been explored theoretically and experimentally (Wissel, 1984).
For example, recovery rate was monitored for cyanobacterial
cultures exposed to a dilution perturbation by flushing out
10% of the population volume; the recovery rate decreased as
the population lost resilience and approached a tipping point
where function became irrecoverable (Veraart et al., 2012).
In this experiment where the recovery over time was readily
observable over a relevant timescale, assessing the system’s
resilience is straightforward. Such quantification of recovery
time is important because it is known that systems nearing the
verge of collapse or those trending toward unstable dynamics
frequently exhibit reduced rates of recovery, or decreasing
resilience (van Nes and Scheffer, 2007). This is known as “critical
slowing down,” meaning that, as a system nears a tipping point,
recovery of function after a perturbation slackens (Scheffer
et al., 2009, 2012). Thus quantitative measures of resilience are
essential for early warning of impending system collapse, from
which function cannot be regained.

Although recovery rate provides a direct measurement of
resilience, in some systems it is not possible or practical
to measure recovery time on time scales relevant to the
perturbation. Additionally, some systems do not allow for

measurement of resilience because the experiments needed
for quantify recovery time are impossible, unethical (e.g.,
when imposing a perturbation and monitoring function would
endanger ecosystems or humans), or otherwise detrimental to
the function of neighboring systems. In such cases not amenable
to temporal analysis, resilience can alternatively be quantified
in terms of spatial recovery as a proxy for temporal recovery
(Dai et al., 2013). This means that resilience may still be
predicted by observing spatial, rather than temporal, features
of the system in cases where temporal and spatial recovery are
reasonably correlated. The ability to monitor microbial function
over relevant spatial scales has become increasingly possible due
to advances in imaging and sensor capabilities, enabling a link
between function, structure, and microbial identity (Behrens
et al., 2008; Li et al., 2008; Pett-Ridge and Weber, 2012; Babauta
et al., 2014; Vanwonterghem et al., 2014).

Recently, Dai et al. (2013) put forward recovery length as
a measure for resilience. Recovery length is characterized by
the distance required for function to recover from a spatial
perturbation, and it was initially based on the observation
that recovery length, which was correlated to recovery time,
increased when a yeast system was on the verge of collapse.
In their experiment, populations of Saccharomyces cerevisiae
were connected spatially along a one-dimensional array through
discrete dispersal events. Population stability was measured as
the dilution factor was increased, imposing a perturbation.
Recovery length was quantified by measuring the population
density across distance, which provided a warning signal of
imminent population collapse as the dilution factor approached
unsustainable levels. Furthermore, these indicators increased
with gradual increases in dilution factor, revealing deterioration
of resilience in the system in real time. The recovery
length concept proposed by Dai and coworkers faithfully
quantified resilience to perturbations with sharp boundaries
(such as step-change perturbations). As the authors pointed
out, however, the same may not be effective for more
realistic forms of perturbations that follow gradients or
which are blurred across the spatial dimension. In reality,
perturbation may come as gradients across both time and
space. For example, spatial perturbations that form gradients
include the intrusion of substrate or toxins into soil and
its subsequent removal (Cao et al., 2012; Moran et al.,
2014) or sunlight penetrating into a microbial mat (Bhaya
et al., 2001; Häder and Lebert, 2001; Lindemann et al.,
2013).

In this study we propose a perturbation-independent
resilience metric, termed perturbation-adjusted spatial metric of
resilience (PASMORE), to be applicable to perturbations that
may be either step-change or gradient-based, and thus extending
the recovery length work by Dai et al. (2013). To test this
new metric, we developed a simple model of a microbial mat
containing species with differing resilience. We discuss cases
where the previously proposed metric fails to faithfully measure
resilience under gradient perturbations, and then demonstrate
how PASMORE provides an appropriate assessment of resilience
for the same and other types of perturbation profiles. We also
explored the impact of limited knowledge about the shape of
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perturbation profiles on the effectiveness of PASMORE. Finally,
we investigated a test application of PASMORE to systems of two
interacting species, and observed how resilience is affected by
interspecies competition.

MODEL SYSTEM

We considered a simple mathematical model, which simulates
a microbial mat with populations of microbial species: one
with faster motility, and another with slower motility (see
Figure 1 for illustration). Each species responds to a perturbation
(e.g., light) with movement proportional and opposite to the
perturbation; during perturbation, both species move away from
the perturbation toward a region where the perturbation is not
present. The key aspect of this simulation is that the motility
allows the microbial species to recover their initial population
density after the perturbation occurs, with the more motile
species recovering more quickly, and thus displaying higher
resilience. While resilience is bestowed by motility rate in our
model system, there are many other properties of a microbial
species that can confer resilience beyond motility, and these
features may present themselves within spatial constructions
besides microbial mats. Furthermore, our proposed resilience
measure has been formulated to be agnostic to the type of
function being monitored. As discussed in Song et al. (2015),
it is the researcher’s job to identify the function of interest that
is measured in a spatially defined community. Function may
be defined as any trait or variable of interest, and resilience of
the chosen function must be relative to a specific perturbation
(Felix and Wagner, 2008). This is the cardinal “What to
What?” question discussed by Carpenter et al. (2001) and Lesne
(2008). For an in-depth discussion on the biological features
that contribute to microbial resilience see the review by Shade
et al. (2012). For the sake of evaluating our proposed resilience

FIGURE 1 | Schematic of model system. A microbial mat has a population
of species with differing resilience. In this system, resilience is conferred by
movement, with rapid movement (green) having higher resilience than slower
movement (red). Both cells respond to a perturbation, in this case light
penetration into the mat, by moving out of the zone affected by the
perturbation. After the perturbation concludes, the cells recover their initial cell
density by moving back into the previously affected region. The faster moving
cell has a higher resilience, i.e., the ability to recover population density more
quickly, as it is capable of returning more quickly to the previously vacated
space.

measure, motility suffices to provide a good working model, with
population density as the example function of interest (or as a
proxy for community functions that are closely linked to it).

The simulation was built using Comsol Multiphysics (v.
5.0.1.276) finite element analysis software with the chemical
reaction engineering module. The microbial mat model was
implemented using the diffusion application mode, with a one-
dimensional geometry, similar to models previously described by
our group (Renslow et al., 2013a,b,c).

THE CONCEPT OF THE RECOVERY
LENGTH AND PROPOSED EXTENSION

Dai et al. (2013) proposed the half-point recovery length
definition of spatial recovery, which increases in proportion to
the loss of resilience. The half-point recovery length is defined as
Lhalf in Equation 1:

f (Lhalf) =
1
2
[f (xb) + f (xeq)] (1)

where f is the function of interest, xb is the spatial distance at
the boundary of the perturbation, f(xeq) is the functional value
at the corresponding equilibrium (e.g., unperturbed) condition
(a diagram of these terms is provided in Dai et al. (2013)
supplementary information). For our simulation, we define
f(xeq) as the functional value when it has reached 99% of its
true equilibrium value, similar to how we calculate temporal
recovery, described below. The equilibrium condition may also
be considered to be f(xeq) where the function is fully perturbed,
especially in the case where recovery length is measured at a
boundary or where a full recovery profile (i.e., one that includes
both perturbed and unperturbed equilibrium regions) may not
be available (see Dai et al., Supplementary Figures 6 and 8 for
a more detailed discussion on this special case). In cases where
the perturbation boundary is not well defined or unknown,
such as during a gradient perturbation, we assign xb to be the
spatial distance at the start of the perturbation. This does not
alter the recovery length–resilience correlation for step-change
perturbations in our model, but simply allows for quantifying
Lhalf in gradient perturbation cases. Also note that, as described
in Dai et al., function profiles are normalized by f(xeq), and all
results are shown on normalized scales for clarity and ease of
comparison.

A new measure proposed in this work, PASMORE takes into
account the shape of the perturbation, whether it follows a sharp
step-change or a gradient. PASMORE is defined as a weighted
integral, where the perturbation profile is the weighting function:

PASMORE =

∫
s
p(x)f(x)dx (2)

where f is the function of interest, p is the perturbation profile,
and PASMORE is the integral of pf over the defined system space,
S. In our simulation, the defined system space is the microbial mat
where the perturbation has effect.
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COMPARISON OF RECOVERY LENGTH
AND PASMORE IN MICROBIAL MATS
WITH NON-INTERACTING SPECIES

In Figure 2, we demonstrate how a microbial population
responds to the application and removal of a perturbation. It
is possible to see the relationship between temporal recovery
and spatial recovery. Temporal recovery is defined as the time
required for the recovery of function, in this case population
density, to 99% of its original value. In cases where spatial
recovery is correlated to temporal recovery, such as in our
simulation (Pearson product-moment correlation coefficient, i.e.,
Pearson’s r, of 1.0), spatial recovery metrics may be used as a
proxy for quantifying resilience.

It is known that perturbations, whether occurring over time
or over spatial domains, will occur frequently across gradients
of varying sharpness. For example, using the example of light as
the source of perturbation, attenuation follows an exponential
decay profile. Even when the perturbation occurs across a
gradient, rapidly motile species exhibit high resilience, meaning
in this case that they recover population density more quickly
than species with slow motility. However, as discussed by Dai
et al. (2013), half-point recovery length may fail to accurately
quantify resilience under conditions of a blurred or gradient
perturbation. We tested step-change, linear, polynomial, and
exponential perturbation gradients (data shown only for the
exponential case) (Figure 3). The ability for spatial recovery
to correlate to temporal recovery decreases as the perturbation
profiles approaches an exponential function, where all correlation
is lost (Pearson’s r of 0.0). Figure 4 demonstrates that PASMORE
is able to accurately quantify spatial recovery and maintain the
correlation to temporal recovery (Pearson’s r of 1.0) regardless

of the perturbation profile. This was true for all perturbation
gradients that we tested. Resilience arises due to the motility of
the population, thus the metric should maintain its relationship
to motility regardless of the perturbation to which it is
exposed.

QUANTIFYING RESILIENCE WITH
LIMITED PERTURBATION INFORMATION

Properly quantifying resilience using spatial metrics requires
information about the perturbation’s shape. This is true whether
PASMORE or other metrics like half-point recovery length are
used. However, in experimental systems, it may not be possible
to obtain the entire profile of a perturbation gradient. Here
we wanted to quantify the effect of limited information about
the gradient. Therefore, we examined PASMORE for use when
the exact shape of the gradient imposed by a perturbation
was uncertain. As shown in Figure 5, we compared two cases
against the full-profile PASMORE: (1) a two-point dataset to
generate a linear approximation between the start and end of the
observed perturbation and (2) a three-point dataset to generate
two linear approximations between the start and middle and
between the middle and end of the observed perturbation. Note
that only the perturbation profile was approximated, not the
population density, since it is assumed that the function of
interest, for which resilience is to be evaluated, is quantifiable.
Using sensitive measurement instruments in real systems, it is
likely that more than two or three data points of the perturbation
profile could be obtained, for example by using microelectrodes
(Nguyen et al., 2012) or NMR imaging (Renslow et al., 2010).
However, as will be demonstrated, even using a three-point

FIGURE 2 | Recovery over time is associated with recovery through the simulated microbial mat. The top profile shows the bulk population response of a
species over time: before (A), during (B), and after (C,D) a step-change perturbation is applied. Bottom figures show the species spatial distribution at each time
point. Before the perturbation (A) the species has a homogenous population density. During the perturbation (B), with perturbation profile shown as dashed gray
line), the population density is lowest in the perturbed region. After the perturbation has been removed, the species begins to recover (C) until its population density
approaches the pre-perturbed profile (D).
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FIGURE 3 | Spatial population density profiles during a perturbation and recovery time – motility relationship for two different perturbation profiles:
step-change (A,B) and exponential (C,D). The faster species (green) recovers more quickly after a perturbation than the slow species (red). Regardless of the
shape of the perturbation profile, the recovery time decreases as motility increases, verifying that resilience is higher for the faster species.

approximation, the calculation of PASMORE quickly approaches
the full-profile PASMORE. Figure 5 shows that PASMORE is
able to maintain the correlation to temporal recovery with
a two-point approximation (Pearson’s r of 0.96), and this
correlation improved with a three-point dataset (Pearson’s r of
0.99).

ANALYSIS OF A MICROBIAL MAT WITH
INTERACTING SPECIES

We investigated how resilience as measured by PASMORE would
change if two species in the mat interacted with each other.
Therefore, we modified the model to simultaneously include
two motile species that exhibited a difference in their rate
of motility, but which was dependent on the consumption of
a substrate. The substrate diffused from the top of the mat
and consumption followed Monod-type kinetics, based on the
diffusion and reaction parameters and setup of a previous
model (Renslow et al., 2013b). Such a configuration broadly
approximates the structure of a cyanobacterial mat, where the

carbon fixation upon which heterotrophs depend is maximal
near the mat surface (Lindemann et al., 2013). The case where
both species competed for the same substrate was compared
to the case where the species consumed two independent
substrates noncompetitively. Figure 6 shows the percent change
of PASMORE comparing the non-interacting to competitive
interaction cases. Compared to the non-interacting case, the
interacting species displayed an increase in PASMORE, and thus
were found to have lower resilience. Furthermore, the species
with the faster motility exhibited a larger loss of resilience
compared to the slower species. This is due to the fact that, during
perturbation, the species with higher resilience occupy a lower
nutrient zone, while the species with lower resilience are closer to
the nutrient source and are thus less affected. As such, the model
illustrates a trade-off between resource availability and stress
avoidance in these motile species; we anticipate that similar trade-
offs will exist in many spatially organized communities where
local interactions lead to gains in fitness. Finally, this simple
simulation demonstrates how PASMORE can help quantify
resilience in a case where previous metrics would not have been
meaningful.
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FIGURE 4 | Recovery time – recovery length and recovery time – PASMORE relationships for two different perturbation profiles: step-change (A,B)
and exponential (C,D). For a step-change perturbation, recovery length correctly correlates with recovery time (A), however, it is unable to correctly correlate when
the perturbation profile is exponential (C). PASMORE correctly correlates to recovery time regardless of the perturbation profile (B,D).

FIGURE 5 | In some cases, a full perturbation profile, i.e., p(x), may not be known. However, it may be possible to make a few measurements and interpolate
the perturbation profile, for example at the start and end of the perturbation profile. (A) Three demonstration cases for a measured perturbation profile: Start and end
(s.e., linear approximation), start-middle-end (s.m.e., two linear lines approximation), and full profile (full, exponential). (B) Recovery Time – PASMORE correlation to
the three measured perturbation profiles. Even in the cases where only limited information about the true perturbation profile is known, PASMORE may still correlate
well with recovery time.
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FIGURE 6 | Schematic of the model system, which has been modified to force competition between two species (one with higher resilience and one
with lower resilience) by making motility dependent on consumption of a sole nutrient, which is supplied in the liquid above the microbial mat. During
a perturbation, the nutrient concentration far from the perturbation becomes limited. The right plot shows the percent change of PASMORE when a slower species
competes for the nutrient with a faster species, compared to a non-interacting case (i.e., when the species rely on differing nutrients). The competitive interaction led
an increase in PASMORE, i.e., lower resilience, for both the slow and fast species due to the competition between species. The faster species exhibited a greater
decrease in resilience compared to the slower species.

PASMORE IN THE BROADER CONTEXT
OF SPATIAL RESILIENCE MEASURES

The capability to monitor spatial patterns of microbial function
can help elucidate the resilience of a community in cases where
temporal measurements may not have previously been practical.
Spatial measures remove the need to monitor a given function
over time, and thus a snapshot of the present community stability
can be gauged. This type of analysis may have implications
beyond the microbial world, as there are many forms of complex
networks and communities that display properties of emergent
phenomena with spatially-relevant functions. For example, the
spatial effects of social dilemmas have been investigated for
several decades (Nowak and May, 1992; Hauert, 2006) and
the frequency of human cooperation and collaboration or
selfishness and exploitation across spatial dimensions impacts the
resilience of groups of peoples and their ability to maintain high
productivity (Alvard, 2004; Jimenez et al., 2008). Furthermore,
spatial patterns of human settlements and population densities
may be related to community stability in the face of perturbation
events such as loss of water, tillable soil, hunting ground, food,
energy and other resources, as well as the related incidents of
overpopulation and politico-military conflicts (Tir and Diehl,
1998; Vandam et al., 2013). In this context, densities of
refugee settlements across countries and subsequent patterns of
repopulation of cities after wars may reveal human community
and ethno-regional group stability properties in the face of
significant devastation. Other possible application areas for
spatial measures of resilience could include aquifer-groundwater
recharge rates (Guglielmi and Mudry, 1996; Katic and Grafton,
2011), soil and vegetation health (Seybold et al., 1999; van de
Koppel and Rietkerk, 2004; Alongi, 2008; Jiang et al., 2012),
permafrost vulnerability (Jorgenson et al., 2010), coral reef
habitats (Nystrom and Folke, 2001; Cheal et al., 2013), and
fishery management (Carpenter and Brock, 2004; Kerr et al.,
2010). Indeed, understanding the resilience of biological and
non-biological systems will be critical for determining the impact
of climate change and the necessary policy changes to alleviate

negative consequences (Bloetscher et al., 2010; Cumming, 2011).
Future experiments and observations will need to be done to
determine the extent to which spatial measures of resilience, such
as PASMORE, may be used to provide insight into stability of
complex systems beyond microbial communities. Furthermore,
the ability of PASMORE to measure resilience in highly
heterogeneous, discontinuous, or physically-restricted systems
will need to be tested. It is unclear how barriers that constrain
functional recovery, whether social, cultural, financial, political,
or physical (e.g., soil and minerals at the microbial scale), will
impact the capacity of PASMORE to measure resilience.

CONCLUSION

‘Perturbation-adjusted spatial metric of resilience’ (PASMORE)
is capable of accurately quantifying spatial recovery and
maintaining the correlation to temporal recovery regardless of
the perturbation profile. In many environmental and ecological
systems, the gradient shape of the perturbation may not be
quantifiable and even the identity or type of perturbation may not
be known. However, even with limited information, PASMORE
can be calculated with approximation of the perturbation
profile to reveal a close estimate of the system’s resilience.
We envision that establishing the concept of PASMORE as a
practically useful metric of resilience requires further studies,
including investigation of the limits of using spatial recovery
in lieu of temporal recovery to quantify resilience in real
natural and engineered microbial communities and relating these
measurements to predictions of when systems are on the verge
of collapse or nearing an irreversible transition across a tipping
point. The present work provides initial foundations along this
direction.
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Many definitions of resilience have been proffered for natural and engineered ecosystems,

but a conceptual consensus on resilience in microbial communities is still lacking.

We argue that the disconnect largely results from the wide variance in microbial

community complexity, which range from compositionally simple synthetic consortia

to complex natural communities, and divergence between the typical practical

outcomes emphasized by ecologists and engineers. Viewing microbial communities as

elasto-plastic systems that undergo both recoverable and unrecoverable transitions, we

argue that this gap between the engineering and ecological definitions of resilience stems

from their respective emphases on elastic and plastic deformation, respectively. We

propose that the two concepts may be fundamentally united around the resilience of

function rather than state in microbial communities and the regularity in the relationship

between environmental variation and a community’s functional response. Furthermore,

we posit that functional resilience is an intrinsic property of microbial communities

and suggest that state changes in response to environmental variation may be a key

mechanism driving functional resilience in microbial communities.

Keywords: microbial communities, microbial ecology, resilience, resistance, robustness, stability, networks

INTRODUCTION

Microorganisms collectively exceed the biomass of all macrobiota on the planet (Whitman et al.,
1998). Communities of microbes control the biogeochemical cycles upon which all macrobiota
depend (Falkowski et al., 2008; Strom, 2008; Nazaries et al., 2013), and the role of microbial
communities in shaping human health and physiology is also increasingly appreciated (Song et al.,
2014a; Braundmeier et al., 2015; Lone et al., 2015; Sassone-Corsi and Raffatellu, 2015). Although
natural microbial communities continually respond to perturbations (Konopka et al., 2014),
their functioning can exhibit remarkable stability over time (Fuhrman et al., 2015), even under
extreme environmental variation (Shade et al., 2012b; Lindemann et al., 2013). Comprehending
the processes governing the responses of microbial communities to perturbation is critical both
to ecologists concerned with predicting effects on ecosystem function (Hooper et al., 2005) and
engineers designing communities for stable biotechnological processes (Lucas et al., 2015).

Though there is widespread interest in factors driving microbial community stability, the
conceptual bases of stability measures, like resilience, are poorly defined. A report by the
Community and Regional Resilience Institute (CARRI Report, 2013) summarized 47 definitions
of resilience used in diverse scientific areas including engineering, ecology, sociology, economics,
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and psychology. Ambiguity is found even within disciplines:
in ecology, resilience has been discussed alongside, and
sometimes interchangeably with, ∼70 other terms describing
various stability measures (e.g., resistance, sustainability, and
vulnerability; Grimm and Wissel, 1997). The conceptual
variability in ecology surrounding stability, and resilience
in particular, likely stems from system-specificity. Microbial
communities span orders of magnitude in the diversity of
their interacting components, from experimental or engineered
systems to diverse natural communities. The metrics employed
to evaluate each system’s stability are largely idiosyncratic.
The diversity of environments in which communities are
investigated, the large array of functions of interest, and
the range of research objectives concerning stability beg the
question of whether a single definition of resilience can be
universally applied across systems and scales for microbial
communities.

Seeking an integrated concept applicable to all microbial
communities, we herein compare engineering and ecological
resilience and reconcile them by arguing that resilience is
an intrinsic property of complex adaptive systems which,
after perturbation, recover their system-level functions and
interactions with the environment, rather than their endogenous
state.

ENGINEERING AND ECOLOGICAL

CONCEPTS OF RESILIENCE

Discussion of resilience in the literature often involves the
related concepts of resistance and robustness. These stability-
related properties are all concerned with the relationship between
an imposed perturbation and a system’s response (Figure 1A).
Resilience has been broadly articulated as a system’s ability
to recover from disturbance. Diverse interpretations emerge,
however, depending on what is considered “recovery” and how
that recovery is quantified. In contrast, resistance has been
defined with relatively less confusion, e.g., as the degree to which
a system’s state or function is insensitive to disturbance (Konopka
et al., 2014). As a simple distinction, resilience is concerned with
the system’s ability to recover its function post-disturbance, while
resistance is concerned with the system’s ability to maintain its
function against a perturbation. In these contexts, resilience (or
resistance) denotes the degree to which the quantitative value
of any function of interest is recovered to (or maintained at) an
initial or reference condition. As illustrated elsewhere (Carpenter
et al., 2001), systems may display significant resilience but not
appreciable resistance and vice versa. In some cases, resilience
has also been used as a synonym of robustness, described as
the system’s ability to maintain function post-disturbance (Levin
and Lubchenco, 2008). Herein we consider robustness as a
more general concept of stability that is comprised of resilience,
resistance, and other complementary properties (Shade et al.,
2012b), i.e., resilience and resistance are key components of a
system’s overall robustness.

The literature provides rich discussions of resilience, which
can be subdivided into two categories: engineering and ecological

concepts. As discriminated by Holling in his seminal paper
(Holling, 1973), engineering resilience denotes the system’s
ability to recover its pre-perturbed equilibrium state as measured
by the rate of return. The ecological concept considers a system’s
tolerance against disturbance without shifting to a new regime
governed by fundamentally different processes and mechanisms
(i.e., a domain of attraction), as quantified by the overall area
of the domain of attraction or the depth of the basin. A
domain of attraction represents a set of states converging to a
given equilibrium point (such as S3 in Figure 1B, left panel).
Both concepts of resilience have been invoked in microbial
ecology. Faithful translation of the etymon of resilience, the
Latin word resalire (literally, “to jump back”) (CARRI Report,
2013), interprets resilience as a property of elastic systems (as
in physics/material sciences) that recover their original shape
after disturbance. In this regard, Grimm and Calabrese (2011)
equated elasticity with engineering resilience. Indeed, microbial
communities share some features with elastic systems in that
they sometimes undergo internal or structural deformation (e.g.,
changes of composition or gene expression patterns) under
disturbance, yet eventually recover their original performance
(e.g., recovery of microbe-driven biogeochemical processes after
a forest fire; Tas et al., 2014). However, microbial communities
lose elasticity (i.e., fail to recover) if the applied environmental
stress exceeds a threshold, a phenomenon termed plastic
deformation. The threshold across which plastic deformation
occurs is variously called a tipping, yield, or bifurcation point
(Veraart et al., 2012). Plastic deformation is better captured
by the ecological concept of resilience. Obviously, microbial
communities are neither perfectly elastic nor plastic, but
are elasto-plastic systems. Thus, engineering and ecological
concepts that reflect these aspects of microbial communities are
complementary.

Variation in complexity between engineered and natural
communities provides rationale for both the engineering and
ecological concepts. Microbial communities in non-extreme
natural settings typically have high compositional diversity
and functional redundancy among species. As illustrated in
Figure 1B (left panel), the community composition may vary
over a certain range without affecting the function. The flat
bottom of the profile implies slow dynamics in compositional
change around a low-energy state, even in a rarely-perturbed
or constant environment. Konopka et al. (2014) hypothesized
that endogenous dynamics contribute to a community-level
functional resilience. Relating resilience to the system’s ability
to persist within a domain of attraction after disturbance
(i.e., ecological resilience), rather than the rate of return to
the initial state, makes more sense in this circumstance. In
contrast, microbial consortia with relatively lower diversity and
functional redundancy should display a sharper curve (right
panel of Figure 1B), meaning that (1) consortium-level function
is maintained only at a specific compositional state and, (2) that
the recovery to the original state after disturbance is relatively
fast. In this second case, the rate of recovery may be a better
measure of resilience (i.e., the engineering concept).

The distinction between engineering and ecological concepts
of resilience fundamentally lies in their different foci: equilibrium
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FIGURE 1 | (A) A basic concept of stability-related properties. Against external and internal perturbations, the system adapts its state, which in turn may affect its

functioning. Stability-related concepts such as resilience, resistance, and robustness are higher-order properties characterized by the system’s response to imposed

perturbations in terms of state, S or function F. In contrast, homeostasis is specifically confined to the system’s ability to maintain or recover its state. (B) Resilience in

compositionally complex, natural communities (left panel) and structurally simple, engineered consortia (right panel). On the left panel, the sequential changes from S1
to S3 and from F1 to F2, respectively, represent a temporal transition in state and function, right after disturbance. The linkage between function and state becomes

weak on the flat bottom. The right panel shows the change of the profile from natural (dotted line) to engineered settings (solid line). (C) Stability landscape displaying

the transition in state and function by perturbations. Three distinct wells denote domains of attractions (or regimes). The shift to a new regime may cause a significant

change in state, but not in function (e.g., the transition between F1 and F2) or both in state and function (e.g., the transition between F2 and F3). (D) Hysteresis

behaviors in microbial communities. The solid and dotted lines denote stable and unstable steady states, and the shaded area represents the infeasible domain that is

inaccessible. Two stable branches (i.e., lower and upper) represent the reproducibly-observed relationship between environmental variables and community function.

In the left panel, the community is initially on a lower, stable branch (i.e., F1). With the gradual change in an environmental variable, the community accordingly

changes its composition and functional values; when it crosses a tipping point, the community undergoes abrupt changes in composition and function and arrives at

an upper branch (i.e., F1). The original state and function are recovered when environmental variables decrease back through another drastic change in composition

and function along the opposite direction on crossing another tipping point. In contrast, the right panel shows the case where recovery is impossible, e.g., due to the

loss of member species or function during transition that results in a change in the shape of the hysteresis curve (as indicated by red line). In the case of repeated

perturbation, member species or functions may be sequentially lost, and we expect the shape of the hysteresis curve to change incrementally over time in

coordination with a community’s compositional or functional drift.

vs. domain of attraction; numerical values of state variables vs.
relationship between structure and function; rate of recovery
after perturbation vs. ability to absorb the effect of disturbance
(Grimm and Calabrese, 2011). In addition, we propose that the
engineering and ecological concepts represent optimization for
different objectives. Microbial consortia used for bioprocessing
are, in essence, a set of biocatalysts that convert substrates into
products. In well-designed bioreactors, where environmental
conditions are tightly controlled, collapse across a tipping point
may not be the major concern. Instead, rapid recovery after
minor disturbances (i.e., engineering resilience) is critical to
ensure consistent product quality and profit maximization. In
contrast, with respect to natural communities with complex
structure and dynamics, it would be of greater importance
to proactively identify threats to ecosystem functioning by
predicting how much additional stress a system can absorb

without failure, a main concern in ecological resilience. In this
regard, we add “maximizing system performance” vs. “preserving
desirable system function” or “optimal control” vs. “monitoring
and predicting” to the list of differences between engineering and
ecological concepts.

The distinction in categorization of communities as
“engineered” or “natural” becomes blurred in some cases.
Wastewater treatment facilities (Adrados et al., 2014; Bernstein
et al., 2014) and algal ponds (Park et al., 2011), for example,
are engineered systems designed for a specific goal (i.e.,
water purification, biofuel production, or both) but are
subject to environmental variations and influx of invasive
species. Therefore, communities in natural and engineered
environments, albeit structurally different, could be regarded as
similar systems (subject to regular or episodic perturbations) to
which an integrated concept of resilience could be applied.
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Toward this end, the theoretical underpinnings of the
engineering and ecological concepts need to be understood
more fundamentally.

RESILIENCE OF COMPOSITION,

FUNCTION, AND THE

COMMUNITY-ENVIRONMENT

RELATIONSHIP

In principle, though the resilience of any system variable could
be evaluated, a more fundamental question is at what level
resilience is an intrinsic property of microbial communities (i.e.,
endogenous state or system function) and how state changes
feed back to function. This issue has been extensively addressed
by Kitano in regards to the robustness of biological systems
(Kitano, 2004, 2007). He made a clear distinction between
homeostasis and robustness, highlighting functional robustness
as a property ubiquitously observed in biological systems, which
often change in internal structure and mode of operation to
preserve specific system functions against perturbation. We posit
that Kitano’s assertion, formulated to describe the behavior of
single organisms, can be extended to describe the behavior of
microbial communities. Thus, the translation of Röling et al.
(2007) can be extended from enzymes in the cell to microbial
species in a community.

In contrast to single organisms, microbial communities
rarely have obvious physical boundaries that circumscribe the
system, although locality of interactions is a hallmark of such
communities (sensu Konopka) (Konopka, 2009). We could,
however, assume a hypothetical boundary encompassing all
interacting species and treat the community as a supra-organism,
though, in practice, community boundaries are operationally
defined. The individual components that constitute such a
supra-organism can then, in toto, be considered to be the
system’s state variables, which include relative abundances
of individual species, energy and material exchange across
species (i.e., interspeciesmetabolic interactions), organismal gene
expression patterns, and so forth. Community-level functions
are then aggregate properties, such as the total growth rate
and net uptake or production rates of metabolites. In practical
terms, when discussing the resilience of microbial communities,
it is the observer’s task to unambiguously define both the
system boundary and the function of interest measured in the
community within that boundary. Theoretically, any variable or
component of the community may be defined as the function of
interest, and resilience of that function is necessarily relative to
a specific perturbation. This is the “What to What?” approach
detailed by Carpenter et al. (2001), which alleviates confusion of
what quantified resilience signifies by supplying details regarding
the system, the observed function, the cause and scale of
perturbation, and the dimension of recovery.

Following Kitano, we argue that resilience is an intrinsic
property of microbial communities that recover system-level
functions after perturbation, instead of recovering a given
endogenous state. Two related sub-hypotheses (SH) can be
distinguished. SH1: the probability of a given community

function being resilient (that is, capable of regaining its pre-
perturbation value) is hierarchical (i.e., pcomm > pspec >

psubcell, where pcomm, pspec, and psubcell denote those probabilities
of community-level, species-level, and subcellular variables,
respectively), and SH2: the probability gap for functional
resilience at different levels of organization is unequal (i.e.,
pcomm − pspec < pspec − psubcell). Together, these hypotheses
imply that: (1) the intracellular state of an organism may change
without affecting organism-level functions; (2) the function
of organisms may change without impacting community-level
functions; and (3) changes in community-level function happen
at a relatively lower frequency than in organism-level function,
which occur at lower frequency than intracellular state changes.
While cases where this does not hold exist (e.g., Faith et al.,
2011), examples for SH1 are commonly observed, e.g., changes in
gene expression patterns are more susceptible to environmental
variation than microbial growth rates and metabolic flux
distributions (Ishii et al., 2007; Tang et al., 2009; Song et al.,
2014b, 2015). Likewise, the resilience and functional stability in
communities often arise as a result of significant compositional
changes (Konopka et al., 2014). SH2 examples include cases
where resilience of a community’s composition and its function
are closely linked, i.e., the gap between pcomm and pspec is small.
In a number of cases reported in the literature, the compositional
resilience in microbial communities is shown to be comparable
to functional resilience (Allison and Martiny, 2008; Shade et al.,
2012a). Indeed, overall community function would be affected by
compositional change even in cases where the role of one species
can be replaced by other functionally-redundantmembers, unless
the loss is not quantitatively compensated. It should be noted,
however, that composition-function relationships depend on
many factors including the specific function of interest, how
many taxa perform the chosen function, and in what regime
experimental data were collected. Thus, although we uphold the
position that microbial communities are more likely to recover
function, rather than composition, we regard compositional
change as a potential governing mechanism of the whole system’s
resilience. To illustrate how community-level function can be
maintained by changing internal state, we constructed a tutorial
network representing a microbial community and simulated its
responses to changes in environmental variables (Supplementary
Material).

With a focus on the community-level performance, we restate
the engineering concept of resilience as the rate of the system’s
recovery of its pre-perturbation function. This function-centered
concept is linked to the ecological concept because the latter
tolerates state changes that do not impact the overall function
of interest. While exceptions exist, the tolerable magnitude of
disturbance (the ecological concept) and the system dynamics
(the engineering concept) are correlated around tipping points,
i.e., systems nearing tipping points display peculiar behaviors
such as slow recovery and magnified variations of state and
functions (Dai et al., 2013). Thus, slow recovery of the ecosystem
from disturbance may be an indicator of approaching a tipping
point (Van Nes and Scheffer, 2007; Dai et al., 2012; Griffiths
and Philippot, 2013; Dakos and Bascompte, 2014). The function-
based view also expands the concept of a domain of attraction
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in ecological resilience. The stability landscape in Figure 1C, for
example, shows three distinct domains of attraction. Suppose that
the community performance at each regime ismeasured as F1, F2,
and F3 (F1 ≈ F2 > F3), and its initial state is S1. In this case, we
can consider the community to display resilience if the system
returns (after perturbation) either to Regime 1 or to Regime 2. In
this regard, Regimes 1 and 2 may be taken together as essentially
the same functional domain.

Assessing resilience is challenging when microbial
communities are subject to slow, chronic perturbation (e.g.,
climate change), or periodic environmental disturbances (e.g.,
temperature change during diel or seasonal cycles). Under such
circumstances where the system’s state, functions, and stability
landscape are continually changing, it becomes unclear how to
define a “pre-perturbed” condition for engineering resilience and
a domain of attraction for ecological resilience. With respect to
environmental variations that are much slower than the system’s
intrinsic dynamics, microbial communities may have sufficient
time to adapt their endogenous state to the environment. We
argue that this is the reason why some communities develop
a stable relationship with their environment. Furthermore, the
regularity in the relationship between environmental variation
and the community’s functional response is a fundamental aspect
of resilience in that it applies to both fluctuating and constant
environments. That is, microbial communities can be said to
exhibit resilience as long as their functional interactions with
the environment are reproducibly observed (Fuhrman et al.,
2015). This idea of relational resilience (i.e., resilience of the
relationship between environmental conditions and community
function) provides fresh insight into system behavior at and
around tipping points. On the left panel of Figure 1D, two stable
branches of the hysteresis curve denote two unique relationships
between the community function and environment. A tipping
point is then defined as the condition across which a shift in the
community-environment interaction occurs. Such non-linear
hysteresis behavior has been observed in laboratory (Kim et al.,
2012; Song and Ramkrishna, 2013) and ecological systems,
e.g., coral reef-dominated vs. macroalgae-dominated state
(Hughes et al., 2010); tropical forest vs. savanna vs. treeless
state (Hirota et al., 2011). Early detection of nearby tipping
points in ecosystems is therefore of practical importance before
transition to an undesirable state and potentially permanent
loss of critical functions. It may happen that key member
species are lost during steady or abrupt change in environmental
conditions. The resulting reduced diversity may lead to the
change of stability landscape and subsequently the shape of
the hysteresis curve so that catastrophic transition is very slow
to recover or even irreversible (the right panel of Figure 1D).
In this case, directly restoring lost members could be required
to recover the systems’ original functionalities. For example,
pseudomembranous colitis is a condition in which Clostridium
difficile dominates the gut microbiome after antibiotic treatment
suppresses the normal, commensal microbiota. The measurable
diversity of the C. difficile-dominated gut community is reduced
compared with healthy controls (Song et al., 2013; Schubert et al.,
2014), and large populations of C. difficile are difficult for normal
commensal organisms to displace as these organisms enter

the gut. Restoring members lost from the community through
fecal transplantation has been effective in rapidly restoring
the dysbiotic gut community to a more normal microbiome
(Weingarden et al., 2015). Although restoring lost diversity
imparts resilience to the community, similar approaches may be
difficult for large-scale ecosystems, highlighting the importance
of detecting diversity loss through continual monitoring and
predicting the effects of environmental changes on community-
and ecosystem-level responses.

CONCLUSIONS AND FUTURE RESEARCH

NEEDS

Moving toward an integrated framework for understanding
microbial community resilience, we propose reconciling
concepts of engineering and ecological resilience through (1)
consideration of microbial communities as systems that undergo
both elastic and plastic deformation, and (2) defining resilience
as the rate of recovery of a function of interest. Refocusing on the
system’s fundamental characteristics (such as the community-
level functions and community-environment relationships) not
only minimizes conceptual variation across different resilience
definitions, but also provides a deeper understanding of the
intrinsic community properties. In parallel, from a practical
point of view, it is also of great importance to develop rational
methods for quantifying microbial community resilience and
predicting approaching tipping points.

Future research will need to address several important,
unresolved issues—primarily, the identification of fundamental
mechanisms responsible for microbial community resilience. For
example, redundancy, diversity, and modularity are frequently
advanced as mechanisms for robustness in complex systems
(Kitano, 2004), but in some cases, and particularly in structurally
simple consortia, they may not be directly related to resilience.
The question remains: what unifying mechanisms impart
resilience across both structurally simple and complex microbial
communities? While the concept of networked buffering offers
a potential mechanism (Whitacre and Bender, 2010; Konopka
et al., 2014), rigorous analysis of microbial communities has
yet to be performed. Another issue is the possible occurrence
of trade-offs between system robustness (or resilience) and
performance (Kitano, 2007) or trade-offs between robustness
with respect to distinct perturbations (e.g., the conservation
principle as discussed by Doyle and colleagues; Carlson and
Doyle, 1999; Csete and Doyle, 2002). One major question
is to what degree do resilience mechanisms identified for
microbial communities overcome such trade-offs? Finally, the
principles for structural organization of microbial communities
as robust networks need to be further examined, as little is
known about the general topological characteristics of microbial
association networks and their relationships to resilience.
Critical questions include: how does the compartmentalization
of genes into a network of species affect the structural and
higher-order properties of microbial communities; and are
microbial community properties better understood as networks
of species or networks of genes? Future research focusing on
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these issues will significantly advance our capability for the
design, prediction, and control of microbial communities and
maintenance of the critical ecosystem services they provide.
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Plants affect microbial communities and abiotic properties of nearby soils, which in turn

influence plant growth and interspecific interaction, forming a plant-soil feedback (PSF).

PSF is a key determinant influencing plant population dynamics, community structure,

and ecosystem functions. Despite accumulating evidence for the importance of PSF

and development of specific PSF models, different models are not yet fully integrated.

Here, we review the theoretical progress in understanding PSF. When first proposed, PSF

was integrated with various mathematical frameworks to discuss its influence on plant

competition. Recent theoretical models have advanced PSF research at different levels

of ecological organizations by considering multiple species, applying spatially explicit

simulations to examine how local-scale predictions apply to larger scales, and assessing

the effect of PSF on plant temporal dynamics over the course of succession. We then

review two foundational models for microbial- and litter-mediated PSF. We present a

theoretical framework to illustrate that although the two models are typically presented

separately, their behavior can be understood together by invasibility analysis. We

conclude with suggestions for future directions in PSF theoretical studies, which include

specifically addressing microbial diversity to integrate litter- and microbial-mediated PSF,

and apply PSF to general coexistence theory through a trait-based approach.

Keywords: coexistence, litter-mediated feedback, Lotka-Volterramodel, microbial-mediated feedback, invasibility

analysis, spatial-explicit model

Introduction

One of the fundamental goals of plant ecology is to understand the maintenance mechanisms of
plant species coexistence (Chesson, 2000). Many hypotheses have been proposed, including the
resource competition theory (Hsu et al., 1977; Tilman et al., 1981), two-way trade-off models
(Tilman, 1994), and the three-way trade-off strategy model (Grime, 1977). Other theories, such
as the neutral theory (Hubbell, 1997) and the metacommunity theory (Leibold et al., 2004), address
stochastic and spatial processes as well as deterministic processes. These theoretical frameworks
and subsequent accepted viewpoints in plant ecology implicitly rely on environmental determinism
(i.e., a unidirectional effect of the abiotic environment on the plant community and unidirectional
adaptation of organisms to the given environment). This concept is widely accepted despite the fact
Tansley (1935), a plant ecologist, first proposed the term “ecosystem” precisely to address feedback
among organisms and the abiotic environment. The resource competition theory (Tilman, 1982)
examines the effect of individuals on environmental resource availability, however its competitive
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outcome depends on rates of external resource supply.
An alternative investigative approach in plant community
ecology, plant-soil-feedback (PSF), emphasizes the bidirectional
interaction between growth limiting factors in soil and plant
population and community dynamics (Berendse, 1994; Bever
et al., 1997). Plants can affect soil properties, which in turn
alter plant growth, survival, reproduction, and competition,
subsequently acting as the driving forces for community
composition and function. In this sense, Jones et al. (1994)
appropriately characterized plants as fundamental ecosystem
engineers.

Theoretical advances in PSF research have primarily focused
on two major drivers: soil microbes and soil nutrients (see
Ehrenfeld et al., 2005 for other factors, and van der Putten
et al., 2013 for a comprehensive empirical review). Soil microbes
interact with plants, providing diverse functional roles and
are responsible for “microbial-mediated” PSF. Plants ‘cultivate’
local microbial communities surrounding plant roots (i.e.,
species-specific root-associated microbes, including beneficial
and detrimental groups), which in turn affects plant performance
(Bever et al., 1997; Bever, 2003). On the other hand, the
feedback mechanisms mediating soil nutrient availability and
the subsequent nutrient cycling between above- and below-
ground ecosystem components are often referred to as “litter-
mediated” PSF. Soil nutrient availability is determined by organic
carbon and plant litter mineralization, which is controlled by
plant species specific traits (e.g., litter production rate and its
chemistry, Binley and Giardina, 1998) and can influence plant
competition outcome (Berendse et al., 1987, 1989; Berendse,
1994). Although, the two mechanisms are commonly discussed
individually, under some scenarios, the two main mechanisms
are shown to interact and are in fact tightly linked. For
example, litter-mediated PSF is also mediated by soil microbial
decomposers such as saprophytic bacteria and fungi (Miki et al.,
2010; Miki, 2012).

Although, empirical studies have increased our general
understanding of PSF, many ecological models are constructed
to examine PSF processes for specific species or ecosystems.
General PSF mathematical theory remains under-explored, thus
hindering comprehensive understanding of the importance of
PSF and the roles of belowground microbial-mediated processes
in structuring terrestrial ecosystems. Clearly, PSF theory requires
development to better understand various plant community
properties, including the number of coexisting species (e.g.,
Molofsky and Bever, 2002; Mazzoleni et al., 2010), species
abundance and distribution (e.g., Mack and Bever, 2014),
transient successional patterns (e.g., Fukami and Nakajima,
2013), and species spatial and temporal distribution (e.g.,
Molofsky et al., 2002).

In this article, we summarize how PSF concepts have been
integrated into ecological modeling studies, with particular
focus on topics related to plant species coexistence and spatio-
temporal dynamics (see Table 1 for a list of theoretical studies
along with their corresponding modeling framework category).
We subsequently reanalyzed two fundamental mechanistic PSF
models (i.e., Berendse, 1994; Bever et al., 1997), which are
the foundation of current theoretical models, and compared

them with the classic Lotka-Volterra competition model. Our
results demonstrated how the application of invasibility analysis
elucidated behaviors of different PSF models by generating
coexistence criteria with similar ecological interpretation.
Moreover, invasibility analysis provided superior ideas for soil-
centered (or microbe-centered) views in PSF studies, resulting
in a revised PSF metric which will aid in future theoretical
development in microbial ecology. Finally, we proposed new
research directions to integrate litter- and microbial-mediated
PSF, and apply trait-based modeling approaches to predict
species’ PSF and coexistence.

Theoretical Development and Modeling
Achievements for PSF

PSF Effects on Plant Competition Outcome and
Species Coexistence
Theoretical PSF studies were first proposed to examine how PSF
contributes to the coexistence of competing plant species. Bever
et al. (1997) (hereafter Bever’s model) conducted pioneering
research leading to the microbial-mediated PSF model, which
incorporated reciprocal interactions and frequency dependency
among plants and soil microbial communities. Bever’s model
proposed that the final fate of a plant community can be
predicted by the overall effect of soil microbial communities on
both plant species (i.e., an interaction coefficient, IS). Bever’s
model predicted that two plant species can coexist cyclically
due to microbial-mediated PSF when both species generate PSF
which decreases its relative growth rate (i.e., negative microbial-
mediated PSF in terms of negative IS). However, the model
predicted that single species dominance is reached when both
plants species generate PSF which increases its relative growth
rate (i.e., positive microbial-mediated PSF in terms of positive
IS). It is important to note that the community-level outcome
of PSF (i.e., predicted by the sign of IS) cannot be directly
inferred by the interaction type between soil microbes and its
host (Bever et al., 1997). For example, if the mycorrhizal fungi
delivers more benefit to the competitor compared to that to its
host, competing plant species can coexist as PSF would decrease
the relative growth rate of its host (i.e., negative IS despite positive
plant-microbe interaction; Bever, 1999, 2002; Umbanhowar and
McCann, 2005). Likewise, pathogens can increase the relative
growth rate of its host and result in single species dominance
if it has stronger suppression on the growth of the competitor
(i.e., positive IS despite negative interaction with its host). A
later version of Bever’s model incorporated PSF into a two
species Lotka-Volterra model and demonstrated coexistence can
be promoted by a negative PSF, even under strong competitive
interactions and fitness differences between the two plant species
(Bever, 2003). Individual-based simulation models incorporating
the PSF concept made similar predictions (Bonanomi et al.,
2005; Petermann et al., 2008), and further suggested that the
magnitude of population oscillations depends on negative PSF
strength. However, Revilla et al. (2013) performed a complete
analysis of Bever’s model and suggested population cycling
under negative PSF (i.e., in terms of negative JS, a modified
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TABLE 1 | Theoretical plant-soil feedback models reviewed in this article.

Author (year) Main PSF mechanisms (model type)† Study detail (plant community processes)§

Adler and Muller-Landau, 2005 Microbial-PSFa Plant and natural enemy dispersal distance (SS, SD)

Aguilera, 2011 Microbial-PSFb Density-dependency of plant microbe interactions (PI)

Berendse et al., 1987 Litter-PSFb Species-specific litter chemistry (SC)

Berendse et al., 1989 Litter-PSFb Species-specific litter chemistry (SC)

Berendse, 1994 Litter-PSFb Species-specific litter chemistry (SC)

Bever et al., 1997 Microbial-PSFb LV-type plant-microbe interactions (SC)

Bever, 1999 Microbial-PSFb LV-type plant-microbe interactions (SC)

Bever, 2003 Microbial-PSFb LV-type plant-microbe interactions (SC)

Bever et al., 2010 Microbial-PSFb Microbial-mediated plant niche partitioning and PSF (SC)

Bonanomi et al., 2005 No specific mechanisma Negative PSF and population dynamics (SC, SD)

Clark et al., 2005 Litter-PSFb Species-specific litter chemistry (SC)

Daufresne and Hedin, 2005 Litter-PSFb Resource ratio hypothesis and nutrient cycling (SC)

Dickie et al., 2005 Microbial-PSFa Distance-dependent interaction strength (SS)

Eppinga et al., 2006 Microbial-PSFb Nonlinear LV-type plant-microbe interactions (PI)

Eppinga et al., 2011 Litter-PSFb Species-specific litter chemistry and trait evolution (PI)

Eppstein et al., 2006 No specific mechanisma Community dynamics and frequency dependency (SS, SC)

Eppstein and Molofsky, 2007 No specific mechanismb Invasion dynamics and frequency dependency (PI, SC)

Fukami and Nakajima, 2013 No specific mechanisma Transient dynamics and delayed convergence (SD)

Fukano et al., 2013 Microbial-PSFc Disturbance regime (PI)

Kulmatiski et al., 2011 Microbial-PSFb Multi-species LV-type plant microbe interaction (SC)

Kulmatiski et al., 2012 Microbial-PSFc Multi-species biomass-explicit plant-microbe interaction (BEF)

Loeuille and Leibold, 2014 No specific mechanisma Species diversification and macro-ecological patterns (SD)

Levine et al., 2006 Microbial-PSFd Spatial scale and invasion velocity (PI, SS)

Mack and Bever, 2014 Microbial-PSFa Plant dispersal and PSF interactions scale (SRA, SS)

Mangan et al., 2010 Microbial-PSFa Negative PSF and Janzen-Connell hypothesis (SD, SRA)

Mazzoleni et al., 2010 Litter-PSFb Autotoxicity and latitudinal diversity gradient (SD)

Miki and Kondoh, 2002 Litter-PSFb Species-specific litter chemistry (PI, SC)

Miki et al., 2010 Litter- and microbial- PSFb Decomposer diversity (SC)

Miki, 2012 Litter- and microbial- PSFb Decomposer diversity (PI)

Molofsky et al., 2001 No specific mechanisma Coexistence under positive PSF (SS, SC)

Molofsky and Bever, 2002 No specific mechanisma Positive PSF and unsuitable habitats (SS, SD)

Molofsky et al., 2002 No specific mechanisma Plant dispersal and PSF interactions scale (SS, SC)

Mordecai, 2013a Microbial-PSFc Generalist pathogen and pathogen spillover (SC)

Mordecai, 2013b Microbial-PSFc Generalist pathogen and pathogen spillover (SC)

Mordecai, 2015 Microbial-PSFc Generalist pathogen and storage effect (SC)

Petermann et al., 2008 Microbial-PSFa Janzen-Connell hypothesis (SD)

Revilla et al., 2013 Microbial-PSFb LV-type plant-microbe interactions (SC)

Schnitzer et al., 2011 No specific mechanismb LV-type plant-microbe interactions (BEF)

Sedio and Ostling, 2013 Microbial-PSFa Natural enemy host specificity and Janzen-Connell hypothesis (SD)

Suding et al., 2013 No specific mechanisma Invasion dynamics and enemy release (PI)

Turnbull et al., 2010 Microbial-PSFc Invasive species spread (PI)

Umbanhowar and McCann, 2005 Microbial-PSFb Plant-mycorrhizal fungi interactions (SC)

Zee and Fukami, 2015 No specific mechanisma Species loss following habitat fragmentation (SD)

Studies are selected if it considers the effect of microbial-mediated PSF and/or litter-mediated PSF on plant competition outcome or community structure. As a result, models investigating

the effect of plant-microbial interaction and nutrient cycling on the growth of a single plant species, as well as those focusing on disease dynamics, are not included.
†
Model type: astochastic cellular automata; bordinary differential equations; cdifference equations; d integrodifference equations. §Plant community process: SC, species coexistence;

PI, plant invasion; BEF, biodiversity-ecosystem functioning relationship; SRA, species relative abundance; SD, species diversity; SS, spatial structure.

version of IS in Bever’s model) might occur in the form
of heteroclinic cycles, which can enable stochastic extinction
in real empirical systems. Recent theoretical studies with an
emphasis on microbial-mediated PSF have also extended Bever’s

model to multiple species (Bonanomi et al., 2005; Petermann
et al., 2008; Kulmatiski et al., 2011, 2012). For example, a
three-species version of Bever’s model showed PSF played a
critical role in predicting rank order abundance of experimental

Frontiers in Microbiology | www.frontiersin.org October 2015 | Volume 6 | Article 1066 | 143

http://www.frontiersin.org/Microbiology
http://www.frontiersin.org
http://www.frontiersin.org/Microbiology/archive


Ke and Miki Modeling framework for plant-soil interaction

plant communities, and the PSF model made better predictions
compared with a pure competition model (Kulmatiski et al.,
2011).

Theoretical studies on litter-mediated PSF investigated the
influence of plant litter quality on soil nutrient availability,
and how changes in soil nutrient availability alter plant
competition (pioneered by Berendse et al., 1987, 1989; Berendse,
1994). When plants compete for a single growth limiting
factor in the soil (e.g., inorganic nitrogen), a difference in
plant growth response to different nutrient levels (i.e., a
tradeoff) is often necessary for litter-mediated PSF to alter
competitive outcomes (Miki and Kondoh, 2002; Clark et al.,
2005). Berendse (1994) used ordinary differential equations to
build simple ecosystem models to demonstrate community-level
outcomes depended on a combination of the plant species’
litter quality and nutrient uptake strategies. Plant species
with growth advantages in nutrient-rich soils reinforced their
dominance by producing rapidly decomposing litter. Similarly,
plant species more competitive in nutrient-poor sites increased
their dominance by producing slowly decomposing litter. Both
trait combinations resulted in nutrient availability that favors
the resident plant (i.e., positive litter-mediated PSF), leading
to competitive exclusion of its competitor (Berendse, 1994), or
alternative stable states differing in species composition (Clark
et al., 2005) or species richness (Miki and Kondoh, 2002; Miki
et al., 2010). In contrast, coexistence was facilitated if plant
species influenced the nutrient cycle to reinforce the persistence
of its competitor (i.e., negative litter-mediated PSF). Some studies
integrated litter-mediated PSF with Tilman’s (1982) resource
ratio theory to consider multiple limiting factors in the soil
and plant stoichiometry (Daufresne and Hedin, 2005; Eppinga
et al., 2011). This theoretical framework also demonstrated that
whether litter-mediated PSF enhances or suppresses coexistence
was dependent on the trait combination of competing plants
species (Daufresne and Hedin, 2005). Simple litter-mediated
PSF models were also extended to examine more detailed
nutrient cycling, emphasizing the importance of environmental
factors (Miki and Kondoh, 2002), litter quality attributes other
than decomposition rates (e.g., the recycled proportion, Clark
et al., 2005), different plant-available nutrient types (Clark et al.,
2005; Daufresne and Hedin, 2005), and litter effects other than
soil nutrient availability (Eppinga et al., 2011) on community
outcomes driven by litter-mediated PSF.

PSF Models that Go Beyond Species Coexistence
Recent theoretical studies go beyond discussing coexistence of
few plant species, and have applied PSF as amechanism to explain
other macro-scale community patterns (see Bever et al., 2010; van
der Putten et al., 2013 and references therein). The relationship
between PSF and plant diversity is one topic that has received a
great deal of interest. Many empirical studies revealed negative
microbial-mediated PSF acted as a mechanism for the Janzen-
Connell hypothesis (Janzen, 1970; Connell, 1971), contributing
to negative density-dependent (Bell et al., 2006; Yamazaki
et al., 2008; Bagchi et al., 2010, 2014) and distance-dependent
(Augspurger, 1983; Packer and Clay, 2000; Swamy and Terborgh,
2010) seedling mortality. These mortality patterns resulted from

negative PSF, which enhanced plant diversity; and simulation
models suggested the greatest diversity was attained when
natural enemies were host-specific (Sedio and Ostling, 2013).
Furthermore, a species’ relative abundance in a community was
predicted by the PSF strength it experienced; plant species with
lower abundance suffered stronger negative PSF (Klironomos,
2002; Mangan et al., 2010; but see Reinhart, 2012). Mangan et al.
(2010) applied a spatially explicit cellular automata model to
confirm the positive relationship between species’ PSF strength
and species relative abundance by parameterizing the model
with field-measured PSF strength. Additional work on the model
confirmed the positive relationship was robust for different forms
of life-history tradeoffs (e.g., tradeoffs between mortality and
establishment rates) (Mangan et al., 2010; Mack and Bever,
2014).

Large-scale studies suggested that the stronger negative
microbial-mediated PSF at lower latitude regions contributed to
its higher plant species richness (Johnson et al., 2012). Mazzoleni
et al. (2010) constructed an ecosystem model considering
“resource-waste” (i.e., “autotoxicity” via intra-specific toxic
compounds, Mazzoleni et al., 2007) during litter decomposition
as a source for negative litter-mediated PSF. Autotoxicity has
the potential to suppress plant growth directly by harming
plant tissue or indirectly by exacerbating detrimental pathogen
effects (Mazzoleni et al., 2007, 2010; Bonanomi et al., 2010).
The ecosystem model indicated that as litter decomposition rate
increased from higher to lower latitude, so did the level of
autotoxicity, generating stronger negative density-dependency
and supporting higher species richness at lower latitudes. The
model also showed that washing of autotoxicity removed negative
PSF effects and decreased species richness, a potential mechanism
to explain differences in plant species richness between flooded
and non-flooded communities at the same latitude (Mazzoleni
et al., 2010).

At the interface between community and ecosystem ecology,
PSF was also proposed to contribute to the biodiversity-
ecosystem functioning relationship, with particular focus on
productivity (i.e., higher plant diversity leads to increased
productivity, also known as overyielding). Loreau and Hector
(2001) attributed an asymptotic productivity increase to either
sampling effect or niche complementary due to a rise in species
diversity (Loreau and Hector, 2001; but see Hector et al., 1999;
Miki, 2009; Cardinale et al., 2012 for diversity-productivity
patterns other than asymptotically increase). Soil microbes,
particularly host-specific pathogens, were recently proposed
as another potential mechanism involved in the diversity-
productivity relationship. Studies showed that negative density-
dependent effect of pathogens were diluted as plant species
diversity increased since the proportion of self-cultivated soil
decreased, resulting in higher plant productivity (Maron et al.,
2011; Schnitzer et al., 2011). Empirical studies supported this
mechanism; compared withmonocultures, plants overyield when
grown in a soil mixture cultivated with different plant species
(Kulmatiski et al., 2012; Hendriks et al., 2013), while sterilizing
the soil eliminated the positive relationship (Maron et al., 2011;
Schnitzer et al., 2011). In addition, Hendriks et al. (2015) found
spatial heterogeneity in soil biota created by highly diverse
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communities also contributed to plant avoidance of host-specific
pathogens. Schnitzer et al. (2011) used a simple Lotka-Volterra
type model to illustrate that the classic asymptotic diversity-
productivity relationship appeared only in the presence of host-
specific pathogens. The pathogen effects were stronger, and the
plant productivity saturation point occurred at higher plant
diversity, when operating together with niche complementary
(i.e., comparing neutral and non-neutral models). Based on
Bever’s PSF model, Kulmatiski et al. (2012) developed a
biomass-explicit multi-species PSF model to directly examine the
influence of PSF on biomass production. Their model suggested
that dilution of species-specific soil biota effects, resulting from
increased plant diversity, can result in over- and under-yielding,
depending on the sign of species’ PSF (i.e., negative or positive,
respectively). In addition, the negative relationship between
PSF strength and over-yielding became stronger with increasing
species richness. Empirical results supported model predictions,
however results also indicated further information regarding
plant community structure (e.g., presence or absence of nitrogen-
fixing plants) would provide useful information for future studies
(Kulmatiski et al., 2012). Although, theoretical studies linking
microbial-mediated PSF and diversity-productivity relationships
are growing, to our knowledge models related to this topic
have not explicitly considered litter-mediated PSF and nutrient
cycling.

Finally, the impact of PSF on invasion success has been
another rapidly growing research area (empirical studies
reviewed in Mitchell et al., 2006; Reinhart and Callaway, 2006;
Inderjit and van der Putten, 2010; Suding et al., 2013). In general,
PSF facilitates invasion when exotic plant species experience
weaker negative PSF (or benefit from stronger positive PSF)
compared to native plant species (Reinhart and Callaway,
2006). Keane and Crawley (2002) proposed the “enemy-release
hypothesis,” which stated that by migrating from their native
range, exotic species escaped species-specific specialized natural
pathogens. Consequently, exotic species experienced reduced
negative microbial-mediated PSF in the new region and became
successful invaders (Keane and Crawley, 2002; Klironomos,
2002; Mitchell and Power, 2003; Callaway et al., 2004). Further,
theoretical studies suggested the effectiveness of enemy-release
depended on the diversity of the native community (Turnbull
et al., 2010), the functional response between plant growth
and soil microbial density (Aguilera, 2011), the disturbance
regime (Fukano et al., 2013), and the invader competitive ability
on the native species’ cultivated soil environment (Eppstein
and Molofsky, 2007; Turnbull et al., 2010; Suding et al.,
2013). In some cases, soil-borne pathogens might still facilitate
invasion, even if the invader is not enemy-released. This happens
when the invader attracts generalist pathogens, which have
stronger negative effects on native plant species, a scenario
termed the “enemy-accumulation hypothesis.” This scenario
was first proposed by Eppinga et al. (2006) using a non-linear
extension of Bever’s model to explain the success of Ammophila
arenaria invasion in California, which was a successful invader
despite suffering similar pathogen suppression as that in its
native European range (Bever et al., 1997; Beckstead and
Parker, 2003). The effects of generalist pathogens on plant

invasion have also been studied under the “pathogen spillover”
hypothesis, where invasive plant species with greater pathogen
tolerance gain advantage by transmitting the shared pathogens
to less tolerant native plant species (Beckstead et al., 2010).
Pathogen spillover can lead to competitive exclusion of natives,
coexistence, or priority effects (Mordecai, 2013a,b). In addition to
microbial-mediated PSF, litter-mediated PSF can also influence
the outcome of exotic plant invasion. Specific combinations of
litter decomposability and nutrient uptake strategies will generate
positive litter-mediated PSF for the invader (Miki and Kondoh,
2002). When linking litter-mediated PSF with invasion, studies
have also discussed its effect on resources other than soil nutrient.
The effect of invader’s litter on the local light environment
has been of particular interest. Results of studies indicated that
invaders’ litter accumulation will decrease light availability by
shading, while simultaneously increasing soil nutrient availability
via litter decomposition. Studies suggested that the combined
impact of invader litter facilitated invasion non-additively when
the invader is a weaker competitor for soil nutrients but a better
competitor for light (Farrer and Goldberg, 2009; Eppinga et al.,
2011).

The Importance of Spatial Scale on PSF Effects
One simplification made in many PSF models is the assumption
of a well-mixed soil environment, which neglects the fact
that plant dispersal and PSF usually operate locally. However,
empirical evidence often revealed that the interaction between
plants and soil microbes are highly distance-dependent and can
influence plant spatial patterning (Augspurger, 1983; Packer and
Clay, 2000; Reinhart et al., 2003; Dickie et al., 2005; Swamy and
Terborgh, 2010). Eppstein et al. (2006) applied spatially explicit
models to investigate the importance of space on PSF outcomes;
results differed from the well-mixed models and provided new
insights into the value of PSF and plant spatial patterning. In
addition, the prediction from Bever’s model regarding PSF sign
and plant competition outcome had been extensively studied
(Bever et al., 1997; Molofsky et al., 2001, 2002; Molofsky and
Bever, 2002; also reviewed in Bever, 2003 and Bever et al., 2012).
Molofsky et al. (2002) showed that under a spatially explicit
modeling framework the prediction that negative PSF facilitated
plant coexistence was generally not altered (but see Bever et al.,
1997 for the case when two plants exhibited different dispersal
ability). Plant coexistence was maintained by negative PSF, while
a large array of different spatial patterns was observed, ranging
from near random, clumped, to band formation distributions.
The spatial patterning of competing plant species depends on the
relative spatial scale of dispersal and PSF, as well as the negative
PSF strength (Molofsky et al., 2002). However, the prediction that
positive PSF leads to single species dominance was altered when
considering the spatial aspects of PSF. Studies demonstrated
that under certain initial conditions, positive PSF can lead
to the formation of self-maintained monomorphic patches,
promoting long-term coexistence at the regional scale via the
maintenance of spatial heterogeneity (Molofsky et al., 2001;
Molofsky and Bever, 2002). Moreover, the probability of species
coexistence was greater when positive PSF existed compared with
the absence of PSF (i.e., a neutral case), and coexistence was
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more effectively maintained when positive PSF operated at a
local scale (Molofsky et al., 2001; Molofsky and Bever, 2002).
This unique prediction was maintained even when the model
was generalized to consider asymmetric frequency-dependent
strength between competing plant species (Eppstein et al., 2006).
Dickie et al. (2005) demonstrated that mycorrhizal-generated
positive PSF and plant-plant competition showed different
distance-dependent patterns. By integrating empirical evidence
into a spatially explicit model, results indicated a net mycorrhizal
effect facilitating seedling growth occurred only at low plant
densities, thus potentially promoting species coexistence and
diversity (Dickie et al., 2005). These theoretical achievements
suggested that when spatial structure of interactions was
considered, the predicted species monoculture associated with
positive PSF was mitigated and coexistence was maintained at
larger spatial scales.

In addition to the coexistence patterns between two plant
species, other macro-scale community patterns generated by
PSF have also been examined under a spatial framework. By
considering spatial structure and heterogeneous landscape (i.e.,
with unsuitable habitats conditions), Molofsky and Bever (2002)
suggested that positive PSF can maintain community species
diversity for a much longer time period if PSF operated at a
local scale. For negative microbial-mediated PSF to effectively
promote species richness, local microbial and plant dispersion
was required to generate clumped adult distribution and strong
negative density-dependency for seedling survival (Adler and
Muller-Landau, 2005; Petermann et al., 2008). The positive
relationship between species’ PSF strength and its relative
abundance (Mack and Bever, 2014), as well as evolutionary
diversification (Loeuille and Leibold, 2014), were also only
observed when the scale of negative PSF and plant dispersal
were local. For exotic plant invasion, positive PSF created by the
invader can promote its invasiveness when operating at a local
scale, despite the counteracting positive PSF created by natives
(Eppstein et al., 2006). However, Levine et al. (2006) showed
for positive PSF to accelerate invasion velocity, the spatial scale
of soil modification must be larger than that of the plant-plant
competition.

Former studies typically considered positive or negative PSF
separately, however recent models have begun to consider the
spatial consequences of a complex PSF scenario (Fukami and
Nakajima, 2013), where PSF affects plant growth positively
for some species-pair, and negatively for others. Fukami and
Nakajima (2013) evaluated compositional variation between
patches with different initial compositions, and suggested a
complex PSF scenario could maintain the initial variability in
species composition for a longer period of time, contributing
to regional plant diversity compared to a simpler PSF scenario.
A complex PSF scenario also alleviated diversity loss caused
by habitat fragmentation, and such buffering effects were
greatest when plants dispersed locally. The mechanisms for
such a buffering effect is because complex PSF decreased
both spatial clustering of species distribution prior to habitat
fragmentation and extinction probability after fragmentation,
which would both be pronounced in the absence of PSF if
plants dispersed locally (Zee and Fukami, 2015). In conclusion,

spatially explicit PSF models generated many useful predictions
that cannot be revealed if a well-mixed soil environment
was assumed, and suggested that the structuring ability of
PSF strongly depends on the spatial scale of PSF and plant
dispersal.

Temporal Dynamics of PSF and its Effect on Plant
Community Succession
The influence of PSF has primarily been examined in studies that
focused on community properties in a single temporal snapshot,
or implicitly assumed the community is at equilibrium (but see
Mordecai, 2015, for the effects of generalist pathogens on plant
species coexistence through a temporal storage effect). However,
PSF also contributes to temporal dynamics and the development
of plant communities. Most of our current knowledge in this
area derives from successional studies (reviewed in Kardol et al.,
2013; van der Putten et al., 2013). The following two concepts
were proposed for the roles of PSF during succession: (i) the
predictable and directional changes in PSF sign and strength
(Kardol et al., 2006); and (ii) random-emergence of PSF (Fukami
and Nakajima, 2013). The first dominant concept suggested
that during succession, negative PSF was experienced by early-
successional plant species and facilitated replacement by late-
successional plant species (van der Putten et al., 1993; Berendse,
1994; Bonanomi et al., 2005; Clark et al., 2005). In a well-known
empirical example, Kardol et al. (2006) demonstrated that during
secondary succession of abandoned grasslands, directional
changes in PSF strength occurred and early-successional plant
species mainly experienced negative PSF, while late-successional
species primarily experienced positive PSF, which stabilized the
plant community composition. This directional sequence of PSF
occurrence resulted from nonrandom linkage between plants’
above- and below-ground PSF-related traits; early-arriving plant
species generally exhibited fast growth rates, but poor defense
against pathogens, while late-arriving species were typically slow
growing and mycorrhizal-associated species (Kardol et al., 2006,
2007, 2013).

While directional change in PSF strength across plant
succession (i.e., from negative to positive PSF) has attractedmuch
attention, empirical evidence supporting other hypotheses has
also been reported (e.g., Reynolds et al., 2003; Sikes et al., 2012).
A new idea proposed by Fukami and Nakajima (2013) focused
on the priority effects generated by PSF, and how different PSF
scenarios would influence community trajectories among patches
with different immigration histories. Their main conclusion
was when PSF operated in a complex manner such that the
direction and strength of species’ PSF was not determined by its
successional stage (e.g., PSF for early-successional species were
not necessarily negative), initial species variation among patches
would be maintained, and more plant species could colonize
a patch and persist longer before local extinction. This results
in a long-lasting transient phase characterized by high species
turnover (i.e., a large number of local colonization and extinction
events) and high regional diversity before reaching the final
community structure (Fukami and Nakajima, 2013). Therefore,
the model indicated that when PSF occurred idiosyncratically,
with a weak correlation between its strength and the species’
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successional stage, PSF delayed succession and the speed for
local communities to converge to a late successional stage
community. The different successional trajectories resulting from
different PSF scenarios represented alternative transient states in
plant community development, which is defined as communities
varying in structure or function before reaching a stable state
(Fukami and Nakajima, 2011). A promising direction for future
research is to integrate the directional and random-emergence
paradigm for changes in PSF during succession, and test
predictions for successional trajectories using chronosequences
from different ecosystems.

Linkage Between Mechanistic-PSF Models
and the Lotka-Volterra Competition Model

The influence of PSF on plant community dynamics has been
incorporated into theoretical ecological modeling, howevermany
of these models are phenomenological and not restricted to
specific PSF mechanisms (Table 1). In terms of specific PSF
mechanisms, it can be traced back to two fundamental models:
microbial- (Bever et al., 1997) and litter-mediated PSF (Berendse,
1994). Here, we reintroduce these two mechanistic-PSF models
with more unified formulations. We reanalyzed both models
using invasibility analysis (Bever, 2003; Revilla et al., 2013) to
show how the final community state can be classified into four
possible outcomes, a scenario comparable to the classic Lotka-
Volterra competition model. We believe this method provides a
systematic way to evaluate PSF models, regardless of the specific
topics which they originally focused on.

Lotka-Volterra Competition Model and
Invasibility Analysis for PSF Models
Our analytical framework can first be illustrated by considering
the phenomenological Lotka-Volterra competitionmodel for two
plant species (with species density represented by PA and PB,
respectively), which is written as follows:

dPA

dt
= rAPA

(

1−
PA + cBPB

TP

)

(1)

dPB

dt
= rBPB

(

1−
cAPA + PB

TP

)

. (2)

Here, ri represents intrinsic population growth rate for plant
species i (i = A or B), TP denotes the carrying capacity for
plants (for simplicity, we assumed identical parameter values for
both species). Coefficient cj measures the negative effects of space
competition from heterospecies j relative to the negative density
dependent effect of conspecies i (i.e., j = B or A when i = A
or B, respectively). If cj = 1, species are identical in terms of
competition for space (i.e., a neutral case when intra- and inter-
specific competition have similar magnitudes). The final outcome
in Lotka-Volterra type competition can be predicted by applying
invasibility analysis. That is, evaluating species’ per capita growth
rate (i.e., invader fitness) when its density is low while the
competitor is at its monoculture equilibrium (Chesson, 2000).
When invader fitness is positive, the invasibility criteria is fulfilled

and population size increases (or recovers) from low density.
A plant species monoculture occurs when only one species can
invade the other. Coexistence is achieved when two plant species
are mutually invasive (i.e., each species can invade the habitat
dominated by the other species and no species can competitively
exclude the other), while founder control (i.e., competition
outcome depends on the initial plant density conditions) occurs
when both invader species are unable to invade the other. From
Equations (1) and (2), the invasibility criterion for PA to invade
a monoculture of PB (i.e., EB(P

∗
A = 0, P∗B = TP)) is cB < 1, while

that for PB to invade monoculture of PA(i.e., EA(P
∗
A = TP, P

∗
B =

0)) is cA < 1. Here, Ei is the mathematical notation for the plant
monoculture equilibrium of Pi, and P∗i within the parenthesis
represents the density of Pi at the specific equilibrium. Therefore,
the parameter space of cA and cB can be partitioned into the
following four regions: (i) PA monocultures (cB < 1 but cA > 1);
(ii) PB monocultures (cB > 1 but cA < 1); (iii) coexistence (both
cB and cA < 1); (iv) founder control (i.e., alternative stable state of
either PA or PB monoculture; both cB and cA > 1). These results
are consistent with those obtained from local stability analysis;
coexistence was possible when impacts on heterospecific growth
are weaker than those on conspecific growth (i.e. cB and cA < 1;
Chesson, 2000).

The framework of invasibility analysis can be applied to
mechanistic-PSF models. Consider a two plant species (i.e., PA
and PB) and two corresponding soil components (e.g., either
soil nutrients or microbial communities) that influence plant
population dynamics. When the community is at equilibrium for
the PA monoculture (i.e. EA(P

∗
A > 0, P∗B = 0)), the corresponding

soil component is determined by the parameters related to the
dominant resident species (in this case PA), but is independent
of the invader (PB) parameters. The invasion criterion for
PB to invade the PA monoculture can be derived from its
invader fitness. Importantly, this invasibility criterion includes
parameters determining how PB is affected directly by PA and
indirectly by PA-cultivated soil components, but does not include
parameters related to how PB affects the soil. The criterion
implies that the important invasion determinants are interactions
between resident species and resident-cultivated soil. Therefore,
by combining mutual invasibility conditions for PSF models, we
can categorize the trait parameter space related to PA- and PB-soil
interactions into different consequences of monoculture and/or
coexistence.

Microbial-mediated PSF Models and Invasibility
Analyses
Microbial-mediated PSF was first incorporated into the Lotka-
Volterra model by Bever et al. (1997) and Bever (2003), and
further extended by other studies (Eppinga et al., 2006; Bever
et al., 2010; Aguilera, 2011; Kulmatiski et al., 2011; Revilla
et al., 2013). Bever’s groundbreaking models (Bever et al.,
1997; Bever, 2003) captured the bidirectional interaction of
PSF; different plant species interacted with the soil microbial
community differently and developed a species-specificmicrobial
community association, and changes in microbial communities
had differential influences on different plant species (Bever
et al., 1997; see Figure 1A for model diagram adapted from
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FIGURE 1 | Invasibility analysis for microbial-mediated PSF model. (A) Model diagram for microbial-mediated PSF model, derived from Bever (2003), see text

for model equations. (B) Consequences of microbial-mediated PSF on plant competition outcome, as a function of microbial effects on conspecific growth (i.e., αA

and βB) minus the effects on heterospecific growth (i.e., αB and βA). PA or PB monocultures (i.e., EA or EB) depicted in regions A or B, respectively. Coexistence of

both plant species depicted in region C, and alternative stable states of PA or PB monocultures depicted in regions A or B, depending on initial plant density.

Numerical simulations were performed by setting αB and βA as 0.1, and vary αA and βB sequentially. Other parameters are as follows: TP = 2.0; rA = rB = 2.0; cA =

cB = 1.0; v = 1.0.

Bever, 2003). The microbial community density specifically
associated with PA and PB was represented by Nα and
Nβ , respectively. The dimensionality of the soil microbial
community was reduced by focusing on the relative abundance of
different soil microbial communities, which were represented by
SA = Nα/(Nα + Nβ ) and SB = Nβ /(Nα + Nβ ) for PA- and PB-
associated soil microbial communities, respectively (Bever et al.,
1997). The model also assumed linear frequency dependency
between plants and soil microbial communities (but see Eppinga
et al., 2006 and Aguilera, 2011 for a non-linear case). When
integratingmicrobial-mediated PSF in the Lotka-Volterra model,
the population dynamics for plants can be written as follows
(Bever, 2003):

dPA

dt
= rAPA

(

1+ αASA + βASB −
PA + cBPB

TP

)

(3)

dPB

dt
= rBPB

(

1+ αBSA + βBSB −
cAPA + PB

TP

)

. (4)

The parameters αA and αB measure how SA influences the
per-capita growth rate of PA and PB, respectively, while βA

and βB measure how SB influences the per-capita growth
rates of PA and PB, respectively. The feedback parameters
αA and βB denote the effect of microbial community on its
associated host and are termed direct (or intraspecific) PSF.
Alternatively, the microbial community can affect its associated
host by influencing the growth of competing plant species.
Such interactions are termed indirect (or interspecific) PSF,
and are indicated by αB and βA. The sign and magnitude
of these feedback parameters are determined by both plant
and microbial traits that influence microbial composition
(e.g., detrimental pathogens or beneficial mycorrhiza), and

interaction strength between plants and microbes (e.g., host
specificity of microbes) (Bever et al., 1997, 2010; Bever,
2002).

Under the assumption of linear frequency dependency, the
sizes of soil microbial communities (i.e., Nα and Nβ ) were
assumed to increase linearly with the relative abundance of its
associated host plant as:

dNα

dt
=

PA

PA + PB
· Nα (5)

dNβ

dt
= ν

PB

PA + PB
· Nβ , (6)

where v represents the relative influence of PB on the microbial
community against that of PA. One way to interpret v is the rate
that PB, relative to PA, converts the microbial community to its
specific associated composition (Kulmatiski et al., 2011), which
can be determined by plant exudate and microbial response
(reviewed in Bais et al., 2006; Bever et al., 2012). Since, SA +

SB = 1, the dynamics of relative abundance in different microbial
communities can be derived by applying the quotient rule of
calculus to Equation (5) as follows:

dSA

dt
= SA (1− SA)

(

PA

PA + PB
− v

PB

PA + PB

)

. (7)

In regard to plant species composition, monoculture equilibrium
of either PA or PB are derived from Equations (3), (4), and (7) as
EA(P

∗
A = TP (1 + αA), P

∗
B = 0) and EB(P

∗
A = 0, P∗B = TP (1 +

βB)), respectively. The corresponding soil equilibrium states are
S∗A = 1 and S∗A = 0, respectively. Based on local stability analysis,
Bever et al. (1997) proposed that the community outcome was
predicted by the sign of an interaction coefficient, IS, which was
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defined as IS = αA − βA − αB + βB. The necessary condition
for coexistence to be maintained by PSF was IS < 0. In contrast,
PSF resulted in amonoculture of either plant species when IS > 0.
Here, applying a similar invasibility analysis used in Bever (2003)
and Revilla et al. (2013), we calculated plant PA would invade the
PB monoculture (i.e., EB) when:

lim
PA→+0

1

PA

dPA

dt

∣

∣

∣

∣

EB

= rA

[

1+ βA −
cBTP (1+ βB)

TP

]

> 0. (8)

As we were interested in the effects of PSF strength on the
invasion criteria, we assume cA = cB = 1 (i.e., a neutral case
such that the two plants are identical in terms of competition
for space). The invasibility criterion for PA can be written as
βB − βA < 0. This criterion implies that PA can invade EB if
the dominating PB-cultivated soil has less facilitative (or more
negative) effects on PB compared to that on the invading PA (i.e.,
PB-cultivated soil has a relatively negative effect on PB compared
to that on PA). On the other hand, plant PB can invade the
monoculture of PA (i.e., EA) when:

lim
PB→+0

1

PB

dPB

dt

∣

∣

∣

∣

EA

= rB

[

1+ αB −
cATP (1+ αA)

TP

]

> 0, (9)

which gives the invasion criterion as αA – αB < 0 when cA =

cB = 1. Consequently, PB can invade EA if the dominant PA-
cultivated soil has a relatively negative effect on PA. Note that
these criteria are determined by the sign of direct PSF (i.e., αA and
βB) minus indirect PSF (i.e., αB and βA), and can be interpreted
as the differential effect of the cultivated soil on its host compared
to the effects on the other plant species. The parameter space
of αA – αB and βB – βA can therefore be partitioned into
four regions based on these invasibility criteria (also confirmed
by numerical simulations, Figure 1B). Coexistence (region C
in Figure 1B) is possible when both plant species support a
microbial community which has stronger facilitative effects on
the competitor compared to that on itself, or stronger suppressive
effects on itself than on the competitor (i.e., both αA – αB and
βB – βA < 0). Alternatively, microbial-mediated PSF leads to a
plant species monoculture (region A and B in Figure 1B) when
only one plant cultivates the microbial community to have a
positive effect on itself (i.e., only βB – βA or αA – αB < 0
for PA- and PB-monoculture, respectively). Finally, when both
plant species experience positive feedback from its associated
microbial community (i.e., both αA – αB and βB – βA > 0),
the system generates alternative stable state of monoculture of
either plant species (region A or B in Figure 1B). Note that by
relaxing the cA = cB = 1 assumption, similar simple boundaries
are produced, although the invasion criteria becomes βB – βA

< 1 - cB for PA and αA – αB < 1- cA for PB (see also Bever,
2003 and Revilla et al., 2013 for model analysis when relaxing this
assumption).

We argue that applying the invasibility analysis to Bever’s
fundamental microbial-mediated PSF model (Bever, 2003)
provides a more transparent interpretation of PSF. For example,
consider conditions where αA > αB and βA> βB (i.e., PA has

greater growth advantages compared to PB, despite competitive
equivalence for space). Dominance of PA can be successfully
predicted by criteria derived from invasibility analysis, but not
by the sign of IS (e.g., positive coexistence equilibrium does not
exist under some parameter region despite IS < 0). In addition,
unlike local stability analysis, which can only pinpoint the local
asymptotically stable criteria of the coexistence equilibrium,
invasibility analysis relies on species’ per capita growth rate
when rare (i.e., at low population density) and identifies the
criteria for either stable or fluctuating coexistence (Chesson,
2000).

Litter-mediated PSF Models and Invasibility
Analysis
In addition to microbial-mediated PSF, another branch of
mechanistic-PSF models focus on plants ability to alter soil
biochemical properties through litter-mediated PSF (Binley and
Giardina, 1998). Berendse (1994, see also Berendse et al., 1987,
1989) proposed the litter-mediated PSFmodel, which was further
extended by other studies (Miki and Kondoh, 2002; Clark et al.,
2005; Miki et al., 2010; Eppinga et al., 2011). A simplified
version of the model (Figure 2A, modified from Berendse,
1994) incorporates plant growth limitations by soil nutrients
and nutrient cycling processes into the Lotka-Volterra model as
follows:

dPA

dt
=

vAN

KA + N

(

1−
PA + cBPB

TP

)

PA −mAPA (10)

dPB

dt
=

vBN

KB + N

(

1−
cAPA + PB

TP

)

PB −mBPB (11)

Here, vi and Ki(i = A or B) represent the maximum rate and
half-saturation constant for plant species i (i= A or B) to uptake
plant-available nutrients in the soil, N. The term viN/(Ki + N)
in Equations (10) and (11) represent how the per capita growth
rate of Pi is influenced by nutrient availability; the term in the
parenthesis denotes growth limitation due to space competition,
and the last term represents plant mortality (with species-
specific mortality rate, mi). To ensure potential coexistence of
plant species, in the following analysis we considered trade-
offs between nutrient uptake strategies: PA (or PB) tends to
be competitively superior with high nutrient (low nutrient)
levels (Miki and Kondoh, 2002; Clark et al., 2005). When
parameterizing the model, we set vA > vB while vA/KA <

vB/KB.
Dead plant materials from PA and PB enter the plant-

unavailable litter pool, with nutrient content denoted by DA

and DB, respectively. The amount of nutrient transferred was
calculated by the number of dead individuals multiplied by
nutrient content per individual, bi (i.e., the first term in Equations
(12) and (13)).

dDA

dt
= bAmAPA − eADA (12)

dDB

dt
= bBmBPB − eBDB (13)
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FIGURE 2 | Invasibility analysis for litter-mediated PSF model. (A) Model diagram for litter-mediated PSF model derived from Berendse (1994), see text for

model equations. (B) Consequences of litter-mediated PSF on plant competition outcome, as a function of plant litter decomposability (i.e., eA and eB). Parameters

are as follows: TP = 10.0; TN = 20.0; vA = 2.0; vB = 1.0; KA = 2.0; KB = 0.3; mA = mB = m=0.3; bA = bB = b =1.0; cA = cB = 1.0. See Figure 1 legend for

region definition.

dN

dt
= eADA + eBDB −

bAvAN

KA + N

(

1−
PA + cBPB

TP

)

PA

−
bBvBN

KB + N

(

1−
cAPA + PB

TP

)

PB. (14)

The second term in Equations (12) and (13) represents
nutrient release from biological components through plant litter
decomposition, with species-specific decomposition rate, ei. For
simplicity, it is assumed that litter chemical quality determines its
decomposition rate (Cornwell et al., 2008), excluding the role of
saprophytic microbes (but see Knops et al., 2002;Miki et al., 2010;
Miki, 2012). Mineralized nutrients are returned to the plant-
available nutrient pool and taken up by plants for population
growth. Under this simple framework, the dynamic system was
assumed to be closed, such that bAPA(t) + bBPB(t) + DA(t) +
DB(t) + N(t) = const. ≡ TN , where TN represents the system’s
total nutrient content (but see Menge et al., 2009 for an opened
ecosystem model).

The community outcome of the litter-mediated PSF model
can be characterized by combining local stability analysis and

eA <
mbTPvA [(KAvB − KBvA) −m (KA − KB)]

vA (KAvB − KBvA)

{

TN −

[

(vA −m) −
(vA−vB)KAm
(KAvB−KBvA)

]

bTP
vA

−

[

KAvB−KBvA
vA−vB

]} ≡ e∗A, (18)

invasibility analysis. We set cA = cB = 1,mA =mB =m, and bA =

bB = b to examine the effects of litter decomposition rates, eA and
eB. The monoculture equilibrium of plant species i exhibits the
following form: Ei(P

∗
i = TP − TPm(Ki + N∗

i )/(vi N
∗
i ), P

∗
j = 0),

where N∗
i is the corresponding equilibrium for soil nutrient pool

when the system is at monoculture of Pi (i= A or B). By applying
invasibility analysis to the litter-mediated PSF model, we derive
that plant PB can invade the PA-monoculture (i.e., EA) when:

N∗
A <

KAvA − KBvB

vA − vB
≡ N̂, (15)

while the condition for PA to invade EB is calculated as follows:

N∗
B > N̂. (16)

To solve N∗
i (and corresponding plant litter decomposition rate),

which fulfill Equations (15) and (16), we substitute Equations
(10–13) into Equation (14) to derive the quadratic equation of
N∗
i for each monoculture equilibrium as follows:

fi
(

N∗
i

)

≡ (eivi)N
∗2
i +

[

(ei +m) (vi −m) bTP − eiviTN

]

N∗
i

+
[

−KibmTP (ei +m)
]

= 0. (17)

The above equation has one unique positive root due to the
positive quadratic coefficient but negative constant term. The
inequality fA(N̂) > 0 must be satisfied to obtain the N∗

A fulfilling
the invasibility criterion for PB (i.e., Equation (15)), resulting in
the following:

assuming that TN is sufficiently large and m < (KAvB −

KBvA)/(KA − KB). This indicates when litter decomposition
rate of PA is sufficiently low, the soil nutrient pool size of
PA-cultivated soils is not maintained at higher levels, and
consequently cannot prevent PB invasion (which is assumed to
be competitively superior under low soil nutrients). Similarly,
fB(N

∗
B) has a root satisfying Equation (16), and thus PA can

invade, when fB(N̂) < 0. This leads to the following inequality:
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eB >
mbTPvB [(KAvB − KBvA) −m (KA − KB)]

vB (KAvB − KBvA)

{

TN −

[

(vB −m) −
(vA−vB)KBm
(KAvB−KBvA)

]

bTP
vB

−

[

KAvB−KBvA
vA−vB

]} ≡ e∗B, (19)

suggesting that PA can invade EB when litter decomposition rate
of PB is sufficiently fast (i.e., eB > e∗B). When eB > e∗B, the soil
nutrient pool size of PB-cultivated soil is maintained at higher
levels and provides PA a growth advantage during invasion.
When the two invasibility criteria are combined, the parameter
space of eA and eB is categorized into four regions (Figure 2B).
Coexistence (region C in Figure 2B) is possible when litter
produced by PA decomposes at a sufficiently slower rate, but litter
of PB decomposes sufficiently faster (i.e., eA < e∗A, and eB > e∗B).
Dominance of PA (region A in Figure 2B) occurs when eA < e∗A,
and dominance of PB (region B in Figure 2B) occurs when eB >

e∗B. When litter produced by PA decomposes at a sufficiently faster
rate and PB litter decomposes sufficiently slow (i.e., eA > e∗A, and
eB < e∗B), the system has alternative stable states of either EA or EB,
depending on the initial plant species density (region A or B in
Figure 2B).

The Effectiveness of Invasion Analysis and a
Revised PSF Index
Based on invasibility analysis, we derived coexistence criteria for
both microbial- and litter-mediated PSF models. Invasiveness of
one plant species depends on how the resident-cultivated soil
affects the growth of the invader compared to the resident, and
the competition outcome is then assessed by the mutual invasion
between plant species. Invasion is possible when the resident-
cultivated soil microbial community has less positive effect on the
resident species (e.g., αA – αB < 0 for microbial-mediated PSF),
or when nutrient cycling has reduced benefit for the resident
species (e.g., eA < e∗A for litter-mediated PSF). The rationale for
these criteria is consistent with theoretical models, which indicate
invasiveness is determined by the growth response of the invader
in resident soil (Eppstein and Molofsky, 2007; Turnbull et al.,
2010; Suding et al., 2013).

PSF strength for a target plant species is commonly quantified
in empirical studies by comparing the growth response of the
target plant species in soils cultivated by different species (i.e.,
a “plant-centered PSF index”). For example, let Mij represent
the growth response of plant species i in plant species j
soil; the plant-centered PSF index is commonly calculated
as log(Mii/Mij). The invasibility analysis result provided here,
which suggested that the competition outcome depended on
how the resident-cultivated soil influenced the invader’s growth
compared with that of the resident, indicated the need for
a revision of this metric. Based on the analytical results
provided in the previous section, we argue the PSF quantified
by comparing the competing plant species’ growth responses
in the target plant-cultivated soil were a better predictor for
competition outcomes (i.e., a “soil-centered PSF index” for
plant species i, calculated as log(Mii/Mji)). These soil-centered
indices have been used in studies regarding a home-field
advantage in litter decomposition (e.g., Ayres et al., 2009;

Milcu and Manning, 2011), but to the best of our knowledge,
not yet in empirical PSF studies. Figure 3 provides an
illustrative example why the revised metric should be considered.
Application of the commonly used PSF metric indicated that
PSF for PA was negative (i.e., log(MAA/MAB) < 0), while that
for PB was positive (i.e., log(MBB/MBA) > 0), predicting a PB
monoculture. However, in this example PA was outcompeting
PB in soil environment cultivated by both PA and PB. The actual
competition outcome should be the competitive exclusion of PB
by PA, which can be accurately predicted by the soil-centered PSF
index derived from the invasibility analysis (i.e., soil-centered
PSF index for PA was log(MAA/MBA) > 0, while that for PB was
log(MBB/MAB) < 0). In fact, out of all 24 possible plant growth
response outcomes of a two-plant transplant experiment, the
traditional plant-centered PSF index only correctly predicted half
of the competitive outcomes, while the soil-centered PSF index
correctly predicted all outcomes (see Figures S1–S4). However,
we noted that when comparing growth response of different
plants, biomass should first be normalized against their growth in
uncultivated soils lacking plant growth (e.g., field-collected bare
soil or autoclaved soils) to examine intrinsic biomass differences
between different plant species. This reference soil choice can be
critical, and sometimes challenging, however we believe studies
can reveal a higher controlling power of PSF on community
structure by quantifying PSF strength using a revised PSF
index.

FIGURE 3 | Schematic diagram for a comparison between a

traditional “plant-centered PSF index” and the revised “soil-centered

PSF index,” which was an extension of invasibility analysis.

Plant-centered PSF index for plant species A (i.e., PA) is calculated as

log(MAA/MAB ), which compares growth response of PA in PA- and

PB-cultivated soils. The soil-centered PSF index for PA is calculated as

log(MAA/MBA), which compares the growth response of PA and PB in

PA-cultivated soil. Mij represents the growth response of plant species i in

soil cultivated by plant species j (see main text).
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Future Directions

Toward an Integration of Microbial- and
Litter-mediated PSF
The majority of PSF modeling papers to date has specifically
addressed a single PSF mechanism or were phenomenological
studies and did not assume a specific mechanism. The influence
of PSF on plant and microbial communities can be better
predicted by integrating microbial- and litter-mediated PSF in
future research (de Deyn et al., 2004; Manning et al., 2008). Bever
et al. (2010) reviewed the role of root-associated microbes in
structuring plant resource partitioning, however plant nutrient
uptake was not coupled with nutrient cycling in their framework.
The role of saprophytic microbes in litter-mediated PSF is an
interesting and important starting point to combine the two
mechanisms, as microbial decomposers ultimately drive litter
decomposition (Knops et al., 2002; Miki et al., 2010; Miki, 2012).
The microbial decomposer community has been emphasized
during discussions of differential litter decomposition rates at
different sites (Ayres et al., 2009; Austin et al., 2014), and
predictions of carbon storage in response to climate change
(Allison et al., 2010; Wieder and Allison, 2013). However, the
effects of decomposer community structure on plant competition
outcomes are rarely explicitly discussed within the context
of PSF. Recent theoretical studies revealed that community
structure of microbial decomposers had critical consequences
when predicting plant community structure and their responses
to anthropogenic disturbance via litter-mediated PSF (Miki et al.,
2010; Miki, 2012). In particular, Miki et al. (2010) demonstrated
that functional diversity of microbial decomposers can weaken
the positive litter-mediated PSF controlled by plant litter quality,
thus facilitating plant coexistence.

Microbial decomposers are engaged in a broad range of
interactions, which also provides linkages between litter- and
microbial-mediated PSF. For example, in addition to providing
nutrients via their active control on litter decomposition,
microbial decomposers are directly involved in nutrient
competition with plants (i.e., through immobilization). The
competition strength depends on the plant’s nutrient uptake
strategies and litter quality (Daufresne and Loreau, 2001;
Schimel and Bennett, 2004; Ushio et al., 2009). Miki et al.
(2010) demonstrated these traits therefore influence the
outcome of litter-mediated PSF, other than simply altering
decomposition rates. Root-associated microbes, which were
more commonly discussed in microbial-mediated PSF, might
also indirectly influence litter-mediated PSF. For example,
the competition between plants and microbial decomposers
could be modified when mycorrhizal fungi have the ability
to take up organic nutrients. Studies have reported nutrient
uptake by ectomycorrhizal and ericoid mycorrhizal fungi, which
resulted in decomposer carbon starvation and hence slower
litter decomposition rates accompanied by increased soil carbon
storage (Read and Perez-Moreno, 2003; Orwin et al., 2011;
Averill et al., 2014). In addition to indirect modification of litter
decomposition rates, root-associated microbes also altered plant
litter input through their effects on plant productivity (Mitchell,
2003; van der Heijden et al., 2008; Orwin et al., 2011; Ke et al.,

2015). In conclusion, the functional composition and community
dynamics of microbes can interact with litter-mediated PSF, even
when the microbes themselves are not directly engaged in litter
decomposition. Our studies support an explicit consideration of
the interdependency between the two PSF mechanisms, which
can provide new predictions related to both plant and microbial
community dynamics.

Predicting Species’ PSF Strength through a
Trait-based Ecological Approach
PSF acts as a structuring force in plant and microbial
communities, therefore one important task for ecologists is to
improve our prediction of species’ PSF strength. The trait-based
approach is a promising new approach, which has been widely
applied to study plant community assembly via aboveground
interactions (McGill et al., 2006; de Bello et al., 2010; Adler
et al., 2013). Recent studies also applied trait-based approaches
to elucidate microbial community assembly and the evolution
of microbial life forms (Aguilar-Trigueros et al., 2014; Crowther
et al., 2014). However, attempts to apply such approach remain
scarce for PSF studies (van der Putten et al., 2013) (but see
Baxendale et al., 2014). Ke et al. (2015) employed a trait-based
approach to a theoretical PSF study, which assessed the sensitivity
of PSF strength to various plant and microbial traits. Results
revealed that the relative importance of litter decomposability
compared to other plant demographic traits in determining
PSF strength changes with the community composition of
root-associated microbes. Baxendale et al. (2014) provided the
first empirical data that associated PSF with plant foliar traits
mentioned by the leaf economic spectrum (Wright et al., 2004).
Results suggested that trait-based plant classification was most
informative when plants are grown in mixtures (i.e., under
interspecific competition), and plants responded positively to
nutrient environments cultivated by plants with similar traits.
One ultimate goal for trait-based studies is to predict shifts in
ecological processes, such as PSF along abiotic gradients (McGill
et al., 2006). The above studies suggested some traits might lose
their impact along the abiotic gradient, as trait influence was also
determined by biotic interactions with other plant and microbial
species. We propose that additional studies linking plant and
microbial traits to PSF strength or predicting species’ PSF under
different conditions are warranted.

Combining PSF with General Coexistence Theory
Empirical and theoretical ecologists have long puzzled over the
maintenance mechanisms of plant species coexistence. Chesson
(2000) proposed that species coexistence was maintained by a
combination of equalizing and stabilizing forces. This can be
defined as equalizing forces that minimize differences in species’
intrinsic growth rates, while stabilizing forces that limit species’
per capita growth rates as species become common (Chesson,
2000; Adler et al., 2007). The establishment of a theoretical
link between PSF-driven coexistence and classic coexistence
theories is our final suggestion for future PSF research.
Under Chesson’s (2000) coexistence framework, PSF has been
most commonly thought to act as a stabilizing mechanism
by generating negative density-dependence (Bell et al., 2006;
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Yamazaki et al., 2008; Bagchi et al., 2010, 2014) or nutrient
usage differentiation (Clark et al., 2005; Daufresne and Hedin,
2005; Bever et al., 2010). However, PSF can also facilitate plant
coexistence through equalizing mechanisms. For example, if the
competitive inferior species can form mutualistic associations
with beneficial microbes (e.g., mycorrhizal fungi), which act in
a density-independent manner, the presence of PSF can decrease
fitness differences between competing species. Similar, equalizing
examples in pathogens were also thoroughly reviewed (Mordecai,
2011, 2013a). If such equalizing forces of PSF are strong, plant
coexistence can be maintained despite weak stabilizing forces
by host specific pathogens or resource partitioning (Adler et al.,
2007; Bever et al., 2010). The invasibility analysis provided in the
present review is a viable starting point, as the invader’s long-
term low-density growth rate was one most important metric in
Chesson’s framework (Chesson, 2000). Future theoretical studies
can continue separating the equalizing and stabilizing forces in
current PSFmodels, andmechanistically link plant andmicrobial
traits to the two coexistence mechanisms.

In conclusion, PSF research has attracted attention from
many empirical ecologists and demonstrated notable success

in using PSF to predict plant community patterns. Theoretical
models, based on fundamental mechanistic-PSF models, have
also substantially contributed to our knowledge. We believe the
integration of multiple PSF mechanisms into the well-developed
theoretical framework in ecology, such as stage-structure (e.g.,
Ke et al., 2015) and metacommunity (e.g., Loeuille and Leibold,
2014) models will produce new insights to understand plant and
microbial community structure and dynamics.
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