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Series Editor's Preface

At the start of a new millennium and after almost half a century of in-
dependence, the African economy seems trapped in a low-level dis-
equilibrium. This not only condemns millions of people to a life of
poverty but also blocks the process by which human and material
capital can be accumulated. Many of Africa's economic problems are
to be found within her own state and civil society, but it is too easy -
and too convenient for the rest of the world - to attribute all economic
problems to 'governance'. The fact is that Africa is an integral part of
the world economy, open to financial and trade shocks and without the
means to protect itself effectively against these shocks.

There are 53 countries in Africa, which accounts for 12 per cent of
the world population. Yet, according to IMF estimates, the region gen-
erates only 3.3 per cent of world GDP at 1998 purchasing power parity
and 1.8 per cent of world exports of goods and services. By compari-
son, Italy alone accounts for 3.4 per cent of world output and 5.7 per
cent of world trade. This apparent marginalization is, of course, asym-
metric. Although the world may not 'need' Africa in an economic
sense, what happens in the world economy does have profound effects
on Africa through commodity prices, interest rates, foreign investment
flows, migrant remittances and aid budgets. African policymakers -
and indeed ordinary Africans - are well aware of this asymmetry but
seem powerless to affect it, or even to reframe the agenda of interna-
tional debate.

Indeed, the prevailing orthodoxy in Washington and Brussels tends
to be that this is an out-of-date socialist view, based on discredited 'de-
pendency' theories, originating in the independence struggle. The im-
portance of the world economy to Africa is not denied, of course, but
national governments are enjoined to adjust to 'economic reality' and
'market discipline' in order to stimulate exports and promote foreign
investment. The danger that the efforts of individual countries trying to

xvm
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adjust will lead to a 'race to the bottom' in labour standards, environ-
mental safeguards and tax concessions is ignored; as is the 'fallacy of
composition' inherent in the small-country assumption, leading to the
overexpansion of commodity supplies and declining prices.

The problem is thus one of economic perception as well as one of
economic reality. What has been missing, perhaps, is a modern view of
the world economy from an African standpoint. Alemayehu Geda is
perhaps uniquely qualified to undertake this task, since, possibly alone
among young African economists, he possesses the technical skills to
see beyond the platitudes of the 'North-South' debate. Thus, he exam-
ines external economic relations as a variable, rather than as a given.
Hence, domestic economic events become endogenous to the model
rather than simply at the behest of policy makers. This shows, on the
one hand, how limited the options really are for domestic policymakers
(especially if they act individually and only for short periods) and, on
the one hand, the crucial importance of changing international ar-
rangements - particularly trade and investment rules rather than aid.

In this book, Alemayehu Geda constructs a rigorous model of the
world economy. This is based on earlier work by The Hague based 'Fi-
nance and Development' research group on global economic account-
ing and modelling. Some of this work is reported in two previous vol-
umes in this series: Rob Vos' Debt and Adjustment in the World Econ-
omy (1994) and Joke Luttik's Accounting for the World Economy
(1998). These set the foundations of how the world economy can be
modelled, in a tractable fashion that allows the effect of trade and in-
vestment flows upon macroeconomic balances in any one developing
region to be identified. In this way, the global framework required to
analyse the full effect of aid and other capital flows from 'North' to
'South', as well as the effect of northern macroeconomic policies on
the 'South' can be set up in such a way as to be compatible with the
variables used in the analysis of structural adjustment.

The book opens with an outline of the historical origins of African
debt and external finance problems, arguing that the debt problem re-
sults from the structure of its trade, in general, and commodity trade in
particular. That the twin effects of low income elasticities and low price
elasticities in northern markets have lead to declining terms of trade
and high price volatility is generally agreed. The issue, then, seems to
be why Africa has not switched to other export products - manufac-
tures, services or processed raw materials - which offer better growth
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prospects. However, such a switch requires capital (infrastructure and
plant) and skills (or 'human capital') which Africa does not currently
possess. Debt and aid have both been used in an effort to overcome this
constraint - but to no avail. The book then moves on to examine what
existing economic theory has to say about this issue, providing a useful
survey of theories of international finance, primary commodity trade
models, and macroeconomic frameworks coming from an African per-
spective. In particular, the incisive analysis of macromodels currently
being used in Africa is valuable for the insight it provides into import
compression, fiscal response and 'Dutch disease' from the point of
view of a domestic 'consumer' rather than an international 'producer'
of knowledge. Indeed, in this book, Alemayehu Geda provides the ba-
sis for a textbook for advanced African students of economics that
would take them beyond the one-country technical and dependency
political perspectives.

The empirical part of the book explores the patterns of capital flows
to the region and their relationship to foreign exchange earnings from
commodities, where the declining terms of trade are not balanced by
aid or debt flows in the short run, while in the long run these latter lead
to unsustainable liability positions. Fiscal response to these external
shocks and the consequences for the real exchange rate are then ana-
lysed, closing the circle, so to speak, as we return to the chronic trade
deficit. On the basis of these data and the theoretical framework dis-
cussed above, Alemayehu Geda builds a simulation model of the re-
gion, which is a tour deforce, not only in technical terms, but also as
an alternative interpretation of reality. This empirical work demon-
strates what should be the conventional wisdom but unfortunately is
usually overlooked: that investment is the key to the problem and its
possible solution.

What lessons does this book hold for the economic future of Africa?
The author is too modest to put forward strong policy recommendations
himself, although his main conclusions do have serious policy implica-
tions. Firstly, his view that the debt problem in Africa is essentially a
commodity problem is amply confirmed. In part, this implies that the
HIPC process led by the UK and the World Bank - which, while lim-
ited in scope to bilateral debt, and thus hardly reducing the bulk of the
debt which is now multilateral, at least indicates a political commit-
ment to act - will have little lasting effect unless export capacity and
prices are raised. Secondly, his findings on the mixed effects of aid on
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growth - both through the 'Dutch disease' effect of overvalued curren-
cies on exports, and through the diversion of public investment away
from production - imply that (a) more aid should be channelled to-
wards small export farmers, so as to promote exports and reduce pov-
erty; and (b) that aid should be accompanied by expansionary policies
in order to keep the exchange rate competitive.

Thirdly, his conclusion that Africa is highly vulnerable to changes
in world interest rates - due not to capital market effects but rather to
their impact on commodity prices resulting from the activities of
speculators - implies that action can only be taken at an international
level as part of the construction of the new 'global financial architec-
ture'. Fourthly, his finding that fiscal deficits are largely exogenously
determined by aid flows has important implications in terms of the
need for donors to co-ordinate their actions in order to ensure macro-
economic sustainability, rather than leaving this task to the IMF.

These various findings imply that trade relations will need to be im-
proved. The question, then, is how? Improved access to northern mar-
kets for processed primary commodities, and, in particular, the re-
placement of the Lome system with improved access to the European
market, would be a first and important step. Commodity price stabili-
zation schemes are currently out of favour, and would require the full
co-operation of the major importing transnational corporations in order
to work at all. However, this is a problem of price volatility around the
trend, as well as the declining trend itself. Reducing this volatility
would benefit both importers and exporters and thus should not be im-
possible to achieve through a properly administered buffer stock sys-
tem. The market mechanism alone cannot achieve this result, since
hedging ranges are so short, so this would have to be a form of public
intervention. However, the long-term downward direction of the terms
of trade is difficult. It wouldn't matter so much if volume was increas-
ing fast enough to raise the income terms of trade (as is happening with
labour-intensive manufactures), but this is not, in fact, the case. The
market for tropical commodities is oligopsonistic and riddled with re-
strictive practices - examples being sugar and cotton in the US, ba-
nanas and coffee in Europe as well as minerals. Therefore, a producer's
cartel may be the only theoretically viable solution. However, in spite
of the recent success of OPEC in driving up oil prices, Africa is un-
likely to be able to organize such a cartel, in view of the worldwide
competition in those commodities, which it supplies.
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In fact, Africa needs to change the mix (or at the very least upgrade
the quality) of its primary export products, with the continent unlikely
to able to compete within the foreseeable future. This requires invest-
ment, and investment not so much by foreign companies (which is in
fact already fairly high as a proportion of the total by international
standards) but by domestic investors such as firms, flight capital and
households. More than savings, risk is the main problem here, since
there is plenty of capital held overseas and also plenty of liquidity
within the banking system. However, this cannot be undertaken by each
African country in isolation, but rather requires an international agree-
ment on investment rules and stabilisation of commodity prices. In
other words, the orderly insertion of Africa into the global market.

Valpy FitzGerald
Oxford and The Hague
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1 Introduction

1.1 INTRODUCTION AND OVERVIEW

Notwithstanding the recent optimism about African economies, the
performance of these economies since the time of political 'independ-
ence' can only be described as dismal. There has been a secular dete-
rioration in their terms of trade (particularly from the mid-1970s); the
level of external debt has grown enormously, leading to near insol-
vency; dependency on foreign aid has grown at an alarming rate (and
this has been exacerbated by stagnation in exports); and, finally, levels
of investment have been extremely low. Partly as a result of the latter,
physical and social infrastructures have deteriorated rapidly. Political
instability, frequent wars, and natural disasters have further aggravated
this situation. The major question to be asked then is 'why?'

In this book an attempt to address only one part of this question -
the impact of the external sector - will be made. Specifically I will fo-
cus on understanding the major causes of Africa's external finance and
debt problem. It will be argued that Africa's external finance problem
is a consequence of the structure of its trade in the world economy
(and, in particular, its position as a commodity producer). It will also be
argued, that this is compounded by the adverse effect of the macroeco-
nomic policies adopted by 'Northern' (industrialized/ developed) coun-
tries. The purpose of this book, therefore, is to underline the existence
of an economic structure, primarily built in the colonial era, which con-
tinues to shape the external economic conditions of the African conti-
nent today. Thus, it will be argued that any analysis of the external fi-
nance problem of Africa, as well as policy proposals based on such an
analysis, will be incomplete if this fails to take account of such issues.
The book addresses these issues using historical information, and em-
ploying both partial and general equilibrium analyses. The following
are some of the major findings of the study.
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Chapter 1

First, with regard to capital flows to Africa, these are found to de-
pend on the relative (to other 'South') position of Africa, in terms of
the economic, political and strategic self-interest of donors. Humani-
tarian considerations are not found to explain aid flows.

Second, with regard to trade, the study shows that there is a clear
difference between UNCTAD's world commodity prices and the re-
gional export prices constructed in the context of this study. Hence,
previous studies, using the former set of prices, could have biased elas-
ticities. In order to examine determinants of exports of primary com-
modities, three competing models of export supply are applied to three
regions of Africa for four commodity categories. Although the result is
mixed, the model based on a real exchange rate is found to be com-
paratively the best one. This model underscores the importance of both
relative prices and capital formation indicators. However, relative pric-
es are found to affect capacity utilization but not capacity creation.

Third, two macroeconomic effects of external finance are examined,
namely, fiscal response and 'Dutch disease' effects. With respect to
fiscal response, the result of the empirical analysis is mixed. However,
the following major points may be stated. Firstly, the impact of capital
inflows on taxes varies, depending on the type of capital inflows, na-
ture of taxes and region. In general, bilateral flows are found to have a
negative impact on direct taxes. Capital inflows, in general, are also
found to have a strong positive impact on current government expendi-
ture in all regions. Capital inflows to Africa, generally, were disbursed
conditional on deficit reduction. However, these inflows have an inher-
ent tendency of aggravating the deficit and, consequently, may result in
governments drifting away from sustainable self-financing behaviour.
The study also shows that there is evidence of the 'Dutch disease' ef-
fect in all regions. Interestingly, in almost all cases, government spend-
ing on the non-traded sector is found to have a statistically significant
negative elasticity. Thus, insofar as part of this spending is financed by
foreign inflows, the 'Dutch disease' effect may be observed indirectly.
This is entirely plausible since most capital flows to Africa are directed
to the public sector.

The last important sets of findings are derived using the global mod-
el developed in the book. From simulation of different policies and ex-
ternal shocks, the following major results are obtained. Firstly, the ef-
fect of aid on Africa depends on the manner of its financing in the
'North'. Compared to budget financing, deficit financing of aid is
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found to have an adverse effect on commodity prices and, hence, ex-
port revenue. If bond/deficit financing is deemed the preferred means
of financing, there may emerge asymmetric relations in policy choice
between the 'South' and the 'North'. Secondly, the exact effects of this
policy will vary, depending on the specific dynamics of each commod-
ity. Thus, depending on the composition of exports, different regions
may experience different effects, for the same policy shock. Thirdly,
unlike some global models, where aid leads to a rise in South's GDP
(e.g., MULTIMOD, see Jamshidi 1989: 38), the impact of such aid in
Africa is not only found to vary across regions but also to be generally
negligible. The latter is the result of both the degree of disaggregation
and the inclusion of the macroeconomic effect of aid in the model de-
veloped within this book. Thus, although aid might initially result in a
rise in the level of imports, and hence output, the macroeconomic
('Dutch disease' and 'fiscal response') and terms of trade effects of
such aid work against this initial positive impact, resulting in no notice-
able effect on output. Finally, the study shows that debt cancellation is
not a panacea to the African debt problem, since these problems are
intricately linked with trade problems. It is also shown that its impact
can vary drastically between regions. However, debt cancellation may
alleviate the pressure on the fiscal balance of governments, both by re-
ducing the expenditure burden and by providing positive signals to pri-
vate lenders.

The remainder of this chapter is concerned with providing a solid
conceptual background to the various questions and findings noted
above. In section 1.2 the external finance problems of Africa are de-
scribed. The section concludes by highlighting a number of economic
implications of the debt problem for Africa. Section 1.3 describes how
the debt issue has been examined during the course of a recent policy
debate about African economic problems in general. Section 1.4 exam-
ines how the structure of African economies may usefully be seen as a
legacy of its colonial history. Section 1.5 highlights a number of impor-
tant methodological issues. Finally, section 1.6 sets out the organization
of the remainder of this book.
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1.2 BACKGROUND TO AFRICAN DEBT AND MACRO
POLICY DEBATES

1.2.1 Background to African Debt
African economic problems can be seen as a complex of interrelated
factors of an internal and external nature. As noted in section 1.1, this
study focuses on the latter. The external finance problem - and the debt
crisis in particular - represents one of the major problems facing Afri-
can nations today. As can be seen from Table 1.1, the total external
debt of Africa has risen nearly 25-fold from a relatively low level of
US$13.9 billion, in 1971, to over $300 billion in 1998. The major com-
ponent of this burden comprises outstanding long-term debt. During the
late 1970s, and early 1980s, IMF credits were increasingly used, with
'Structural Adjustment' and 'Enhanced Structural Adjustment' facili-
ties comprising an ever-important component of flows to Africa.

Changes in the structure of African debt can also be described in
terms of creditor patterns. From Table 1.1, it can be seen that bilateral
debt comprises the largest component of Africa's total debt. This is fol-
lowed by multilateral debt, with private inflows showing a decline.
Generally, it may be observed that a larger share of official debt is now
disbursed on concessional terms. Finally, it is interesting to note that
the debt problem is being aggravated by capitalization of interest and
principal arrears, which constitute nearly a quarter of the external debt
burden.

Although the share of African debt as a proportion of the total debt
of developing countries is low, the relative debt burden borne by Afri-
can nations remains high. As can be seen from Table 1.2, the debt to
GNP and debt service ratios rose from 22 per cent and around 9 per
cent, respectively, in 1971, reaching a high of 67 per cent and 23 per
cent during the late 1980s. In 1998, the last year for which we have
data, these ratios stood at 64 per cent and 18 per cent, respectively.1

Africa's burden of debt may also be assessed by examining net trans-
fers to the sub-regions. Thus, if we exclude grants and net foreign di-
rect investment inflows from Table 1.2, it can be seen that net transfers
since 1990 have, in fact, flowed from Africa to the developed nations.
Further, it is noteworthy that the level of such transfers has increased,
from US$ 3.86 billion in 1985 to nearly US$ 12.45 billion in 1998. Fi-
nally, it is worth pointing out that in the 1990s nearly 35 per cent of
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grants to Africa, in fact went to 'technical experts' coming from the
North.

In summary, the last three decades have witnessed an unprece-
dented increase in the level of African debt. This debt is character-
ized by its predominant long-term character, the growing impor-
tance of debt owed to bilateral and multilateral creditors, a trend
away from concessionality to nonconcessionality and an increase in
the importance of interest and principal arrears (usually capitalized
through the Paris and London clubs) as a component of long-term
debt. Indicators of the debt burden also indicate that African debt is
extremely heavy compared to the capacity of the African econo-
mies, and, in particular their export sectors. Moreover, most African
nations have been subjected to net financial outflows in the period
since the mid-1980s. The performance of these economies, coupled
with a mounting debt burden, surely indicates that African countries
are incapable of simultaneously servicing their debt and attaining a
reasonable level of economic growth, let alone addressing issues of
poverty alleviation.

The actual size of indebtedness does not usually represent an eco-
nomic problem in itself, since this debt may usually be mitigated by
rescheduling and similar short-term arrangements. However, the size of
accumulated debt, relative to capacity level, and subsequent impacts on
the economy, do represent a serious problem for African nations. In
this respect, three interrelated implications of the debt problem deserve
mention. First, servicing of the external debt erodes foreign exchange
reserves, which might otherwise be available for purchase of imports.
This has led to the 'import compression problem', in which a shortage
of foreign exchange adversely affects levels of public and private sector
investments. The import compression problem represents one of the
major macroeconomic issues facing Africa today. Second, the accumu-
lation of a debt stock results in a 'debt overhang' problem, which tends
to undermine the confidence of private investors, both foreign and do-
mestic. A decline in levels of private investment as a share of GDP,
from the late 1970s onwards, may partly be attributed to this factor. Fi-
nally, servicing of debt is placing an enormous fiscal pressure on many
African nations. Such pressure has had an adverse effect on public in-
vestment. This finding is reflected in a reduction in the share of public
investment in GDP from late 1970s onwards. Naturally, a reduction in
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levels of public investment will tend to have negative consequences for
physical and social infrastructure. To sum up, the debt issue is a crucial
element of the overall economic crisis facing Africa. How, then, has
this crisis come about? The following sections will briefly summarize
some of the general arguments surrounding this issue.

1.2.2 Africa's Economic Crisis: What Caused It?
There are three sets of contending explanations for Africa's economic
crisis. The first is set out in World Bank (1981) - also known as 'the
Berg Report' - and a number of subsequent World Bank publications.
An alternative explanation for Africa's economic problems, associated
with the United Nations' 'Economic Commission for Africa' (ECA) is
outlined in African Alternative Framework to Structural Adjustment
Programmes, AAF-SAP (ECA 1989a). Finally, there exists a third
view, which is less clearly associated with any particular institution and
largely held by academics of a Marxist orientation. This latter position
is often offered as a critique to the other two explanations. Although
the scope of all three sets of explanations is general, encompassing
every aspects of the African economic crisis, we focus mainly on how
problems in the external sector of the economy are explained. Never-
theless, by referring to this wider debate, we aim to locate the problems
and the role of the external sector in a wider context.

The World Bank's Agenda for Action (1981) argues that Africa's
problems relate to underdeveloped human resources, political fragility,
problems of restructuring colonial institutions, inheritance of poorly
shaped economies, climate, geography and population growth. Set in
the context of these problems, disappointing performance of the exter-
nal sector is, perhaps, a little more understandable. The Bank argues
that, in spite of external shocks, associated particularly with a rise in oil
prices in the periods 1973-74 and 1978-80 and a decline in world de-
mand for primary commodities, the balance of payments problems ex-
perienced by most African nations since the 1970s cannot generally be
attributed to a deterioration in terms of trade.2 With the exception of
mineral exporters, it is suggested that terms of trade for most African
nations have, in fact, either been favourable or neutral.3

The main cause of the balance of payments problem, according to
the Bank, has been a decline in the volume of exports. The decline in
terms of trade faced by African nations is attributed to three factors.
Firstly, structural changes in the composition of world trade, with trade
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in commodities growing at a slower rate than that of manufactures, has
resulted in a decline in the African share of total world trade. Secondly,
drought and civil strife has negatively affected Africa's supply capac-
ity. And thirdly, trade restrictions and agricultural subsidy policies of
industrial countries represent a barrier to African trade.4 The Bank goes
on to argue that the failure of Africa's export sector may be explained
in terms of three main factors. Firstly, government policy has tended to
be biased against agricultural and export production. Secondly, in-
creased consumption associated with rapid population growth has
placed a burden on resources, which might otherwise have been used
by the export sector. And, thirdly, inflexibilities in African economies
are seen as representing an obstacle to diversification. The Bank's in-
sistence that policy failure represents the main explanation for Africa's
economic crisis, and consequent emphasis on the need for reforms, has
continued with the publication of its long-term perspective study
(World Bank 1989). Moreover, as recently as 1994, the Bank continues
to argue that orthodox macroeconomic management represents the road
to economic recovery in Africa and, hence, that more adjustment, not
less, is required (World Bank 1994). This assertion has been the subject
of various criticisms, coming from a host of different angles (see inter
alia Adam 1995, Mosley et al. 1995, Lall 1995).5

A number of other analysts have arrived at conclusions, in line with
those of the Bank. Van Arkadie (1986), while sympathetic to the prob-
lems posed by external shocks, argues that stagnating or falling output
has had an important impact on export earnings. On the latter point the
World Bank (1989) argues, rather vigorously, that declining export
volumes, rather than declining prices, account for Africa's poor export
revenue. Grier and Tullock's (1989) analysis supports this view. Based
on their survey of empirical studies into the causes of the African eco-
nomic crisis, Elbadawi et al. (1992), also found domestic policies to be
important. White (1996b), citing the case of Zambia, argues that eco-
nomic decline following Zambia's independence may largely be attrib-
uted to economic mismanagement. Using a simple pooled multiple re-
gression equation for 33 African countries, Ghura (1993) also found
significant support for the Bank/IMF viewpoint. Easterly and Levine
(1996) suggest political instability, low levels of schooling, deteriora-
tion in infrastructure, as well as policy failures as representing possible
causes of Africa's growth problems. They conclude, however, that pol-
icy improvements alone are likely to boost growth substantially (see
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also Collier & Gunning 1999 for a similar argument). Although the
above survey is not exhaustive, the aforementioned works would tend
to lend strong support to the Bank/Fund's viewpoint. The logical con-
clusion to be drawn from this survey, therefore, is that the remedy to
Africa's economic problems is to implement structural adjustment pro-
grammes (SAPs).

In contrast, the ECA (1989a) prefers to explain Africa's problems in
terms of deficiencies in basic economic and social infrastructure (espe-
cially physical capital), research capability, technological know-how
and human resource development, compounded by problems of socio-
political organization. The ECA sees inflation, balance of payments
deficit, a rising debt burden and instability of exports as resulting from
a lack of structural transformation, unfavourable physical and socio-
political environment, as well as an excessive outward orientation and
dependence. The ECA study suggests that weaknesses in Africa's pro-
ductive base, the predominant subsistence and exchange nature of the
economy and its openness (to international trade and finance) have all
conspired to perpetuate the external dependence of the continent.
Hence, one of the striking features of the African economy is the domi-
nance of the external sector. This has the effect of rendering African
countries quite vulnerable to exogenous shocks.6 Consequently, accord-
ing to the ECA viewpoint, perceiving African problems in terms of in-
ternal and external balance problems and seeking a solution within that
framework (most notably, through the implementation of structural ad-
justment programmes) implies not only the wrong diagnosis but also
the wrong treatment. The ECA study argues that '...both on theoretical
and empirical grounds, the conventional SAPs are inadequate in ad-
dressing the real causes of economic, financial and social problems fac-
ing African countries that are of a structural nature' (ECA 1989a: 25).

Based on this alternative diagnosis, and the major objectives of the
'Lagos Plan of Action' (OAU 1981), the ECA formulated an African
alternative framework to the Bank/Fund's policy recommendations.
The ECA framework focuses on three dynamically interrelated aspects,
which need to be taken into account. First, the operative forces (politi-
cal, economic, scientific and technological, environmental, cultural and
sociological),7 second the available resources (human and natural re-
sources, domestic saving and external financial resources) and third the
needs to be catered for (i.e., focusing on vital goods and services as
opposed to luxuries and semi-luxuries). The adoption of this general
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framework would allow the different categories of operative force to
influence not only the level and structure of what is produced but also
the distribution of wealth. Moreover, these forces may then influence
the nature of needs to be catered for and the degree of their satisfaction.
At a concrete level this is envisaged as taking a number of policy direc-
tions. Firstly, improving production capacity and productivity, mobili-
zation and efficient use of resources, human resource development,
strengthening the scientific and technological base and vertical and hor-
izontal diversification. Secondly, improving the level and distribution
of income, adopting a pragmatic balance between the public and pri-
vate sectors, putting in place 'enabling conditions' for sustainable de-
velopment (particularly economic incentives and political stability),
shifting of (non-productive) resources, and improving income distribu-
tion among various groups. And, finally, focusing on the required
needs, particularly in relation to food self-sufficiency, reducing import
dependence, re-alignment of consumption and production patterns and
managing of debt and debt servicing.

Just as many have argued in favour of the Bank/IMF view, so too,
many analysts have come out in support of the ECA's position. Thus,
various studies have emphasized Africa's extreme dependence on pri-
mary commodity exports (see Ngwenya & Bugembe 1987, Fantu 1992,
Adedeji 1993). Siting this discussion in a broader historical context,
these studies have highlighted the impact of colonialism in establishing
the rules by which Africa might participate in the world economy. Ac-
cording to these rules, African nations produced raw materials and ag-
ricultural goods for Europe's industries. Further, it is argued that this
pattern of trade has changed very little since the time of political 'inde-
pendence' (Fantu 1992: 497-500, Adedeji 1993: 45). Indeed, Stefanski
(1990) argues that, understood in the context of direct continuum with
the colonial experience, Africa's economy still depends on external
factors to a much greater degree than any other developing region. As a
result of this dependence, Africa's economic crisis is seen as being in-
tricately interconnected with external factors such as falling terms of
trade, declining demand for African exports and related external shocks
(Stefanski 1990: 68-77, Adedeji 1993: 45). Collier (1991) also argues
that abrupt external shocks (be they negative or positive) have repre-
sented important causes of the poor long-term economic performance
of Africa.8 Ali (1984) has touched on another dimension of the prob-
lem. He argues that, for most African nations, the mitigation of their
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problems depends not only on the characteristics of the commodities
they export (and specifically their elasticities) but also on the presence
or absence of the necessary market staying power. Wheeler (1984) has
made an exploratory econometric analysis of the sources of stagnation
and suggests that 'environmental' factors (especially terms of trade and
international conditions of demand) have had a greater impact on
growth than policy variables. Indeed, based on Ghura's (1993) recent
econometric analysis, world interest rates represent a further significant
variable, which should be added to Wheeler's list of adverse 'environ-
mental' factors.9

The negative impact of dependence on exports of primary com-
modities is reflected in three interdependent phenomena. Firstly, a de-
cline in prices faced by exporters ('terms of trade'). Secondly, instabil-
ity of export earnings. And, thirdly an absolute decline in levels of
demand and supply. Attempts to compensate for a deterioration in the
exchange rate facing exporters, by increasing supply, have resulted in a
further decline in prices (Fantu 1992: 502, Stefanski 1990, Stein 1977).
Stein (1977) examined export trends in East Africa (Uganda, Kenya
and Tanzania) in order to determine the causes of the divergence of
each country's export growth from that of the world. He found that un-
favourable commodity composition,10 as opposed to the favourable/
unfavourable nature of its market and increased competitiveness went a
long way in accounting for this divergence. Because African countries
depend on a few commodities, whose prices swing cyclically and may
decline over time, these countries face export-earning instability. Natu-
rally, such instability adversely affects their economies. However, Fosu
(1991) examining the evidence for sub-Saharan Africa, argues that ex-
port instability per se is less important than fluctuation in capital for-
mation (capital instability) in affecting economic growth. Yet, as his
own work shows, in sub-Saharan Africa, high export instability may
render export proceeds a relatively unreliable source for funding for
investment projects (Fosu 1991: 74-75). This usually forces countries
to depend on external finance (discussed, at length, in section 1.3).

The third view differs from the other two in its understanding of
what crisis means in the African context. For these analysts crisis
'...has a connotation of systemic breakdown, but more generally it can
refer to a moment or a specific time period in the history of a system at
which various developments of a negative character combine to gener-
ate a serious threat to its survival' (Lawrence 1986: 2). Sutcliffe (1986),
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for instance, argues that the African crisis represents the continuation
of a complex process of polarization trends. It emanates from Africa's
economic dependence. For him, the African crisis is best understood in
terms of the combined result of long-term secular effects of imperial-
ism suddenly aggravated by the impact of the world capitalist crisis.
Thus, according to these viewpoints, Africa's problems are best under-
stood as resulting from long-term underdevelopment, following de-
pendency theory,11 and short-term vulnerability, following international
aspects of crisis theory (Amin 1974a, 1974b; Ake 1981, cited in Ofua-
tey-Kadjoe 1991; Sutcliffe 1986: 19-20; Harris 1986: 93; Onimode
1988: 13; Moyo et al. 1992: 210). In general, these writers are against
the view that there is a 'norm' from which African countries are in a
temporary deviation, with associated implications that these countries
may return to that norm given a particular adjustment measure (Harris
1986: 84). Harris (1986) and Mamdani (1994) for instance, argue that
the IMF and Bank's ultimate objective is not to correct distortions in a
free market international system, but to construct such a system (Harris
1986: 88). In so doing, these institutions may undermine any attempt to
create an independent, integrated and self-sustained (African) economy
(Mamdani 1994: 129).

While there are areas where the first two approaches both converge
and diverge, the third explanation for Africa's economic crisis stands
firmly in opposition to both. Thus, the core of the disagreement be-
tween the bank and ECA views centres on 'the role of the market'
mechanism12 (Oskawe, quoted in Asante 1991: 179). While the Bank
believes in the market mechanism as representing the fundamental in-
strument of resource allocation and income distribution, the ECA ques-
tions this viewpoint. Thus, while the bank focuses mainly on financial
balances, the ECA considers a much broader transformation as an ena-
bling condition for the former. While the Bank emphasizes the export
sector, the ECA strategy advocates selectivity (see also Asante 1991:
180). While the Bank expresses concern about anti-export bias and
population policy, the ECA prefers to emphasize the need to ensure to-
tal structural transformation and food self-sufficiency. While the Bank
places more emphasis on short-term policies than on Africa's long-term
needs, the ECA strategy, as defined in the Lagos plan of action, stresses
the importance of also addressing issues of long-term transformation,
alongside these short-term policies.13 However, these institutions do
agree on some major issues, such as the need for human resource de-
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velopment, improving the efficiency of parastatals, and sound debt
management. The ECA analysis is quite comprehensive in addressing
the causes of the crisis and in suggesting not only short-run solutions
but also a framework for long-term transformations.14 Thus, the analy-
sis of the external sector of Africa, adopted in this study, will be con-
ducted within this broader context. Within this perspective, it is not
difficult to show that the African debt crisis has developed as part of
the broader external economic problem of the continent.

The literature on the origins of the African debt crisis lists a number
of factors as its cause. The oil price shocks of 1973-74 and 1978-79,
the expansion of the Eurodollar, a rise in public expenditure by African
governments following increases in commodity prices during the early
1970s, recession in the industrialized nations and subsequent fall in
commodity prices, as well as rises in real world interest rate are all
mentioned as major factors. Surprisingly, almost all of this literature
focuses on the post-independence period, with a greater part of the ana-
lysis contained therein relating to the 1970s, 1980s and 1990s. The
main argument set out in this book is that we need to extend this analy-
sis to the pre-independence period if we are adequately to explain the
current debt crisis, as well as propose possible solutions for its resolu-
tion. From this point of departure, the following section traces the his-
torical formation of an African economic structure incapable of han-
dling the current debt crisis.

1.3 THE HISTORICAL ORIGIN OF AFRICA'S
ECONOMIC LINKAGE WITH THE NORTH

Following Amin (1972), African economic history may be classified
into: (i) the 'pre-mercantilist period' (from pre-history to the beginning
of the 17th century); (ii) the 'mercantilist period'15 (from the 17th cen-
tury to 1800), characterized by the operation of the slave-trade; (iii) the
'third period' (from 1800 to 1880) characterized by attempts to set up a
European dependent African economy; and finally, (iv) the 'period of
colonization' in which the dependent African economy became fully
established (Amin 1972: 106). This section will not pretend to discuss
the details of Amin's periodization. Rather, after briefly reviewing the
economic history of the other periods, it will focus mainly on the colo-
nial period, during which time the economic structure African countries
inherited at the time of independence became established.
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1.3.1 Pre-colonial Trade in Africa
African interactions with the rest of the world, and especially Europe,
date back many centuries, before culminating in full-fledged coloniza-
tion in the latter part of the 19th century.16 During the first part of this
period, Africa had autonomy in its linkages with the rest of the world17

(Amin 1972: 107-10). However, during the 16th century, African trade
centres moved from the savannah hinterland to the coast, in reaction to
changes in European trade, which shifted increasingly from the Medi-
terranean to the Atlantic (Hopkins 1973: 87).

Various studies have documented how pre-colonial Africa was
characterized by production of diversified agricultural products (see,
for instance, Rodney 1972: 257). The internal trade of the continent
was distinguished by regional complementarities, with a broad natural
resource base. Thus, a dense and integrated network was set in place,
dominated by African traders, which included, inter alia, trade among
herdsmen and crop farmers, supply of exports and distribution of im-
ports. This was dominated by trade in salt, West African 'spices', per-
fumes, resins and kola nuts, of which the latter was the most important
(Amin 1972: 117, Hopkins 1973: 51-86; Neumark 1977: 128-30, Van-
sina 1977: 237^8, Austen 1987: 36). Brooks' account of the economic
conditions prevailing in this period provides an impressive insight into
African trade at the time (Brooks 1993). Specifically, one is struck by:
(a) the extent of local and long distance trade; (b) the range of goods
traded; and, (c) the degree of processing of commodities (for instance
in textile manufacturing, dyeing and metal working), particularly in
West Africa. According to his account, the major commodities traded
among West Africans in pre-colonial times include salt, iron, gold, ko-
la, and malaguetta pepper and cotton textile. Of these, kola and mala-
guetta pepper were important, not only in West Africa, but also in the
trans-Saharan trade. Indeed, this trade was so extensive that Europeans
were able to obtain malaguetta pepper at inflated prices from Mag-
hreb18 middlemen from at least the 14th century onwards (Brooks 1993:
51-121). Moreover, in this period, Europeans were able to purchase
cloth from Morocco, Mauritania, Senegambia, Ivory Coast, Benin,
Yorubaland and Loango for resale elsewhere (Rodney 1972: 113, Hop-
kins 1973: 48). (It is curious to note that, in a geographic and economic
sense, North Africa was connected, rather than separated, by the Sahara
to other parts of Africa.)19 It is also worth noting that the quality of
many of these processed goods was quite comparable with products
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originating in other parts of the world. For instance the level of manu-
facturing of textiles in pre-colonial West Africa was so sophisticated
that these textiles were not only traded in West, North and Central Af-
rica but also in the European market (see Hopkins 1973: 48 for details).
Moreover, none of the goods brought by Europeans supplied any of the
basic or unfulfilled needs of African societies. Indeed, similar com-
modities and/or substitutes were obtainable through West African com-
mercial networks. Specifically, African artisans of the time manufac-
tured high-quality iron, cotton, textiles, beers, wines and liquors
(Brooks 1993: 56). Austin argues that this trade, sometimes referred to
as the 'Sudanic economy', represents 'an ideal African development
pattern: continuous and pervasive regional growth with a minimum of
dependence upon foreign partners for provision of critical goods and
services' (Austen 1987: 48). However, this autonomy in traditional in-
dustries was to be undermined by subsequent events (Koncazcki 1990:
24).

The early development pattern of Africa varies between regions. In
contrast to West Africa, East and Southern Africa (ESA) were charac-
terized by a well-established economic interaction with the Arabian and
Asian countries, long before the arrival of the Europeans. More specifi-
cally, this part of Africa supplied a range of products, such as gold,
copper, grain, millet and coconut to the Middle East and Indian Ocean
economies. There also existed a dynamic caravan trade and commercial
plantations long before the onset of European colonial rule. According
to Austen, the towns in this part of Africa degenerated into little more
than entrepots for raw material exports and manufactured imports, ren-
dering them dependent on the external economy (Austen 1987: 67-74).
However, as documented by Kjekshus, during the mid-19th century,
prior to the onset of the colonial period, the interior of what is now
mainland Tanzania carried an estimated 4.5 million head of cattle. In-
deed, the entire coastal region also supported a rich agricultural and
pastoral economy (quoted in Leys 1996: 111). Further, Nzula et al.
(1979)20 argued that the region was characterized by peasant produc-
tion, which was mainly a natural and closed economy, with a substan-
tial number of people leading a nomadic existence (Nzula et al. 1979:
38). The existence of an independent and autonomous economy, dating
back to antiquity, is also well documented in Ethiopian history.21 Amin
also notes that the African societies of the pre-colonial period devel-
oped autonomously (Amin 1972: 107-8). Thus, one may reasonably
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conclude that, although its economy was not as complex as that of
West Africa, nevertheless, that the ESA region had some degree of
autonomy in its economic activity, and, hence, was not as dependent on
the export of commodities, particularly to Europe.

To sum up, there would appear to be a long history of integrated
and autonomous economic activity in most regions of Africa with local
and long-distance trade playing a linking role. This is not an attempt to
paint a 'golden past' for Africa. Rather, it is meant to underline the fact
that Africa had a healthy and fairly independent economic system, be-
fore colonialism intervened to force a structural interaction with Eu-
rope.

\3.2 The Formation of a Commodity-exporting and
External Finance-constrained Economy

The period leading up to the industrial revolution, and the 16th and
17th centuries, in particular, witnessed the beginning of the shaping of
the African economy by European demand. A clear example is the
pressing demand for gold coin in Europe, and the subsequent search for
gold in West and Central Africa (WCA).22 Indeed, demand for labour,
required in the American gold search, was instrumental in the forma-
tion of the European slave trade (Rodney 1972: 86-87). Thus, the shap-
ing of the African economy by Europe began, even before the onset of
the formal colonial period.

With the onset of the industrial revolution in Europe, Africa lost its
remaining autonomy and was reduced to being a supplier of slave la-
bour for the plantations of America (Amin 1972: 107-10). The Euro-
pean slave trade, and the so-called 'triangular trade', both of which are
beyond the scope of this book, are widely discussed issues in the eco-
nomic history of Africa. Any resistance to the slave trade was silenced,
not only by the co-opting of local chiefs, but also by sheer force. Such
use of force has been documented in what is now Angola, Guinea and
various other parts of the continent (Rodney 1972: 90-91, see also
Bernstein et al. 1992 for a brief summary of the triangular trade). More-
over, this era witnessed a widespread expansion of European control.
This expansion was undertaken with the dual aims of: (a) incorporating
new areas under primary crop production, using African land and la-
bour (which were priced below world market prices); and, (b) increas-
ing the level of production of existing primary commodities. On the im-
port side, cheaper and purer iron bars, and implements such as knives
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and hoes were made available, displacing some of the previous eco-
nomic activities undertaken by local blacksmiths. This had knock-on
effects in terms of a reduction in levels of iron smelting and even a de-
cline in the mining of iron-ore (Wallerstein 1976: 34-36, Baran 1957:
141-43).23

Within the ESA region, cloves grown in Zanzibar and Pemb islands,
for export to the Asian and European markets, were the first cash crops
successfully produced prior to European colonialism. Mainland estates,
dominated initially by Arab and Asian traders, were involved in exter-
nally-oriented production through sales of copra, sesame seed and oil-
yielding materials, for which France was the principal market (Munro
1976: 55). Following colonization, peasant cash-cropping developed in
East Africa. However, unlike the WCA region, this was mainly as a
consequence of a combination of political injunction and regulation.
Such imposition from above was usually resisted, the Maji-Maji upris-
ing, in today's Tanzania, being a case in point. In other instances cash
cropping simply failed to take hold, as in the case of a cotton scheme
proposed for Nyanza province, Kenya (Munro 1976: 116). However, in
spite of these initial setbacks, eventually the colonial powers were suc-
cessful in implementing their policy of introducing cash cropping to the
region.

As described above, there existed a reasonable degree of trade link-
age with Europe in the pre-colonial period. Leaving aside the slave
trade, the main feature of this trade was the export of primary com-
modities by African nations to Europe. Thus, even before the onset of
the colonial era, the seeds of Africa's subsequent role (as a supplier of
raw materials and foodstuffs for Europe, and a market for European
manufactures) as well as its dependence on external finance had al-
ready been sown.24 Or, to take a slightly different perspective, a move
from the production of primary products to processing of these prod-
ucts (by Africans and in Africa) was interrupted. This represents the
first pre-designed attempt to articulate African economic activity to the
requirements of the outside world. This development was vigorously
followed up upon during the colonial period as a consequence of: (i)
the so-called imperial self-sufficiency in raw materials scheme; (ii) the
impact of the First and Second World Wars; and, (iii) financing re-
quirements for the creation of public utilities designed to serve (i) and
(ii).
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The imperial self-sufficiency scheme
As noted above, the export structure associated with colonialism did
not arise by accident. Rather, it was preceded by various experiments to
produce agricultural products demanded by the developing European
industries. A French experiment to produce crops similar to those pro-
duced in America, the establishments of plantations in Senegal, during
the 1820s, British experiments with 'model farms' in Niger, during the
1840s and cotton experiments25 in Senegal, Nigeria and the Gold Coast
(Ghana) all represent cases in point (Hopkins 1973: 137). In Germany,
Bismarck, initially reluctant to create a colonial empire, was persuaded
by German commercial interests that overseas territories could provide
raw materials for German industries, as well as markets for their prod-
ucts (Longmire 1990: 202). This growing demand for raw materials,
the search for a market for finished products from Europe, inter-Euro-
pean competition, and a number of other factors conspired to form the
basis upon which colonialism was to evolve.26

During the colonial period, one of the main phenomena, which
strengthened primary commodity exports from European colonies in
Africa, was the so-called 'imperial self-sufficiency' scheme. Thus,
British, French and Belgian textile industries sought to obtain cotton
from Africa, and invested accordingly. A similar scheme was also de-
veloped for tobacco. This was administered both by colonial govern-
ments and by some European-based companies (Munro 1976: 128-37)
and resulted in an expansion in colonial trade. With the onset of coloni-
alism, the centre of African trade shifted from the hinterland to the
coast, and the composition of this trade also changed in response to the
demands of the increasing external orientation of the economy (Amin
1972: 117). For example, expansion in the production of palm products
and groundnuts in Africa was directly linked with increased demand for
inputs required in soap and candle factories, lubricants (particularly for
the railways) and European economic growth in general (Hopkins
1973: 129).

At the same time, the processing of such primary products in Africa,
except in white settler colonies was actively discouraged. Indeed, this
was the case even when factories were owned by Europeans. For ex-
ample, in Senegal, the proportion of groundnuts, which could be proc-
essed, prior to their export to France, was strictly controlled (Field-
house 1986: 48, Fyfe quoted in Wallerstein 1976: 36, Onimode 1988:
177). In Angola the Portuguese prevented the operation of flour mills,
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with the country exporting wheat to Portugal and importing wheat flour
back (Koncazcki 1977: 81). According to Austen, the fact that colonial
governments, (with the possible exception of the Union of South Af-
rica), saw themselves primarily as representatives of the 'mother' (co-
lonial) country, which was benefiting from the existing pattern of trade,
explains why they pursued policies which were directly and indirectly
designed to block efforts at local industrialization (Austen 1987: 133).

In order to achieve these dual objectives, of inducing the colonies to
be suppliers of inputs, and markets for manufactured goods, various
methods of coercion were employed. Africans were forced, by superior
firepower, to abandon small-scale manufacturing industries and trade
with rival European nations (Dickson 1977: 142). At the same time,
large European firms were encouraged to concentrate on growing and
trading in agricultural products. This was easily achieved for a variety
of reasons. Specifically, African peasants moved into cash cropping:
(a) to ensure access to European goods, to which they had become ac-
customed, in a limited way, in the pre-colonial era; (b) to earn cash,
which was required to pay various taxes; and, finally: (c) as a result of
force.27 In other cases, Africans were simply exterminated to pave the
way for settlers.28 In other parts of Africa Europeans directly controlled
the production of commodities such as cotton, sugarcane and tobacco.
(Amin 1972: 112-13). Indeed, in areas such as British East Africa the
law required that farmers grow a minimum acreage of cash crops.
However, these peasants were not wholly dependent on cash crop pro-
duction. Rather, they also produced food for own consumption, this be-
ing in the interests of the big firms, since it enabled them to pay only
minimal wages, which did not have to cover maintenance of the la-
bourer and his family (Rodney 1972: 172). Nevertheless, the colonial
authorities ensured that the extent of such food production was not
large enough to ensure self-sufficiency. For instance, in British Guinea
it was a criminal offence to grow rice (at a time when it was imported
from India and Burma) because it was feared that rice growing would
lead to the diversion of labour from the sugar plantations (Frankel
1977: 236). Thus, in this manner, Africa's economic role, basically as a
producer of primary commodities, continued to be shaped to serve Eu-
rope's industrial and commercial interests.
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The First and Second World Wars (W.W.I and II)
The impact of the First World War on African colonies was devastat-
ing. Although trade was disrupted during the period, nevertheless Afri-
can colonies were forced to supply commodities to finance the war.
The end of the war was followed by a surge in major commodity prices
and hence high export earnings for the African colonies (Munro 1976:
119-23). Similarly, The Second World War also resulted in an in-
creased demand for primary commodities, and especially those with
military strategic importance such as vegetable oils, metals and indus-
trial diamonds (ibid.: 170, Burdette 1990: 84.). This had the effect of
reinforcing the commodity producing and exporting role of the Euro-
pean colonies in Africa. In addition to the direct effects of the war, the
post-war reconstruction of Europe, rising levels of European incomes
and removal of restrictions on consumer demand and commodity stock-
piling, engendered by the outbreak of the Korean war in 1950, resulted
in the price of African exports surging to unprecedented heights (Mun-
ro 1976: 177). Thus, when war erupted or was expected to erupt in the
colonizing countries, commodity production and exports by African
colonies was boosted by non-price mechanisms. Further, the end of the
war was usually also followed by a commodity price boom and associ-
ated increase in the level of the commodity exported, this time through
the operation of the price mechanism. In the process, the specialization
of European colonies in Africa as producers and exporters of primary
commodities became firmly established.

Financing public utilities and commodity exports
In general, in the pre-1929 international financial order, which was
dominated by government bonds (i.e., portfolio investment), Asian and
African colonies had little choice in relation to the nature of their in-
volvement in international financial systems. Political considerations
were at the heart of regulating access to capital markets (Bacha & Ale-
jandro 1982: 2-3). Besides, such inflows to Africa were generally neg-
ligible (UN 1949: 26-28). Capital inflows from W.W.II onwards in-
creasingly came in the form of foreign direct investment (FDI). There
was a moderate flow of such capital from the United States and Britain
to Africa. However, such investment that did come (especially that or-
iginating in the United States, which was the largest supplier) was con-
centrated mainly in South Africa, Egypt and Liberia, the latter relating
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to the introduction of a shipping line by the United States (UN 1954:
15-16). In almost all cases, the investment went into plantations and
mineral extraction (UN 1949: 32-33).

The colonial period also witnessed a flow of loans and grants from
European centres to the African colonies. In almost all cases, these
funds were spent on public infrastructure development such as railways
and roads to link ports to export production sites, and, to a lesser extent,
on schools and health facilities. This was undertaken with the aim of
developing the primary commodity exporting capacity of the colonies
(see UN 1954: 32-33). In some circumstances the colonial powers
were also motivated by military-strategic considerations. It is estimated
that, from the mid-1940s to 1960, only 15-20 per cent of such inflows
were allocated for social and production sectors, while the rest went
into infrastructural development (Munro 1976: 183). The nature of
these financial flows to the colonies also differs before and after
W.W.II. In general, it can be said that the pre-W.W.II flows came
mainly in loan form, while the post-W.W.II flows, and especially those
from France, increasingly incorporated a grant element (see also Aus-
ten 1987: 197-202 for details). However, the repayment of this debt by
colonial administrators created serious difficulties.

These financial difficulties were exacerbated by instability in the
world commodity market and the vulnerability of the African colonies
to this. Indeed, various analogies may be drawn between the current
debt crisis and the situation in this period. For instance, after the great
depression (1929-32), African exports declined by about 42 per cent.
The depression also resulted in contraction of credit flowing to the col-
onies. These events led to a serious incapacity to service debt owed to
the 'mother' (colonizing) country. Since colonies were not in a position
to default on these debts, there was effectively no way out for them.
This had repercussions for every African economy, with widespread
bank failures, retrenchment programmes in colonial administrations
and liquidation of businesses (see Munro 1976: 150-53 for details).

Setting in place a vicious cycle, the financial difficulties being expe-
rienced by colonial governments forced the colonies to vigorously fol-
low a policy of producing export commodities, at the expense of other
alternatives (Munro 1976: 155, Austen 1987: 127). Peasant cropping,
with its attractive minimum cost for colonial governors, was chosen as
a convenient vehicle to address this problem. This, the so-called 'peas-
ant path' to financial solvency, became a universal phenomenon
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throughout the colonies, and especially in the present-day WCA. It was
attained by forced involvement of ordinary peasants in the primary
commodity export sector. Indeed, this coercion was sometimes so harsh
that the ordinary peasants were paid not in cash, but in bills of credit to
the administration's head tax (Munro 1976: 156). In the British colo-
nies of East Africa a similar emphasis to the 'peasant path' was also
followed (ibid.: 156-57).

In summary, through the process discussed above, the foundations
for the existing economic structure of African countries were laid dur-
ing the colonial period. This was achieved through two channels. First-
ly, by directly contributing to the expansion of an enclave of primary
commodity-exporting economies. And, secondly, by bringing about a
situation of indebtedness, it further accentuated the importance of these
activities as sources of foreign exchange required for settling of this
debt. Although this general pattern was applied throughout the African
colonies, some variations existed across the regions. The following sec-
tion addresses this issue.

1.3.3 The Three Macro Regions of Colonial Africa:
The Amin-Nzula Category

Although colonialism shaped the production structure in a similar way
across Africa, nevertheless one may observe certain variations in this
general pattern between different macro regions. Leaving aside North
Africa, Nzula et al. (1979)29 and Amin (1972) divide the continent into
three distinct regions, based on their colonial structure. Firstly, Africa
of the labour reserves (Nzula et al. 1979 label this 'East and Southern
Africa'); secondly, Africa of the colonial economy (Nzula et al. 1979
label this the region 'British and French West Africa'); and, thirdly,
Africa of the concession-owning companies (Nzula et al. 1979 label this
'Belgian Congo and French Equatorial Africa'). The fundamental dis-
tinction between these regions is derived from the manner in which the
colonial powers settled the 'land question' (Nzula et al. 1979: 36).

In West Africa, commodity production did not take a plantation
form. Besides, until quite recently the mineral wealth of the region re-
mained largely untapped (Amin 1972: 115). The amount of African
peasant land expropriated was also negligible (Nzula et al. 1979). How-
ever, in spite of this, the control and growth of the commodity sector
was governed by European interests, while land remained in the hands
of small peasants. The mechanisms for this control were as much po-
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litical as economic (Amin 1972: 115). Hopkins lists a number of rea-
sons why plantation-based production never became folly established
in West Africa. Firstly, some traders were opposed to plantations for
fear that they might compete with the export sector for scarce capital.
(Such objections were voiced, for example, by businessmen such as Le-
ver and Verdier.) Secondly, a few plantations, which were established,
failed because of lack of capital and ignorance about tropical condi-
tions. The third, and perhaps most important, reason why plantations
failed to became fully established in West Africa was that small Afri-
can peasants had already succeeded in forming an export economy by
their own efforts. Moreover, establishing plantations would have creat-
ed conflicts with traditional land rights. Indeed, some crops, such as
groundnuts, would not have been suited to plantation agriculture (Hop-
kins 1973: 213-14). Finally, it is worth pointing out that it was not nec-
essary to develop formal plantation agriculture, since it was possible to
influence the nature of production and control the export supply of
peasants through monopolistic trading practices, customs restrictions,
fiscal controls and appropriate credit arrangements (Nzula et al. 1979:
38).30

In much of today's Central Africa, and part of Southern Africa, con-
cessionaire companies, usually supported by their European state, dom-
inated the entire economic structure through their involvement in min-
ing, fishing, public works and communication, and even taxation (see
Seleti 1990: 40). In these regions, the indigenous population were re-
duced to semi-slavery, and exploited by open and non-economic forms
of coercion on the plantations and mines (Nzula et al. 1979: 37, Austen
1987: 140-42). The establishment of such concessionaire companies
was further facilitated by the indigenous population fleeing and seeking
refuge in the more inaccessible parts of the region. Discouraged by this
population exodus, the colonial authorities encouraged adventurer com-
panies to 'try to get something out of the region' (Amin 1972: 117).
The activities of these companies were organized in line with demand
in the 'mother country'. One example of this was the demand for raw
materials required in the European war effort. Thus, the mining compa-
nies, in co-operation with colonial officials, designed and determined
the nature of their enclave activity to meet the increased demand for
copper and other base metals required by the European war industries
(Burdette 1990: 84).
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In Southern and Eastern Africa both systems referred to above were
intricately interwoven with a number of specific features (Nzula et al.
1979: 36). In this region the extraction of mineral and settler agriculture
was accompanied by the creation, often by force, of a small, and often
insufficient, reserve of labour comprising land-owning peasants and the
urban unemployed. This was undertaken with the labour demands of
mineral extraction and settler agriculture firmly in mind (Amin 1972:
114, Nzula et al. 1979: 37). This labour was further supplemented by
interregional migration. Other economic instruments, such as taxation,
were also used to create reserve labour for European plantations and
mining (Seleti 1990: 34, Koncazcki 1977: 82). The reduction of the
cost of labour in such regions to mere subsistence levels rendered the
exports of the colonies competitive, in comparison to similar goods
produced in Europe. Clearly, the formulation of such a structure was
'as much political as economic'31 (Amin 1972: 115, Seleti 1990: 47).
However, since the focus of this book is on the economic, we do not go
further into such political considerations here. Rather, we would simply
observe that, during this period, an economic structure was set in place,
characterized by the export of primary commodities.

By the end of the colonial period, what had been achieved in all
these macro regions was the creation of a commodity-exporting econ-
omy and virtual monopoly of African trade (both import and export) by
Europe (see Hopkins 1973: 174). The commodity export-led strategy
was vigorously followed during this period. As a result, not only did
production for overseas markets expand at a high rate, but also several
new items (especially foodstuffs) began to appear on the import list
(Hopkins 1973: 178). In some cases, European business interests were
so pervasive that they created a protected market, on which to dump
their manufactured goods.32 Summarizing the stylized facts in the colo-
nial period, Koncazcki described the economic pattern of what is called
'matured' colonialism33 as having three distinct components. Firstly,
both imports (which were mainly manufactured goods), and exports
(mainly raw materials), were fixed with the 'mother' country. Sec-
ondly, capital investment in the colony was determined by the trading
interest of the 'mother' country, and concentrated in exporting en-
claves. Finally, a supply of cheap labour was ensured through a variety
of mechanisms (legal, monopolistic employment and through other
economic instruments; Koncazcki 1977: 75-76). Indeed, it is worth
noting that this pattern has not changed fundamentally, even today.
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Another important characteristic of this period relates to technological
change. For example, if one focuses on cotton production, during the
colonial era, Africa '...was concentrating almost entirely on export of
raw cotton and the import of manufactured cotton cloth. This remark-
able reversal [compared to the pre-colonial period] is tied to techno-
logical advance in Europe and to stagnation of technology in Africa
owing to the very trade with Europe' (Rodney 1972: 113). Colonialism
further exacerbated this situation. Thus, as Amin notes, when we speak
of the exchange of agricultural products against imported manufacture
(i.e., the terms of trade), 'the concept is much richer: it describes ana-
lytically the exchange of agricultural commodities provided by a peri-
pheral society shaped in this [colonial] way against the product of a
central capitalist industry (imported or produced on the spot by Europe-
an enterprises)' (Amin 1972: 115).

To sum up, it has been shown that African nations were in posses-
sion of an integrated and autonomous economic structure prior to their
intensive interactions with Europeans during the colonial period. It is
hard to speculate what the future of such a structure might have been,
in the absence of colonialism. However, it goes without saying that it
would not have been what it is now, since clearly the present is the re-
sult of specific historical process. More specifically, historical interac-
tion with today's developed countries has shaped the structure of the
economic activity of African nations, particularly in the areas of inter-
national trade and finance. Indeed, economic domination, accompanied
by colonization, has further cemented this structure. Thus, given such
historical process it is not surprising to find that almost all African na-
tions had become exporters of a limited range of primary products, and
importers of manufactured goods, by the time of independence, in the
1960s.34 This was further accompanied by a demand for external fi-
nance, when export earnings were not sufficient to finance the level of
public expenditures required for maintaining and expanding the com-
modity-exporting economy. This structure has not changed in any
meaningful way in the post-colonial era. Thus, when one examines the
financial problems of Africa (which I am arguing relate to its role as a
primary commodity exporter) one is, compelled to conclude that these
problems are a direct outcome of historical process.
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1.4 SOME NOTES ON METHODOLOGY

Methodological discussions in economics are usually problematic.
Mainstream economists, usually follow the Popperian approach (the
theory-hypothesis-critical test/evidence-falsification or corroboration
chain) (see Blaug 1992). However, it could be argued that this ap-
proach is more relevant for physics than it is for economics. Thus,
some of the problems a researcher in developing countries might face
while following the Popperian approach include the possibility of ex-
cluding rival explanations ex-hypothesis as well as the difficulty of ob-
taining 'evidence' or 'facts'. Moreover, as noted by Feyerabend (1975),
a method, which adheres to a binding principle, stands in contradiction
to the history of research/science. Indeed, openness in research, and
Feyerabend's principle of 'anything goes', may be defended under all
circumstance. However, as Dutt (1990) notes, the problem, which Fey-
erabend does not address, is how a researcher may become versed in all
the relevant theories pertaining to a particular problem. Dutt's answer
to this question is, 'by specializing in areas or problems' (Dutt 1990:
6). And, one might add, by explicit recognition of the fact that the re-
searcher is dealing with an aspect of a problem which is presumed to fit
the overall structure, not as a jigsaw puzzle, but as an integral part of it.
This implies an obvious trade-off between depth (in the sense of deeply
focusing on the particular) and breadth (which entails focusing on the
overall picture).

The approach adopted in this study departs from the Popperian one
in favour of a realist approach. It is our view that the adoption of such
an approach represents a much more fruitful avenue of research in de-
veloping countries. This methodological framework is informed by the
works of Lipton (1991), Mukhrjee and Wuyts (1991), Wuyts (1992a,
1992b) and Lawson (1989). The overall framework adopted in this
study is Lipton's 'inference to the best explanation' (contrastive infer-
ence), which looks for residual differences in similar histories of facts
and foils as a fruitful method for determining a likely cause (Lipton
1991: 78). This approach entails testing competing hypotheses in the
process of research.

At a practical level, this general approach is narrowed down to a
more refined one proposed by Mukhrjee and Wuyts (1991) in which a
working hypothesis, is confronted with the evidence and various rival
explanations. Wuyts (1992b) argues 'the best way to test an idea
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(wrapped up as a hypothesis) is not merely to confront it with its own
evidence, but to compare it with rival explanations. It then becomes
easier to detect which explanation has more loose ends or will need to
resort to ad hoc justifications to cope with criticism' (Wuyts 1992b: 4).
Once a working hypothesis has been arrived at, the dialogue between
data and alternative explanations may best be handled by exploratory
data analysis, which comprises graphical display, techniques of diag-
nostic analysis and transformation of data (Mukherjee & Wuyts 1991:
1). This does not imply that theory has no role to play. Rather, that the-
ory is important 'as a guide to pose interesting questions which we
shall explore with data' (Wuyts 1992a: 2).

The generation of working hypotheses, and the subsequent exam-
ination of these, may be pursued along Kaldorian lines (Lawson 1989,
Lawson et al. 1996). In this realist approach to economic analysis, the
researcher is free to start from 'stylized' facts - broader tendencies ig-
noring individual details - and to construct a working hypothesis,
which fits with these facts. The final stage of the analysis entails sub-
jecting the entities postulated at the modelling or explanatory stage to
further scrutiny (Lawson 1989).

Building on this methodological background, the study is divided
into three main sections. In the first of these, a theoretical literature
study, in line with the research problem, will be undertaken. This will
help to shape alternative theoretical explanations, in order that the
questions and problems posed might be more clearly defined. In Part II
(comprising Chapters 4 and 5) the dialogue between the data and alter-
native explanations will be explored. At this stage in the analysis, the
researcher is faced with the practical problem of being open to all con-
ceivable explanations for a particular phenomenon. Thus, economists
might differ on their view on a particular economic phenomenon (Dutt
1990: 6). Based on this line of thinking, the underlying view adopted in
this study is that the African economy has its own peculiarity. Moreo-
ver, it is suggested that different institutions and agents, both in the
North and South have different behavioural rules by which they oper-
ate. This, in turn, affects the functioning of the economy. Since such
structures are explicitly incorporated into this study, the book may be
seen as lying within the structural macroeconomics school (see, for ex-
ample, Taylor 1983 & 1991, FitzGerald & Vos 1989, FitzGerald 1993).
Thus, the amalgamation of the view of an economy with the 'inference
to best explanation' leads one to work under a specific paradigm a la
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Khun. The wider context of 'inference to best explanation' is not lost,
however, because, as research progresses, the view about the economy,
and judgement about theories, follows a dynamic process of learning.
Once the empirical exploration is conducted within the framework of
this background, the final step is to depict the stylized facts, which
emerge from the dialogue between data and theory, using modelling
techniques. This is undertaken in Part III, which comprises the last two
chapters of this study.

1.5 ORGANIZATION OF THE BOOK

As set out above, this book is organized in three main sections. Part I,
comprising the current chapter and Chapter 2, explores some back-
ground issues and reviews a number of relevant theories. Part II, which
comprises Chapters 4 and 5, presents an empirical analysis of the major
issues and theories explored in Part I. In Part III (Chapters 6 and 7)
these empirical issues are brought together within a North-South mod-
elling framework. Chapter 7, in particular, is devoted to an analysis of
external shocks and policies, using the model developed in Chapter 6.
Finally, Chapter 8 highlights some of the major policy implications
arising from this study.

In this introductory chapter, I have argued that Africa's external fi-
nance problem is the result of the structure of its trade in the context of
the world economy, in general, and its place as a commodity producer
in particular. I have also argued that this is compounded by the adverse
effects of macroeconomic policies adopted by the Northern (industri-
alized) nations. The major purpose of this background discussion is to
underline the existence of an economic structure, primarily built in the
colonial era, which continues to shape the external economic conditions
of African nations today. This discussion sets the ground for subse-
quent chapters, which will examine the questions posed from both a
theoretical and empirical perspective.

Chapter 2 is devoted to an in-depth analysis of the key theoretical
explanations for the external finance problems of Africa. This analysis
is carried across financial instruments which comprise the external fi-
nance to Africa (FDI and official and private flows). The theoretical
discussion presented in this chapter is used to specify the model devel-
oped in the book. The chapter will also attempt to identify theories,
which may be used to explain the linkage between Africa's trade and fi-
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nance problems. Cognizant of the importance of the primary commodity
trade in Africa, the chapter attempts to identify theories to explain the
functioning of the commodity market, in general, and terms of trade, in
particular. The chapter also reviews the literature relating to commodity
modelling strategies, with the aim that this might inform the commodity
modelling exercise undertaken in this book.

Chapter 3 focuses on theoretical issues relating to African macro-
economics. In this chapter, a cursory look at existing African macro
models is undertaken. Major theoretical issues in African macroeco-
nomics, such as import compression, 'the fiscal response' and 'Dutch
disease' effects are discussed. The chapter also describes the account-
ing framework, which is used to organize the macro database of the 21
sample countries, used in the study.

Chapter 4, which begins the empirical analysis section of the book,
focuses on the determinants of foreign exchange supply to Africa. The
chapter addresses two broad themes. Firstly, capital flows to Africa are
examined. The chapter then moves on to examine other sources of for-
eign exchange, and, in particular, earnings from commodity exports.
An attempt to understand the determinants of African export supply is
conducted by locating these exports in the context of the world com-
modity market.

Chapter 5 examines some macroeconomic ramifications of the for-
eign exchange earnings discussed in Chapter 4. This is undertaken by
extending the discussion presented in Chapter 2 to take account of a
number of theoretical and empirical issues. Again, the chapter covers
two broad themes. Firstly, the 'fiscal response' to external finance is
examined, and an alternative framework for analysing the relevant is-
sues is set out. Secondly, the 'Dutch disease' effect of such flows is de-
scribed. The results obtained in this analysis feed into the global model
developed in Chapter 6.

Chapter 6 represents a synthesis of the preceding chapters. Specifi-
cally, the theoretical discussion and empirical analysis set out in these
chapters is formalized in a North-South economic model. The chapter
begins by examining the analytical framework developed by Dutt
(1990) with the aim of developing a taxonomy of the major global
models currently in use. By critically examining existing models, the
framework lays the foundation for the model developed in this book.
The main focus of the model, which is based, among others, on Taylor
(1981) Darity and FitzGerald (1982) and Vos (1994), is an elaborated
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modelling of Africa using a Kalecki-Lewis set-up. Most of the model's
parameters are econometrically estimated for the three African sub-
regions, and for the North. In Chapter 7, this model is applied in the
analysis of various policy issues and external shocks. Finally, Chapter 8
summarizes the major implications arising from the policy and external
shock simulation undertaken in Chapter 7.



Trade, Finance and Development
in a Global Context

2.1 INTRODUCTION

In Chapter 1, the external finance problems of Africa were discussed.
This chapter will focus on providing a theoretical perspective to this
analysis. More specifically, the chapter will attempt to identify key
analytical elements, which may be used to explain Africa's external fi-
nance problems. With this objective in mind, the theoretical determin-
ants of capital flows to Africa, and the 'South', in general, will be iden-
tified. The major systemic explanations found to be relevant in explain-
ing Africa's external finance problems will form the basis of attempts
to develop a formal model. The development of such a model will be
set out in subsequent chapters. The general approach chosen will be to
examine the issue of Africa's external finance problems across differ-
ent financial instruments, each of which is assumed to have its own
specific features. With these broad objectives in mind, the remainder of
this chapter is organized as follows. In section 2.2, international finance
theories, which may have relevance for the modelling of Africa, within
a North-South framework will be discussed. Section 2.2.1 will examine
the determinants of foreign direct investment (FDI) with a view to ar-
riving at an explanation for such flows, which might have relevance for
Africa. Section 2.2.2 focuses on theories of bank lending and their rele-
vance for Africa. Section 2.2.3 examines the theoretical underpinnings
of official capital flows, which are becoming increasingly important in
Africa. In section 2.3, relevant trade theories and models are explored.
Finally, section 2.4 highlights some major strands of the literature,
which underpin the modelling work set out in subsequent chapters.

34
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2.2 FINANCE THEORIES, NORTH-SOUTH
MODELLING AND THE AFRICAN CONTEXT

2.2.1 Foreign Direct Investment
Foreign direct investment does not comprise a major component of ex-
ternal finance flows to low-income countries of Africa. Nevertheless,
this section will briefly examine various theories on the determinants of
foreign direct investment, in the hope that this may help to explain why
this type of investment has not been important in that continent. The
early neoclassical approach, summarized in an article by MacDougall
(1960), hypothesized that capital flows across countries are governed
by differential rates of return (within the neoclassical market setting).1

It is argued that such capital inflows are welfare-enhancing2 to both
parties engaged in the capital movement. The MacDougall model as-
sumes perfect competition, risk free capital movement, mobility in fac-
tors of production and no risk of default. The portfolio approach to
FDI, presented in reaction to The MacDougall model emphasizes not
only return differential, but also risk (Iversen 1935 and Tobin 1958,
both cited in Agarwal 1980). This is strengthened by a theory which
emphasizes the positive relationship between FDI and output (sales in
host country) along the lines of Jorgenson's (1963) model (see Agarwal
1980).

A major criticism of these theories relates to the question of per-
fection in markets. Hymer (1960, published in 1976) and Kindleberger
(1969) argue that, if foreign firms were able to compete and succeed in
the host country, then they must be in possession of a specific and
transferable competitive advantage, both over local firms, and other po-
tential entrants into the local market. This analysis also focuses on the
micro foundations of FDI, by moving from a simple capital movement/
portfolio theory to a broader production and industrial organizational
theory.

Indeed, this school of thought has formed the basis for a whole
strand of the literature. According to this line of thinking, some advan-
tages of the competitive foreign firm include cheaper sources of financ-
ing, the use of brand names and patent rights, technological, marketing
and managerial skills, economies of scale, and entry and exit barriers
(Kindleberger 1969, Agarwal 1980).

A related micro-based theory of FDI has also emerged with the de-
velopment of the Vernon's product cycle theory (Vernon 1966). The
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product cycle theory represents an advance on previous theories, in that
it incorporates an analysis of oligopoly and strategic market consider-
ations. Based on Vernon's theory of 'product cycle', and the existence
of 'new' and 'old' goods, Krugman (1979a) further develops this theo-
retical avenue for explaining FDI flows. Specifically, he extends the
analysis to a North-South framework with innovation (in the 'North')
and technology transfer (to the 'South') representing its crucial aspects.
Krugman notes that technological progress raises the marginal product
of capital and provides an incentive for foreign direct investment. On
the other hand, this process may be reversed through technology trans-
fer (Krugman 1979a: 263-65). Mainstream trade theories usually un-
derlie this type of analysis. Indeed, recent theories of trade, such as that
of the 'economies of specialization' which emphasizes the existence of
intra-industry (as well as intra-firm) trade, also provides scope for ana-
lysis of FDI (see, for instance, Ocampo's survey, 1986: 152-55).

Notwithstanding Vernon's contribution, a second wave of refine-
ments to the neoclassical capital movement/portfolio theory of FDI,
building upon Hymer's original contribution came with the emergence
of explanations based on the ideas of'international firm' and 'industrial
organization'. The fact that decision making about FDI takes place
within the context of oligopolistic firm structures - and that such in-
vestment includes a package of other inputs, such as intermediate im-
ports and capital flows - has led to the development of alternative ex-
planations grounded in the theory of industrial organization (see
Agarwal 1980, Helleiner 1989: 1452, Dunning 1993). In this approach,
as set out by Hymer, foreign firms are seen as having an advantage
over local ones. The foreign firms pursuit of FDI is explained by the
theory of internalization. This is characterized by the desire to mini-
mize transaction costs, a la Coase (1937), to tackle risk and uncertainty,
increase control and market power, achieve economies of scale, and
ensure advantageous transfer pricing (Hymer 1976, Buckley & Casson
1976). In this approach, oligopoly power is seen as mitigating, rather
than creating, market imperfection (Helleiner 1989). The recent works
of Dunning (1993), which he terms the 'eclectic paradigm', represents
a culmination of this trend towards a refinement of theories of FDI.
Without departing much from the Heckscher-Ohlin-Samuelson theory
of trade, in explaining spatial distribution of multinational firms, Dun-
ning' s paradigm summarizes this strand of theory under an 'ownership-
specific, location and internalisation' (OLI) framework (see Dunning
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1993). Helleiner notes that 'this "eclectic" theory of direct investment
... drawing on firm-specific attributes, location advantages and inter-
nalisation advantages - is widely accepted' (Helleiner 1989: 1253).
There also exists an international trade version of FDI determination
(termed the macro approach) which is associated with the works of
Kojima (Kojima 1982). The Kojima model argues that FDI may be
explained by the 'comparative disadvantage' of industry within the in-
vesting countries. According to Kojima's theory, this may be mitigated
by investing in foreign industry, which may be able to achieve com-
parative advantage in the production of a particular product and poten-
tially, even export back to the home country. Naturally, this type of
FDI will also have the effect of increasing trade volumes (Kojima
1982).

Another strand of literature, which is often overlooked in main-
stream analysis, are Marxist theories of FDI determination. Citing his-
torical and other empirical evidence from Britain and the United States,
Baran and Sweezy (1966) argue that FDI represents an outlet for in-
vestment-seeking surplus, resulting from stagnation in the centres of
capitalism. Indeed, according to Marxist theories, FDI also represents a
mechanism for extracting surplus from underdeveloped areas (Baran &
Sweezy 1966: 110-11). Thus, Magdoff (1992) argues that the 1970s
and 1980s exhibited a slow down in economic activity - itself an inher-
ent feature of capitalism, according to Marxist theory - and that this
slow down spurred capital to seek and create new profit opportunities.
Thus, the speeded-up flow of direct investment from one country to
another is itself seen as a reaction to stagnation in the capitalist centres
(Magdoff 1992: 9-13).3 According to Magdoff, the 1980s witnessed
world FDI growing at an average annual rate of 29 per cent, and the
pattern of such investment increasingly switching to finance and insur-
ance, real estate, advertising and the media (as opposed to the tradition-
al sectors of manufacturing and raw material extraction).4 In spite of
such changing patterns, Magdoff sees stagnation in the centre and the
search for profit as representing the main reasons for FDI.

In sum, the theory of determinants of FDI covers a range of expla-
nations: the pure capital movement, product cycle, industrial organiza-
tion, the stagnation thesis as well as other political considerations. In
the African context, the pure capital theory does not work since the
assumptions simply do not hold. Neither is Krugman's hypothesis
workable, since it is more relevant to countries with a good industrial
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base and infrastructure. As discussed in Chapter 1, the deterioration in
terms of trade, combined with the debt crisis, will greatly undermine
the relevance of this theory, in the African context. The most probable
theoretical explanation seems to be found in the Marxist version, as
well as 'industrial organization' and 'the international firm' (the
'eclectic') explanations. The Marxist version focuses primarily on the
consequence of FDI, which is not the prime focus of our empirical
study. Besides, its stagnation thesis may not fully explain FDI destina-
tion as much as its source and might also be inferred from the industrial
organization and international firm-based theories. On the other hand,
the concentration of multinational corporations in the mining sector of
most African countries and, to a good degree, the importance of the
colonial history in determining their spatial pattern might be taken as
lending support to the importance of the 'eclectic' approach. This theo-
retical insight will be used in identifying the determinants of FDI in the
empirical analysis and construction of the model undertaken in Chap-
ters 4 and 6.

2.2.2 Theories of Bank Lending and Optimal
Borrowing

Bank lending also represents an important source of finance for Africa.
There are a number of systemic explanations for such lending. These
include static/dynamic capital movement theories (MacDougall 1960,
Bardhan 1967), the portfolio theory of capital movement (see William-
son 1983: 182-92, Solink 1974) and theories of credit rationing (see
Sachs 1984 and Stiglitz & Weiss 1981; for an empirical study of credit
rationing, see Feder & Uy 1985 and Lee 1993). All of these are essen-
tially microeconomic explanations, tailored to a neoclassical frame-
work. The first explains how capital is allocated across countries and
generations in order to equate return differentials, with the aim of
achieving optimal borrowing. The second approach adopts a portfolio
choice methodology, owing to the emphasis it places on the evaluation
of risk and uncertainty. However, the portfolio theory is essentially
governed by the same motives as the first approach. The credit-ration-
ing theory builds on both of the above approaches, but also incorpo-
rates a constraint based on market imperfection. A common problem in
applying these approaches is their implicit belief in the workings of a
competitive market, albeit with some reservations in the case of the
credit-rationing theory. A further weakness is the assumption that theo-
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ries based on micro behaviour may readily be carried over to the
macro/international level. This theoretical underpinning greatly limits
the relevance of these approaches for countries in Africa where risk,
uncertainty and instability all represent significant factors, which need
to be taken into account. Neither is it reasonable to assume that fully
developed financial markets are available in all African countries. In-
deed, most African countries are sovereign borrowers. In the following
section, therefore, we will examine a number of alternative theories,
which seek to explain borrowing in Africa.

2.2.3 Models of Sovereign Lending and the
Institutional Response

The important distinction between lending domestically and lending to
other sovereign countries has led to the emergence of a number of theo-
ries, which are summarized in this sub-section. At the heart of all of
these stands the issue of how the risk of default issue is dealt with.
More specifically, theorists seek to explain why creditors continue to
lend to countries which do not have collateral and, hence, where risk of
default is a real possibility. One of the first explanations for this phe-
nomenon was set out in a model developed by Eaton and Gersovitz
(1981). They argued that private creditors could take a number of re-
taliatory actions, such as exclusion from future borrowing, in order to
penalize defaulting debtors by rationally anticipating the inherently dis-
honest nature of such debtors. For the debtor, the major cost of default
is the possibility of endangering future borrowing which might be re-
quired to smooth the variability (and growth) in its income (Eaton &
Gersovitz 1981).

According to some authors such as Cooper and Sachs (1985), coun-
tries' capacity to borrow, and pay their international debt is likely to
depend on the nature of their crisis. This may take three general forms.
Firstly, they may become insolvent, and so, incapable of servicing their
debt in the long run. Secondly, they may become illiquid, and so not
have cash on hand to pay outstanding debt obligations. Or, thirdly, they
may be insouciant, that is, unwilling to pay, being conscious of the fact
that there are economic gains to be had by repudiating debt (Smith &
Cuddington 1985: 21-26, Eaton & Taylor 1986: 217-20). Cooper and
Sachs (1985) also raise the possibility that, if debtors should become
illiquid, but not insolvent, that this may lead to rescheduling or morato-
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rium mainly as a consequence of panic and failure of individual banks
to co-ordinate their actions.

Building on this last suggestion, Sachs (1984) attempts to develop a
simple model of debt-repayment feasibility. Thus, he argues that, for
debtor nations to be able to repay their debts, requires that their indebt-
edness at any particular time should not exceed the 'national productive
wealth' (defined as the discounted value of GDP net of investment). In
other words, that debtor nations should not become insolvent (Sachs
1984: 6-7; see also Smith & Cuddington 1985). In Sachs' model, opti-
mal borrowing is arrived at by maximizing consumption, subject to a
production function, capital stock, level of consumption and the maxi-
mum possible debt (Sachs 1984: 6-8).5 Sachs also analyses the possi-
bility of default and considers this to depend on the benefit and costs of
repudiation. Thus, the borrower is considered to be a rational economic
agent who will default when the cost of default is comparable to the
level of relief from debt that would be obtained by defaulting. Sachs al-
so notes attempts to diversify this risk (especially by American banks)
as well as the formation of syndicated banks to tackle such problems.
Indeed, he argues that a borrower confronted with problems of liquidity
(as opposed to insolvency) can more easily and safely be provided with
additional loans by syndicated, than individual banks. Syndication may
also help to avoid the 'free rider' problem, in which an individual lend-
er may demand full repayment at the time that other lenders reschedule
(Sachs 1984: 33). Similar arguments have also been developed in an
earlier work of Cline (1983).

The first major weakness in both Cline's (1983) projection model
and Sachs' (1984) approach is that they consider debtor countries as
representing rational atomistic agents in a perfect market setting, capa-
ble of assessing the benefits and costs of repudiation. However, in prac-
tice, the structure of capital markets, combined with trade sanctions,
denies any such choice to debtors. Thus, Bulow and Rogoff (1989)
have developed a model, which explicitly addresses this issue. They ar-
gue that, although collateral is insignificant and limited (except possi-
bly in aircraft financing), debtors' desire to maintain a good reputation,
taken alongside lenders capacity to impose sanctions that will impede
trade and financial market transactions, together represent effective in-
centives to ensure repayment. Of these, the latter is likely to be the
more important. Moreover, as Bulow and Rogoff point out, previous
models invoke penalties without exploiting the possibility of negotia-
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tion. However, such negotiation is possible and bargaining-theoretic
approaches may be applied in explaining these (Bulow & Rogoff
1989). The second weakness of the Sachs- and Cline-type models is
that, by focusing primarily on the individual lenders' perspective, they
downplay the potential impact of efforts towards syndication. Some
obvious examples of the potential effects of syndication include mark-
up pricing, commissions, and, market segmentation. Another extreme
example is where borrowers are forced by such syndicated lenders to
accept a policy, such as structural adjustment programmes, in line with
the objectives of these lenders.

It should be noted that the earlier theories are essentially neoclassi-
cal since they assume the existence of optimizing agents, acting in a
competitive capital market with the possibility of imperfection (as in
the case of credit rationing). One problem with these theories is that the
neoclassical assumptions clearly do not apply in a situation character-
ized by 'sovereign borrowers' and syndicated lenders. Hence, the im-
portance of such 'concerted' lending is emphasized in the works of
Cline (1983) and Sachs (1984). However, it is not reasonable to assume
that the institutional response to the debt crisis evolved from the ato-
mistic actions of borrowers and creditors making decisions based on a
marginal assessment of risks and returns within a neoclassical market
setting. Rather, the importance of analysing the institutional response to
the debt problem is increasingly being recognized.

In Folkerts-Landau's (1985) view, it is precisely the problem of
'sovereign risk'6 and the simplicity of tackling this through syndicated
international bank lending which has led to a shift in the nature of de-
velopment finance. Thus, from the use of bond finance and direct in-
vestment, common in the 1920s and 1930s (and to which the above
theories relate), international bank lending became increasingly impor-
tant during the 1970s and 1980s (see also Bacha & Alejandro 1982,
Kletzer 1984, Sachs & Cohen 1984 cited in Eaton & Taylor 1986).
Folkerts-Landau proposes two explanations for this phenomenon. First-
ly, 'financial authorities were perceived as being increasingly willing to
protect the deposit liabilities of their large money-centre banks'. Sec-
ondly, international banking proved to be effective in tackling the risk
of lending to sovereign borrowers by taking collective action such as
limiting access to capital markets. This led to restructuring of debt,
through rescheduling and stabilization programmes (Folkerts-Landau
1985: 317-18).7 As part of a logical effort to address the issue of com-
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petitive market failure, Folkerts-Landau argues for an institutional evo-
lution of banks, who are seen as moving 'away from pricing to offset
the expected risk of outright default to a new system where rates on
syndicated international credits reflect only the (lower) expected cost of
rescheduling'. This has resulted in a lowering, and reduction in the var-
iability, of interest rates on loans, even compared with those of the
well-developed domestic financial markets of the North (Folkerts-Lan-
dau 1985: 332). Folkerts-Landau's approach is rooted in treating the
bank as a firm, rather than simply as an investor, as is the case in port-
folio theory. Thus, the bank, acting in its capacity as firm, is seen as
pursuing a strategy, which entails more than one goal. These include,
inter alia, market share, stability, as well as a host of goals other than
profit maximization (see Vos 1994). A related explanation is the con-
cept of 'loan pushing and revulsion'. The essence of this argument is
that commercial banks lent to LDCs in a syndicated fashion, in reaction
to a weakening in demand for loans from sources in the developed
world. However, as loan levels built up, and perceived risk grew, banks
began to feel pressure to retreat from this type of lending. The preferred
tactic adopted in such a situation was usually a shortening in the matu-
ration period on loans (see Eaton & Taylor 1986: 239-41).8

Finally, the late 1980s and early 1990s witnessed the inability of
debtors to pay back their debt and consequent debt overhang problems.
This led to a number of theoretical advances relating specifically to the
development of efficient, usually market-based, methods of debt for-
giveness (see Cline 1995, Cohen 1994). This is well summarized by the
debt Laffer curve, associated with Krugman (1989; see Diagram 2.1).
On this, the vertical axis measures the expected payment and the hori-
zontal axis the nominal value of the country's debt. The relationship
between the two is depicted by the curve CD. At lower levels, nominal
debt may be expected to be fully repaid (OC equals the 45°-line). The
ray OL gives the ratio of expected to nominal debt. Assuming risk and
transaction costs away, this ray gives an idea of the secondary-market
price of debt. A movement away from C is associated with a declining
secondary-market price: The curve DRLC, the debt relief Laffer curve,
shows that, in a similar way that government tax rate reduction might
increase the total level of tax revenue collected, so too creditors may
increase expected payment by forgiving part of a country's debt. This
type of incentive effect usually becomes significant when the debt is
very large, such as beyond point R, in Diagram 2.1.
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Diagram 2.1 The debt relief Laffer curve (Krugman 1989:264)

Value

Debt

To sum up, we have noted that the assumptions, upon which the
static/dynamic and portfolio theories of capital movement are based,
ignore both the institutional framework, within which the market oper-
ates, and the evolution of institutions, which market problems give rise
to. Folkerts-Landau's approach and the 'loan pushing' theories are just
some of the attempts to address these issues. As the empirical analysis
on credit rationing also shows, as far as African economies are con-
cerned, the capital market is clearly a segmented one. This segmenta-
tion of the capital market, and resulting credit rationing, gives a power-
ful insight into how African economies are positioned within the global
financial market (see Vos 1994). Such institutional development can
also shape the nature of official capital flows, influencing, for example
whether these are likely to take bilateral, multilateral or some other
form. Such flows, which have different institutional features, are par-
ticularly important for Africa. Therefore, the next section will examine
the theoretical underpinnings of these flows.
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2.2.4 Official Capital Flows
Official capital flows - comprising bilateral, multilateral, concessional
and non-concessional loans, and foreign grants - represent an impor-
tant component of financial flows to African countries. The basic ques-
tions which we set out to answer in this chapter are 'what determines
official capital flows to the South?' and 'why such flows?' The search
for an answer to these questions leads one to different, sometimes con-
flicting, theoretical explanations. Thus, one school of thought maintains
that capital flows are determined by the economic and geo-political
interests of donors. Indeed, this suggestion finds support in a number of
studies (see, for example, Mikesell 1968, OECD 1985, Mosley 1985,
Ruttan 1992, McGillivray & White 1993). Another major explanation
for these aid flows relates to humanitarian or developmental considera-
tions (studies supporting this viewpoint include Streeten 1976, cited in
Gasper 1992; Riddell 1987; and the 'aid as a public good' literature of
Mosley 1985, Dudley & Montmarquette 1976 and Frey 1984).9

A number of studies investigate one or both of these explanations
empirically. Indeed, Beenstock (1980), Mosley (1985) and White and
McGillivray (1992, 1993) have gone so far as to portray these empiri-
cally-based studies as representing a distinct approach, devoid of the-
ory. However, I prefer to view these simply as empirical manifestations
of the first two theoretical explanations.

These three strands of the literature will now be discussed, and an
attempt to relate this discussion to Africa's economic conditions, as
discussed in the previous chapter, will be made. I begin by examining
the literature, which sets out to explain capital flows to Africa in terms
of economic and geo-political considerations, before moving on to ex-
amine aid as public goods as well as empirical explanations for such
flows.

2.2.4.1 Economic and geo-political factors
Here, again, we are seeking to answer the basic question 'why such
flows?' However, we will also examine the interrelated issue of how
these flows are distributed among countries. It could be argued that this
issue is simply an empirical manifestation of the first question. Hence,
creating a dichotomy between these, as White and McGillivray (1993),
and others, have done, may be analytically problematic (unless this is
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considered as simply representing a problem of 'operationalizing' with-
in a quantitative studies framework).

In an attempt to answer the first of the above questions, Ruttan
(1992) examines the philosophical underpinnings of foreign aid. Ruttan
maintains that there are two arguments for such aid. Firstly, 'economic
and strategic self-interest', and, secondly 'ethical10 responsibility' of
donors. According to the author, the former entails an inherent contra-
diction since 'self-interest' goals may usually be achieved at a cost to
the recipient country. As far as the 'ethical argument is concerned',
Ruttan maintains that 'in a society of free people the concept of social
or distributive justice has no meaning'. Stated differently, 'justice is a
function of the rules or processes that govern individual and group be-
haviour and not of the outcome generated by the rules'. Citing Bansfled
(1963), Ruttan notes that the extreme argument can be 'our [the
North's] political philosophy does not give our government any right to
do good for foreigners' (Ruttan 1992: 219). However, Ruttan questions
the validity of the ethical argument when writing 'I would personally
prefer strong behavioural foundation on which to rest conviction about
moral responsibility for assistance to poor countries' (ibid.: 220). Not-
withstanding Ruttan's doubts, the ethical or moral argument, as set out
by Streeten (1976), is founded on a belief: (a) that there exists a 'broth-
erhood of men' [sic]; (b) that the poor are not fully responsible for their
poverty; and, (c) that the rich are partly responsible for this poverty.
Opeskin (1996), Riddell (1987) have also pursued a moral case for in-
ter-governmental foreign aid (see also Gasper 1992: 6-8).

According to the OECD's (1985) explanation, its aid in 1950s was
governed by strategic consideration (vis-a-vis the USSR). During the
1960s, the level of aid declined, due to economic problems in donor
countries. In the 1970s and 1980s, the oil crisis brought new demand
and supply into the market. However, in general, OECD countries
maintained aid flows, in line with the long-run political and economic
interests of the industrialized countries, and the general humanitarian
leanings of Western civilization (OECD 1985:13-14). Hence, the exact
geographic distribution of such aid is governed by the bilateral donors'
perceptions of these driving forces.

Mosley et al. (1987) summarize the argument by identifying three
'universal' reasons for aid. Firstly, aid may have a redistributive func-
tion, being motivated by a sense of responsibility for the poor. Sec-
ondly, aid may have an allocative function, given perceived imperfec-
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tions in capital markets. And, finally, aid may have a stabilization
function, being disbursed with the aim of augmenting world aggregate
demand and reducing unemployment. Further, at what Mosley et al.
terms a 'particular' level, bilateral aid may be used to buy political
support and increase exports from the donor country (Mosley et al.
1987: 12). However, this approach has been criticized since the weight
attached to Mosley et al.'s 'universal' reasons are very controversial
and, thus, give rise to a number of empirical questions, which we dis-
cuss below. It can also be argued that Mosley et al.'s 'particular' rea-
sons are incomplete, since they ignore syndicated efforts to achieve
those bilateral motives, which are increasingly being made 'universal'
among donors. It is worth noting that Mosley et al.'s (1987) work is
recent enough that it could have taken account of such developments.11

Magdoff (1969, 1992) argues that capital flows from the North to
South are best understood as part of the historical development of cap-
italism, which he sees as born in the process of creating a world mar-
ket. Hence, growth in the core industrialized countries was associated
with a centuries-long spread in the sphere of influence of these coun-
tries, through conquest and economic penetration. (According to this
viewpoint, the drive for accumulation and control of raw materials is
believed to push business beyond political boundaries.) He observes
that growth of industrial production has slowed from decade to decade
(between 1960 and 1990), and that this has spurred capital to seek and
create new profit opportunities. Thus, for Magdoff, it is within this gen-
eral context that flows of capital are best understood (Magdoff 1992:
45-50). With regard to the specific issue of aid, for Magdoff, this is
simply an instrument of control to ensure the political, economic and
military interests of the donor nations (Magdoff 1969: 117).

This broad theoretical/philosophical discussion is manifested in
specific cases. Thus, Miksell (1968) attempts to explain official capital
flows by examining these from the US and European perspective. For
the former, such flows represent an instrument of foreign policy as well
as a mechanism for securing national security, particularly in the con-
text of the cold war. Capital flows were also used to obtain economic
benefit, particularly through the use of export credits and the promotion
of direct foreign investment. However, Miksell questions whether these
flows are best explained by business, national interest or humanitarian12

motives. For Europe, these flows are seen as a continuation of the colo-
nial/dependency relationship (Miksell 1968: 1-14).
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2.2.4.2 Aid as a public good
The other attempt to explain the underlying reasons for aid is articulat-
ed around the theory of 'aid as public good'. Mosley (1985) distin-
guishes between studies, which attempt to explain aid in terms of the
theory of public goods, and those, which adopt an empirical approach,
without attempting to apply explanatory theory. Vos (1994) terms the
latter a 'descriptive and empiricist approach' and the former as 'theore-
tical approaches' (Vos 1994). Mosley's approach is to treat foreign aid
as a public good in an imperfect market with ignorant consumers
(namely, donor country taxpayers). Citizens are assumed to have a de-
mand for this public good and they are able to adjust their actual con-
sumption to the desired level not simply through the market but also
through political action. However, it is worth pointing out that both
governments and electors may be ignorant about the end product of aid,
and, indeed that voter's demand for aid could be altruistic. These facts
effectively allow Mosley to exclude the 'price' of aid (in the form of
donor country taxes) from his aid demand equation. This leaves the rel-
ative level of donor's income, together with the quality of aid (the de-
gree of concessionality), as determining factors. Supply is seen as being
determined by the previous year's budget, which is marginally influ-
enced by the treasury and a reflection of the state of domestic economy.
White and McGillivray (1992) have termed this the administrative/in-
cremental approach. Other factors seen as influencing supply are the
relative performance of other donor countries (a sort of 'bandwagon
effect') as well as an adjustment parameter between supply, as deter-
mined by the above factors and the electorates demand for such aid.

Based on this empirical approach, Mosley concludes that, past dis-
bursements, as well as other countries' disbursements, represent signi-
ficant determinants of aid supply. On the other hand, international aid
is found to be mildly responsive to the state of the donor nation's do-
mestic economy. This last result leads Mosley to conclude 'either that
my original hypothesis about the public demand for aid was wrong or
simply that the government of that country has not chosen to respond to
public demand'. However, there are three basic problems with this ap-
proach. Firstly, there is no reason to expect that electors in the North
will act effectively in support of increased aid flows by voting, where
aid represents a negligible issue in the overall political process. Sec-
ondly, factors posited as influencing supply, are likely to explain only
the marginal effect and not the central cause. Thirdly, and perhaps re-
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lated to the second point, one can hypothesize that the demand-side
finding (aid's insensitivity to the economic conditions in the donor
country) might be attributed to the view that aid is a necessity (not a
luxury) to the donor. It might also be taken as showing that, in general,
the assumption of no difference between the objective of the consumers
(electors) and the government of countries in the North is too weak to
theorize upon.

Dudley and Montmaquette (1976) adopt a similar approach to that,
later adopted by Mosley, in that they see aid as a public good, con-
sumed indirectly by donors, or, alternatively, donated with the expecta-
tion of receiving something, intangible and difficult to quantify, in re-
turn. Thus, based on this line of thinking, it could be argued that do-
nors' supply is determined by their own demand. The authors attempt-
ed to model supply at two levels: with and without administrative costs.
In the latter model the probability of grant is related to the income and
population size of the recipient. The empirical conclusion of the model
is that granting aid is a decreasing function of recipient per capita in-
come, as well as economic, political and 'bandwagon' (relative to other
donor) considerations. Frey (1984) also attempted to explain aid flows,
by considering these as a public good, even though his empirical evi-
dence suggests that aid is not a public good from which all nations ben-
efit. Frey's approach differs slightly from the others, in that he com-
bines the concept of aid as a public good with the use of game theory.
In his approach the recipient country is characterized as maximizing
aid, or maintaining its independence, in a situation where donors are
seen as competing with each other. Frey's main conclusion is that such
interaction is quite complex, and hence that 'the behaviour of each ac-
tor has to be identified before any conclusion can be drawn' (Frey
1984: 95).

2.2.4.3 Empirical studies
A further branch of the literature comprises empirical studies which
seek to answer the question 'why aid?' In one of the earliest studies,
McKinley and Little (1979) develop a 'recipient need and donor inter-
est model' which sets out to examine the 'humanitarian' versus 'nation-
al (donor) security' explanations for aid flows. According to this 'recip-
ient need model', aid should be allocated in proportion to the economic
and welfare needs of the recipient, otherwise, such aid is simply fulfill-
ing the donor's interests, either as a commitment, or as leverage strate-
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gy. After discussing, at length, how these propositions might be opera-
tionalized, McKinley and Little conclude that the recipient need argu-
ment is likely to be a secondary one. However, while this paper focuses
on bilateral issues, syndicated efforts are more widely followed today
by international and regional organizations, in their effort to realize
donor interests. In this study, we do not examine this phenomenon.
However, we would refer the interested reader to Anyadike-Danes and
Anyadike-Danes (1992) review of evidence relating to European Com-
munity (EC) aid to the African Caribbean and Pacific (ACP) region.
They conclude that such aid is strongly associated with the pre-Lome
association.

However, most econometric studies of recipient need models are
not so robust. Having surveyed such models, White and McGillivray
(1993) note that the separate estimation of recipient need/donor interest
models suffers from specification error due to the omission of relevant
variables, which are usually not orthogonal, (i.e., correlated with all in-
cluded variables). This, they suggest, leads to OLS estimates with bias.
They argue that this problem is inherent in the very methodology of
this approach. White and McGillivray illustrate how different results
may be obtained if one allows for correction of such specification er-
rors (White & McGillivray 1993: 36^1). To this, one might add the
observation that such time series studies might as well suffer from spu-
rious regression.

In his study, which sets out to explain what determines total aid vol-
umes, Beenstock (1980) starts from the assumption that political factors
affect the geographical distribution and not the total volume of aid. He
points out that, whatever the objective of aid, its volume is constrained
by GNP (or GNP per capita), the balance of payment, levels of unem-
ployment and the size of net budget surplus of the donor state. At a sta-
tistical level, all signs are as expected and, with the exception of the
budget term, all are significant at a 5 per cent significance level (Been-
stock 1980: 142). Using a time trend, Beenstock also tested whether
there was a tendency for ODA to increase over time. He concludes that
that there is a positive trend. Although Beenstock's analysis focuses on
the supply side of the issue, this analysis does not explain the central
reason for aid. Further, it is quite difficult to envisage a situation where
politics is used solely in allocation, and not also in the determination of
total supply.
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Finally, this section will conclude by summarizing the findings of a
recent survey of the literature on allocation of aid, undertaken by White
and McGillivray (1992, 1993). White and McGillivray adopt two broad
classification schemes: firstly, descriptive measures, which are evalua-
tive in their nature, while measuring donor performance (White & Mc-
Gillivray 1992: 1); and secondly, explanatory studies which trace their
origin to political-economy theories, and base their explanation on 'po-
litical, strategic, commercial and (albeit often begrudgingly) humanitar-
ian motives13 (White & McGillivray 1993: 2). These surveys raise a
number of important issues, which are useful at various stages in the
subsequent analysis. They conclude by maintaining that models should
approximate the actual practice of aid determination process. Perhaps
more importantly, these surveys also highlight how aid allocation is the
outcome of a bureaucratic decision-making process, economic, political
and other relations between the donor and the recipient (White & Mc-
Gillivray 1993: 68). This line of thought will be re-examined in subse-
quent sections of this book, in which issues of empirical analysis will
be addressed.

2.2.5 Conclusion
To sum up, this section has attempted to examine a number of systemic
explanations for the determinants of capital flows, with the aim of un-
derstanding the external finance problems of Africa. This analysis has
been carried across three categories of capital flows, namely FDI, bank
lending and official flows, each of which has its own peculiar features.
A number of implications of each of these types of capital flow for the
rest of this study may briefly be outlined.

Firstly, looking at FDI, it is noteworthy that the level of this type of
capital flow to African countries is extremely low. This may broadly be
attributed to low levels of infrastructure, poorly developed markets and
absence of a skilled workforce in many African countries. (Indeed, for
similar reasons, levels of portfolio investment in most African countries
are also insignificant.) Since such factors are implicitly assumed to be
similar in many of the earlier capital movement and technology-based
FDI theories, their relevance to Africa is likely to be limited. However,
an eclectic approach could be important in demonstrating empirically
why levels of FDI to Africa are so low. Indeed, such an exercise is un-
dertaken in Chapter 4, and the results of this analysis are used to con-
struct the model developed in Chapter 6.
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Bank lending in Africa largely falls under the 'sovereign lending'
category. This is particularly the case since most loans are either pub-
lic, or publicly guaranteed. However, for Africa, accessing this market
may not always be straightforward. The empirical evidence also sup-
ports the segmented nature, and prevalence of credit rationing in this
market, as far as Africa is concerned. Thus, the segmented capital mar-
ket and credit-rationing framework gives an important insight into the
analysis of bank lending to Africa. Indeed, this insight is used in build-
ing the international banking sub-block of the model developed in
Chapter 6.

Nonetheless, whatever the nature of lending, the sustainability of
debt, as discussed in Chapter 1, requires a reduction in vulnerability in
the export market, as well as sustained investment, especially in infra-
structure. These fundamental problems are not addressed, and in fact
are aggravated, by the policy of stabilization and structural adjustment
being implemented in Africa. In the recent past, these polices have also
led to an increase in the importance of official flows, often on conces-
sional terms. If one is to fully understand how these policies operate,
therefore, one not only needs to understand their impact (as discussed
in Chapter 5), but also the determinants of such official flows. Indeed,
this information will prove extremely useful in attempting to model the
patterns of such official flows. Again, based on the literature discussed
above, the economic, strategic and political self-interest and develop-
mental considerations arguments could give us an important handle on
this type of flows. Hence, in combination with the empirical analysis
discussed in Chapter 4, this insight will be used in building the official
capital flow sub-block of the model developed in Chapter 6.

To sum up, although the discussion, so far, has been helpful in
sharpening our understanding of the financial side of the external fi-
nance problems of Africa, as argued in Chapter 1, this only represents
one side of the inquiry. Rather a more fundamental issue is the impact
of trade on the external finance problem of the continent. In the next
section, therefore, we will attempt to give a theoretical underpinning to
this issue.
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2.3 INTERNATIONAL TRADE THEORIES AND THEIR
RELEVANCE IN MODELLING AFRICA

2.3.1 A Brief Overview of Trade Theories and their
Implications for Africa

In the African context, the implications of the classical trade theories
(Smith 1776, Ricardo 1817) relate to Africa's role as specialist produc-
ers of primary commodities. The rigidity of the classical school's as-
sumptions, particularly in relation to the structure of costs, led to the
evolution of the neoclassical (or orthodox) trade theories developed at
the turn of this century (Heckscher 1919, Ohlin 1933, Stopler & Sam-
uelson 1941, Samuelson 1948). The emphasis on factor endowment
differentials as the source of trade in these theories, in turn strength-
ened the policy implications of the classical theories about Africa, and
in particular the continent's role as a specialist producer of primary
commodities and tropical products.

By late 1950s and 1960s, the importance of technology in explain-
ing world trade patterns led to the emergence of trade theories based on
technological gaps (see Posner 1961, Hufbauer 1966 and Vernon
1966). These theories - for instance, the approach advocated by Vernon
- helped in the development of a North-South model based on the im-
portance of technology and innovation (see Krugman 1979a). Although
coming from a slightly different perspective, Emmanuel had also put
forward a similar proposition, in the early 1970s. Both Emmanuel and
Krugman questioned the factor mobility assumptions of traditional
trade theories. However, they differ in that, while the former focuses on
labour, the latter is more concerned with technology. In both cases,
however, the South is placed in a relatively disadvantageous position.
In general, technology gap models within a North-South perspective re-
quire a high level of infrastructure, with cheap, semi-skilled labour, and
are based mainly on trade in manufactured goods. However, such a
structure may apply only to a fraction of the countries in the South, and
is certainly not relevant for Africa (see also Stewart 1984: 92).

The apparent failure of the above theories in explaining the evolv-
ing trade patterns, especially among developed countries, has led to the
development of other theories based on imperfect competition and
scale economies. Partly inspired by the technological gap models of the
1960s (see, for instance, Posner 1961: 329), as well as dynamic and
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industrial organization theory, which their exposition implied, writers
such as Krugman (1979b, 1980, 1981), Dixit and Norman (1980), Lan-
caster (1980), Helpman (1981), Ethier (1982), Lall (1973) and Hel-
leiner (1981) have developed what might be called the 'new'14 trade
theories.

According to Krugman's excellent summary, there are at least two
distinct features of these theories which distinguish them from the tra-
ditional ones (Krugman 1992). Firstly, the importance of increasing
returns/scale economies as a cause of trade; and secondly, the need to
model international markets as imperfectly competitive. Two distinctive
features are usually emphasized here: firstly, 'intra-industry' trade15

(see Balassa 1967; Kravis 1971; Grubel 1970; Dixit & Stiglitz 1977;
Krugman 1979b, 1980, 1981; Dixit & Norman 1980; Lancaster 1980;
Ethier 1982; Falvey 1981; Helpman 1981); and secondly, 'intra-firm'
trade (see, among others, Lall 1973, Helleiner 1981). In the former
case, economies of scale, and trade in differentiated products are em-
phasized. The latter, on the other hand, emphasizes the importance of
transfer pricing in the operation of multinational enterprises (MNEs),
the irrelevance of the nation state as a unit of analysis as well as the
importance of joint profit maximization by all the subsidiaries of such
enterprises.

What, then, are the implications of these theories in the African
context? According to Stewart (1984), the new trade theories are de-
signed primarily to explain trade patterns in the North, in which there
exists a great deal of preference similarity (see Linder 1961). When
these theories are observed, within a North-South perspective, the
South is generally found to have a comparative disadvantage, since it
does not have the market size (with appropriate income) to exploit
economies of scale. Moreover, attempts to move into larger markets
would entail a transportation cost, which would further accentuate this
disadvantage. Apart from this fact, owing to income differential, the
combination of characteristics of preferred consumer and producer
goods differs between the two regions. This implies lower welfare for
the South, since it has no alternative but to consume Northern products.
Besides, free trade at the initial stages, under such a set-up, effectively
eliminates local production in the South. The logical implication of this
theory is that South-South trade should take place (Stewart 1984).
However, Stewart warns that further evaluation is required, in order to
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determine whether South-South trade is best seen as a substitute for, or
a complement to, North-South trade.

Based on his analysis of intra-firm trade, Lall (1973) notes that the
welfare impact of such trade has resulted from a bargaining process
between MNEs and the South. The existence of intra-firm trade acts 'as
a powerful bargaining counter in the MNEs' favour, enabling it to con-
ceal from the government a crucial item of information' (Lall 1973:
190). Similarly, Helleiner (1981) stresses that transfer pricing by MNEs
adversely affects gains by the South through tax evasion, transfers, and
legitimate share of profit of joint domestic owners. In terms of the
structure of Southern economies, he argues that intra-firm trade has the
effect of creating an enclave sector and ill-formed import substitution
industries in the South. This also affects the direction of volumes of
trade towards the interest areas of the MNEs, at the expense, say, of
regional integration (Heleiner 1981: 14-15). In a nutshell, he concludes
that the intra-firm framework implies that the future expansion of the
South's trade could be managed as part of the long-term investment
planning of MNEs, in order to minimize possible later disruption or
surprises (Helleiner 1981: 65). To sum up, the relevance of the 'new'
trade theories in explaining trade between North and South, as opposed
to North-North trade, is highly limited. This implies that a search is
needed for other systemic explanations, which might help to explain
North-South trade, in general, and trade in primary commodities in
particular. This is undertaken in the following section.

2.3.2 Non-orthodox Models and Trade in Primary
Commodities

In parallel with the above theories, a critical (non-orthodox) school has
provided an alternative analysis about the gains from trade. Analysts
from this school have focused particularly on North-South trade. This
is discussed in the next two sub-sections. Since primary commodities
represent the most important component of the South's trade, in gen-
eral, and Africa's trade, in particular, in this section we will briefly sur-
vey a number of issues relating to the modelling of primary commodi-
ties. This focus on modelling stands in line with the general objective
of this book, which is to develop a formal model for this market and
integrate this into a global macro framework. Such an approach helps
in the analysis of external shocks, and is also useful in terms of setting
policy options within a wider framework.
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2.3.2.1 Unequal exchange
The distinction between the structuralist school and Emmanuel's une-
qual exchange theory is a blurred one. This is particularly the case in
relation to terms of trade. Although, chronologically speaking, the ideas
of Prebisch and Singer precede those of Emmanuel, for various reasons
we begin by examining the unequal exchange theory. Firstly, the une-
qual exchange theory sets a general framework for a discussion of dete-
rioration in terms of trade. Secondly, the alternative, structuralist
school's view was still being debated as recently as the 1990s. And,
finally, such non-chronological ordering is helpful, in terms of linking
the discussion to current issues concerning primary commodity pro-
duction and trade by African countries.

Emmanuel's (1972) unequal exchange theory is informed by an at-
tempt to understand why there has been a secular deterioration in the
terms of trade in primary commodities produced by developing coun-
tries. More specifically, the theory questions whether this results from
the fact that these commodities originate from poor countries (Emma-
nuel 1972: xxx).16 Bacha (1978) and Ocampo (1986) beautifully sum-
marized the main argument of the unequal exchange theory using a few
equations. Thus, if we let w/ be the real wage in country / in terms of
Southern commodity, q average productivity of labour, P price, and
employ the Ricardian assumption of capital as wage fund, on which a
uniform international average rate of profit r is made, owing to capital
mobility, then the equilibrium price is given by:

P = (\ +r)wN/qN [la]

1=(1 +r)ws/qs [lb]

Under these conditions, the barter (P) and factoral (J) terms of trade are
given by:

P = (wN/ws)/(qN/qs) [2]

f = wN/ws [3]

Emmanuel maintains that 'it [is] clear that inequality of wages as
such, all other things being equal, is alone the cause of inequality of
exchange' (Emmanuel 1972).17 Gibson (1980) labels this casual asso-
ciation of relative wages and the barter terms of trade the 'Fundamental
Theorem of Unequal Exchange' (cited in Ocampo 1986: 132). However,
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the unequal exchange theory has been severely criticized from a host of
different angles (see, for instance, Bettelheim 1972, Amin 1974a &
1974b, Mack 1974, Kay 1975, Sau 1978 and Johnstone 1980).

2.3.2,2 The structuralist school and the Prebisch-Singer
hypothesis

The discussion about terms of trade has taken concrete form in the
works of the 'structuralist' economists of the Economic Commission
for Latin American and the Caribbean, ECLAC (Prebisch 1950 re-
printed 1962, and Singer 1950).18 Having highlighted the enclave na-
ture of export sectors, and the role of industry within a protected do-
mestic market as a dynamic force for growth, Singer goes on to argue
against specialization in the export of primary commodities. This
stands in contradiction to traditional trade theories. The main reasons
he gives for this are twofold. Firstly, that it removes the secondary and
cumulative effects of investment, since such investment usually comes
in the form of foreign capital, which is not reinvested. And, secondly,
that it diverts investment in developing countries to areas where the
scope for technical progress is limited and worsening terms of trade
prevail (Singer 1950: 477).

For Singer and Prebisch, the root cause of the terms of trade deterio-
ration is the fact that the increase in productivity of manufactures in the
North raises the income of producers, as opposed to lowering prices,
which would have benefited consumers. On the other hand, productiv-
ity improvements in primary commodity production, benefits consum-
ers through lower prices. Thus, developed countries benefit, both as
consequence of higher income and lower prices, while no such benefits
are reaped by the developing countries. In Kaleckian or Hicksian terms,
the essential point is that the North sells in an oligopolist fix-price mar-
ket, while the South operates within a flexi-price one. This results in a
logical asymmetry in favour of the former (see Spraos 1983 for a criti-
cal review of this). The demand elasticity for food, and negative impact
of technical progress on raw material demand further aggravates the
problem (Singer 1950: 478-79, Prebisch 1962: 4-6).

In addition to the elasticity argument noted above, Singer and Pre-
bisch have also emphasized the adverse impact of cyclical commodity
prices. Singer argues that the developing countries could face a dilem-
ma in that they could fail 'to industrialize in boom because things are
as good as they are, and [they fail] to industrialize in a slump because
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things are as bad as they are' (Singer 1950: 482). Similarly, Prebisch
explains how the business cycles, which arise from imbalance between
aggregate demand and supply in the centre, could pass to the primary
producers of the periphery, and so result in ups and downs in prices.
Thus, Prebisch argues that rising profits are bound in with economic
upswing in the center. This has the effect of curtailing excess demand
by increasing prices, with the opposite effect taking place in a down-
swing. Thus, as prices rise, profits are transferred to the South, since
prices of primary commodities tend to rise more sharply than those of
finished goods. However, the prices of primary products 'fall more in
downswing, so that in the course of the cycles the gap between prices
of the two [finished and primary] is progressively widened'. The main
reason which Prebisch gives for this fact being the downward inflexi-
bility of wages, for organizational reasons, as well as profit, arising
from profit earners prominent role in production in the North.19 Dem-
onstrating the deterioration in terms of trade of the South using price-
index data, Prebisch maintains a similar view to that of Singer (Prebisch
1962: 5-7).

Patnaik (1996) notes that the disadvantage of specializing in prima-
ry commodity exports is usually assessed based on an analysis of de-
mand side or market structure. However, he argues that the problem
can also be seen from the supply side. Thus, Patnaik constructs a model
in Kaleckian line of supply-constrained agriculture as well as a de-
mand-constrained manufacturing sector. Under such a framework, ex-
ports may be seen in terms of external demand for primary commodi-
ties and a source of finance for the import of manufactured goods. Such
trade, even assuming the small country assumption, non-diminishing
returns, and a balanced trade, entails a decline in demand for the do-
mestic manufacturing sector and, hence, output and employment, for a
given level of real wages, or, indeed, vice-versa. This de-industrializa-
tion will affect agriculture retrogressively, and this, in turn, affects the
manufacturing sector in the familiar Kaleckian way of bringing about a
shortage of wage goods.20

2.3.2.3 The Prebisch-Singer hypothesis and empirical
evidence

The hypothesis of a secular deterioration in the terms of trade of pri-
mary commodities vis-a-vis manufactured goods, termed the Prebisch-
Singer hypothesis?1 has generated a number of empirical studies. The
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debate relating to these studies is summarized in Sarkar (1986). Based
on this review, Sarkar basically concludes that the Prebisch-Singer hy-
pothesis is valid (Sarkar 1986).22 Similarly, debates about the quality of
data problem would appear to be resolved23 following reconstruction of
the 'G-Y series' data, upon which recent work has been based, by Grilli
and Yang themselves (Grilli & Yang 1988). Indeed, based on this re-
construction, Grilli and Yang confirm the validity of the Prebisch-Sing-
er hypothesis, although at a smaller magnitude than originally claimed
byPrebisch(1962).24

Recently, with developments in time-series econometrics, there has
been renewed interest to re-examine the Prebisch-Singer hypothesis.
Thus, Cuddington and Urzua (1989) and Cuddington (1992) have re-
examined the hypothesis using modern time series econometric tech-
niques. More specifically, they have questioning the earlier trend sta-
tionary approach, conducted without a formal stationarity test. Claim-
ing to find non-stationarity in the G-Y series, they concluded that
'secular decline' in the price of primary commodities should not be
interpreted as a 'stylized fact'. However, neither of these studies chal-
lenges the underlying theory, nor, indeed the statistical validity of this
theory. In re-examining Cuddington and Urzua's work, Ardeni and
Wright (1992) highlight three methodological problems. Firstly, Ardeni
and Wright question the use of a simple correlogram of the series as a
guide for their specification. Secondly, they note that Cuddington and
Urzua ignored the low power of the Dickey-Fuller test, in the case of
closer alternatives. And, thirdly, they highlight a number of problems
relating to the use of the dummy. Perhaps more importantly, they also
cast doubt over the non-stationarity assumption of the series upon
which Cuddington and Urzua's analysis is based. However, use of a
structural time series approach to overcome the above problems would
appear to lend support to the validity of the hypothesis (Ardeni &
Wright 1992). Helg (1990) also reports on attempts to apply the new
time series analysis to the reconstructed G-Y series. Sarkar (1992) and
Sapsford and Balasubramanyam (1994) have also critically reviewed
recent empirical debates and conclude that the Prebisch-Singer hypo-
thesis is still valid. Indeed, Sarkar (1992) and Reinhart and Wickham
(1994) note that the deterioration is not simply the effect of a temporary
shock but a rather a deterministic one. Thus, Sarkar (1992) concludes,
'the secular decline of the terms of trade of primary commodities is not
a myth but a reality'.
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2.3.3 Quantitative Models of Trade in Primary
Commodities

The preoccupation of the structuralist school with trade in primary
commodities, and, in particular, the empirical studies discussed in the
previous section, underscore the importance of understanding the func-
tioning of commodity markets. This is hardly surprising, since (as dis-
cussed in Chapter 1), for many countries in Africa the role of commod-
ities is central. An insight into such markets may be obtained from a
discussion of both theoretical and practical modelling of commodities.
With this objective in mind, this section will examine the underlying
theory behind commodity modelling, and present some recent exam-
ples of commodity models.

2.3.3.1 Structure of theoretical primary commodity models
Based on the works of, inter alia, Labys and Pollak (1984), Labys
(1978), Behrman (1978), Adams (1978) and Guvenen et al. (1991),
three broad classes of commodity models may be identified: firstly,
econometric models (which include 'market' models, 'process' models
and 'system dynamics and optimization' models); secondly, spatial
equilibrium and programming models; and finally, input-output mod-
els. We begin by examining econometric models, before moving on to
describe the other two broad classes of models.

(a) Econometric models

Perhaps the most basic econometric model is the 'market' model. This
model describes a competitive market, in which the demand for, and
the supply of, commodities, including inventories, interact. Equilibrium
is arrived at through price clearing. The approach is based fundamen-
tally on an assumption of perfect competition (Labys & Pollak 1984,
Labys 1978, Behrman 1978, Adams 1978). An important subset of
market models are 'process' models. The focus of these is on supply
and demand within a particular industry, rather than across markets. In
the process model, the demand for a commodity is a derived demand
from the product within the production process (see Labys & Pollak
1984, Labys 1978). Thus, it could be argued that process models focus
mainly on demand for a particular commodity.

In sharp contrast, system dynamics models (SDMs) focus mainly on
the supply side of the commodity in question. In SDMs, adjustment of
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actual levels of inventory, production and consumption of a commod-
ity, towards a desired level is central. In these models, the level of stock
adjusts to the differences between rates of production and consumption.
Such stock is usually given as a certain proportion of expected con-
sumption. The latter, in turn, is determined as a certain proportion of
the desired stock. This formulation, termed 'relative stock coverage',
provides a mechanism for the determination of prices for the particular
commodity in question. This price, in turn, will determine the desired
level of production capacity, which forms the basis for actual produc-
tion, usually through an adaptive expectation scheme (see Labys & Pol-
lak 1984: 61-63 for formal treatment).

The third important type of econometric model are 'optimization'
models. In contrast to the other varieties of model, optimization models
focus on the structure of markets. This has the effect of shifting the em-
phasis away from perfect competition towards an oligopolistic market
structure. This, when taken in combination with the assumptions under-
lying the economics of exhaustible resources, will tend to imply a back-
ward-sloping supply curve. Such models are usually employed in the
analysis of cartel behaviour and are given in an optimization equation
which maximizes the sum of discounted profits, with the aim of picking
the price trajectory of the commodity in question (Labys & Pollak
1984, Behrman 1978).

(b) Spatial equilibrium and programming models (SEPMs)

'Spatial equilibrium and programming models' represent a further
branch of commodity modelling, widely cited in the literature. The ma-
jor objective of such models is to determine the spatial flows of de-
mand and supply, as well as to identify equilibrium conditions, by ex-
plicitly considering the configuration of transport networks. These are
usually formulated as a mathematical program with the aim of maxi-
mizing sectoral/regional revenues or minimizing costs. In other words,
the model operates in such a way that transportation costs are mini-
mized, with commodities left free to transfer between markets until de-
mand equals supply in every spatially-separated market (Labys & Pol-
lak 1984). Depending on the degree of complexity, such models may
take either a linear, quadratic, recursive or mixed form. The solution for
the objective function of the model, given its particular constraint, is ar-
rived at using mathematical programming techniques, such as Simplex.
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(c) Input-output models

Input-output models are based on Leontief s pioneering work on inter-
industry relations. Although these are not commodity-market models,
as such, nevertheless they may be used to study how the demand and
supply of commodities relates to inter-industry structure and macro-
economic variables at a national economy level (Labys 1978, Labys &
Pollak 1984). Though static, the technical coefficients specified in in-
put-output models can help to determine the demand and supply for a
commodity. It is worth pointing out, however, that the input-output
model is a demand-driven model, such that it may not always be help-
ful in explaining supply determination. Moreover, since technical prog-
ress is a central feature of commodity markets, the fact that this model
is static, represents its major weakness.

To sum up, the basic methodologies outlined above form the basis
for most commodity models. However, the above description repre-
sents an enormous simplification upon reality, since, in practice, mod-
ellers may use a mixed bag of overlapping methodologies. However,
this description is sufficient to give an idea of the underlying theory up-
on which most commodity modelling work is based. Further, based on
this description, one might conclude that recent developments in com-
modity modelling have been promising (see Guvenen et al. 1991). In
general, most commodity modelling and non-linear programming now
takes account of risk and uncertainty, intertemporal linkages and ad-
justment processes. Most of these also attempt to capture the structure
of the market, especially market imperfections, address issues of data
quality, incorporating new techniques for estimation, particularly in
relation to time series data and, finally, link in with other macro and
policy models (Guvenen et al. 1991). These theoretical discussions,
combined with an overview of some recent models, are used to arrive
at the approach employed in Chapters 4 to 6.

2.3.3.2 A brief overview of recent commodity models of
'the South'

Having set out some background on the methodology of modelling, this
section will examine some recent commodity models that emphasize
North-South trade in primary commodities. The intention is not so
much to exhaustively examine all recent models, but rather to focus on
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those modelling approaches, widely cited in the literature, and deemed
relevant in informing the commodity modelling pursued later in this
book. We examine six such approaches here, beginning with a model
developed by Bond (1987).

(a) M.E. Bond (1987) and Goldstein & Khan (1978)

Bond's (1987) work follows Goldstein and Khan (1978). I have used
her work because it is relatively recent and also representative of other
work, using this approach. In Bond's model, the demand for primary
commodities depends on a number of factors. Specifically, economic
activity within the industrial countries, the price and composition of
commodities, the geographical location of the exporting nation, and,
finally, the trade and agricultural policies pursued by industrial coun-
tries. Supply, on the other hand, is seen as depending on weather condi-
tions, factor endowment (together with investment), relative prices,
technology, domestic market characteristics and population growth.

The author emphasizes the need to specify demand and supply
equations for different commodity groups as well as regions of the de-
veloping world. Thus, five commodity groups are identified for the
study, namely, food, beverages and tobacco, agricultural raw materials,
minerals and energy. These classifications of commodity supply and
demand equations are set out for Africa, Asia, the Middle East, Europe
and the Western hemisphere. Adjustment in export demand to changing
market conditions is assumed to occur within a period of one year,
while supply is allowed to have delayed adjustment possibilities, due to
production lag. The four major commodity groups, with the exception
of energy, are modelled as follows.

Export demand

The world demand for exports of commodity k from developing coun-
try region R is specified in log-linear form as follows,

( PY\
=ao+a{ In ^ \ \+a2 inYW [1]

where: XD R is the quantity of exports of commodity k demanded from
region R, PX R the export price of commodity X from region R, PWK

the average price of commodity K in the international markets and YW
the real income in importing countries.
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It is noted that, owing to the logarithmic specification, a\ is the (rel-
ative) elasticity of world demand for region i?'s export of the kth com-
modity with respect to the divergence between region i?'s export price
of the kth commodity and the average world price. a2 is the income
elasticity of demand. The former is expected to be negative while the
latter positive. It is implicitly assumed that there is no, or constant,
elasticity of substitution.

Export supply

The supply of exports of commodity k from region R (XSTR) is speci-
fied as a log-linear function of the current and lagged ratios of the ex-
port price of commodity k (PXKR) to domestic price level in the pro-
ducing countries in region R (PR), multiplied by the exchange rate of
currencies of the producing countries, i.e., US$ per unit of local curren-
cy (ER)9 an index of productive capacity in region R (YR), supply shocks
(SSR) and trend value, t:

[2]

This equation allows for a positive relationship between supply and
export price, relative to domestic price. It also allows for the operation
of a lag supply response.25 Normalizing this equation for the price of
exports in region R yields the following equation, which together with
equation [1] can be estimated simultaneously to obtain the estimates of
the structural parameters.

( PYK

R = b0 + bxXSR + b2 In PRER + b3 In

+ b
PR-\J

Finally, the equations for energy exports are treated differently. This
follows two steps, first the world demand for energy is specified as-
suming that the supply is exogenously fixed (Xffnw = Xffnw bar). Then
the world demand for energy (XDenw) is allocated across exporting de-
veloping regions with reference to trend term. The world demand is
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taken as a function of energy price (PW6") relative to world price (PW)
and world income (YW) as,

[4]

World energy demand is allocated using the region's share in the
world energy market and a trend variable given by,

XD% = WRXD;J [5]

By substituting equation [4] into [5], the demand for energy exports
from region R is given by,

( PWen\\nXDe" =ao+aAn ^—— \ + a2lnYW+a3t [6]
R O i l pyy I

Equation [6], combined with the fixed regional supply of energy
(arising from the oligopolistic pricing practices of OPEC member
states), determines the estimating equation. The author undertakes em-
pirical investigation based on the set of equations specified above.

Some notes on the initial model

The original model set out by Goldstein and Khan (1978) is divided
into two parts: firstly, an 'equilibrium' model, in which no lag is as-
sumed, and adjustment is deemed as taking place instantaneously; and
secondly, a 'disequilibrium' model, in which the above assumption is
relaxed. In Bond's work, discussed above, the first of these models is
employed.261 will now discuss the disequilibrium model, in order that
these two approaches may be brought into perspective.

In order to introduce the disequilibrium mechanism Goldstein and
Khan (1978) use the method adopted by Taylor and Houthakker (1970,
cited in Goldstein & Khan 1978). Thus, they assume that exports (X)
adjust to the difference between demand for exports in period t and the
actual flow in the previous period, which is given as,

AlnJST, =r (inXf-hiX^) [A]

where: y is the coefficient of adjustment, d demand, t time and A de-
notes change. By substituting equation [1] into [A] we can obtain an
equation for estimating exports (minor symbolic difference between the
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two papers is ignored; I have used symbols as reported in the earlier
model of Goldstein & Khan 1978):

( PX \
\nXt =co+qln +c2ln7^+c3lnX, l [B]

where: c0 = /a0 c, = ̂  c2 = ya2 c3=l-y

y"1The mean time lag in the adjustment of exports is equal to y"1 and
may be calculated from parameters of equation [B] as (1-C3)"1. Since
the quantity of exports is specified as adjusting to excess demand, the
price of exports adjusts to conditions of excess supply:

A]nPXt=A(\nXt-\nX;), X>0 [C]

Substituting equation [2], taking note of the footnote remark under
equation [2], into equation [C] and solving for PXt we get

\nPXt =do+dl\nXt+d2\nPt+dX^-d4\nPXt_l [D]

where:

W d - x W
l

The reduced form equations obtained from equations [B] and [D]
are:

\nXt= -2 L_!__!_inpx^ + -Mn7fF + -^-J-^

ini + lnPJT, , + lnX ,
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lnpx= d^dAL_cA_lRp c^
n u n

+ Y;+lnPt+\nPXt ,+
U U U D

where D'= \-c\d\.

After developing these two forms of the model - taking an equilib-
rium and disequilibrium form - the reduced equations are then esti-
mated using the 'Full-Information Maximum Likelihood' (FIML) ap-
proach (see Chapter 6 for further details).

Bond (1987) and Goldstein & Khan's (1978) models are interesting
in that they recognize the importance of various factors in modelling
trade in primary commodities. The author's emphasis on the use of
functions specified by product type and region, and the method of solv-
ing this, simultaneously, are both worth noting. Moreover, Goldstein
and Khan's distinction between equilibrium and disequilibrium models
is its strength. However, when it comes to applying this model, they
fail to specify all the factors that were previously mentioned as likely to
affect the market. Indeed, even the suggested classification between
products is not reflected in the fully specified model, except in the case
of energy. More importantly, the trade sector in their model is seen as
an enclave, which does not affect, and is not affected by the other sec-
tors of the economy. This problem is addressed in this book.

(b) Ke-Young Chu and T.K. Morrison (1986)

Previously, Chu and Morrison had analysed the demand-side factors
underlying the short-run fluctuation of non-oil primary commodity
prices (see Chu & Morrison 1984).27 In the study summarized below
(i.e., Chu & Morrison 1986), a model with a medium-term framework,
in which supply-price dynamics28 plays a significant role is specified.
Moreover, the role of supply shocks in the short-run fluctuation of
commodity prices was also underscored.

The authors developed their model following a moderately-sized
survey of the literature on supply-price dynamics. We discuss this sur-
vey, in detail, in Chapter 4. In developing this model, they show how
the simple 'cobweb theorem' of Ezekiel (1938) has evolved into Ner-
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love's (1958) model (Chu & Morrison 1986: 140-44). Chu and Morri-
son begin by making a number of assumptions. World non-oil primary
commodity markets are assumed to be price clearing. Supplies are con-
sidered to be based on profit maximization, and thus are affected by
supply shocks. Demand is assumed to depend on world economic ac-
tivity and relative price of commodities. Supply may change as a result
either of changes in medium- and long-run supply or in short- and me-
dium-term utilization.

Supply determination

Thus, in Chu and Morrison's model, production is specified, in the
short run, as a function of prices, supply shocks and potential produc-
tion, as follows:

q' = u,+qc, [1]

Ut = a0 + ax rpst + a2rpst_x - a3SSt [2]

rpst = pt + est-pst [3]

where, in logarithms,
qt ~ world production of a commodity
ut = utilization of potential production
qct = potential production
pt = output price (the international price of a commodity, in US$)
est = exchange rates (relative to US$) of the currencies of exporting

countries
pst = domestic price levels in exporting countries
rpst = real price of commodities, as defined in equation [3], approx-

imated by output to domestic price
sst = supply shocks (resulting, say, from weather conditions in food

production and approximated by stochastic error term).

The first equation defines world production of the commodity. The
second specifies the utilization ratio, as a function of a distributed lag
of real output prices faced by producers and as a consequence of supply
shocks. And finally, the third equation defines real prices faced by pro-
ducers. The change in potential production (supply) is specified as a
function of average excess profits in recent years.
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Aqct = fio+ff-^erps^ [4]

erps = rpst - rps [5]

where: rps (bar) is the long-run average of rpsu erpst is the excess
profit and A: is a parameter (k>0).

Equations [4] and [5] specify the change in potential production as a
function of the average excess profits. (In other words, the average real
price faced by producers in excess of their long-run average in recent
years.) Average excess profit, as defined in equation [5], may cause an
increase in potential production (as given in equation 4) either through
expansion of production or entry of new firms. This increase in poten-
tial production may result from excess profits arising from the distant
past, for example, in the case of the maturation of newly planted peren-
nial crops. Alternatively, such excess profits may have arisen in the im-
mediate past, as in the case of the reactivation of existing trees. Based
on the above, the entire system of equations for change is given as

Supply

Aqs
t=AUi+dqct [la]

Aw, = a0 +axArpst + a2Arpst_x - a3SSt [2a]

Arpst = Ap( +Aest -Apst [3a]

Aqct = fio+fif^erps^ [4]

erps = rps-rps [5]

Demand

Arpdt = Apt + Aedt - Apdt [7]
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Equilibrium condition

H = &qd
t .[8]

where:
qf = quantity demanded
edt = exchange rates of importing countries (in relation to the US$)
yt = industrial production (economic activity) in importing countries
pdt = domestic price of importing countries; r stands for real.

Equations [6] and [7] are a simplified form of the demand equation
given in Chu and Morrison (1984).

The above system of equations explains both the short-run and me-
dium-term fluctuation in prices. It also captures the dynamic interaction
between supply and price, over a number of years, where prices affect
potential production. With potential production taken as exogenous,
equations [la] to [3a] and [6] to [8] capture the short-run determination
of prices. Using this general approach, the authors modify the basic
model, using relevant assumptions in relation to the different commod-
ity groups selected. For instance, lagged prices are assumed to play a
strong role in determining the supply function for food, while prices of
industrial raw materials are seen as being determined mostly by shifts
in demand. The study concludes that potential production responds to
medium-term fluctuation in prices, while the utilization rate responds to
short-run fluctuations. Industrial production and exchange rate fluctua-
tions are also found to have been major factors underlying commodity
price fluctuations, since the early 1970s.

The strength of this model lies in its attempt to explicitly capture
supply price dynamics for primary commodity exports. It also brings
into the picture the role of exchange rates, in affecting primary com-
modity markets. At a specification level, the nature of each primary
commodity also plays a role. Although not explicitly an objective of
this modelling exercise, the impact of this sector on the rest of the
economy, and vice versa, is relatively neglected. Such an approach is
tantamount to setting the function of the utilization rate (say equation
2a) and insulating it from the repercussions of, say, financial flows.
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(c) Ramanujam and Vines (1990): A structural rational
expectation model

This model is applied to four commodity groups, namely, food, bever-
age, agricultural raw materials and metals.29 Unlike the previous mod-
els, this and Hwa's (1985) model emphasize the importance of com-
modity stockholding. Indeed, it is this aspect of the model, which
serves as justification for their inclusion in this review.

Ramanujam and Vines (1990) have developed supply, demand and
price equations incorporating stockholding identities. Their model as-
sumes that commodity stockholders who are seen as having forward-
looking - rational or model-consistent - expectations willingly hold
stocks. The assumption in relation to forward-looking expectations is
justified on the grounds that speculators are assumed to equate the risk-
adjusted yields on commodities and on financial assets. Indeed, the the-
oretical model, based on the works of Adams and Behrman (1976) and
Labys (1978),30 also assumes that there is an instantaneous market
clearing. This may be formally specified by the following set of equa-
tions:

Supply

U !>,_,., rj [l]

where supply is assumed to be a function of current price Pu (lagged)
series of past prices, due to costs of adjusting output, as well as other
exogenous variables, Y.

Demand

| > ) [2]

where demand is assumed to be a function of current price Pt, a short
series of past prices, due to habit, persistent, and other exogenous vari-
ables, X.

Price

Pt= Pt(p;+ltj(Ht),Zt) [3]
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The price equation is an inverted stock demand function. It is a
function of expected price (pVbO31 and either the change in stock or
the level of stock (H) together with other exogenous variables (Z) par-
ticularly the interest rate.

Stock identity

Ht = Ht-i + Qt-C, [4]

The vectors of exogenous variables X, Y and Z vary between the
four different commodity categories. The price variable is taken as the
real price of the commodity group, with the deflator being the unit
value of manufactured exports. All the variables, except for the interest
rate (which is used as a proxy for the opportunity cost of holding
stocks), as well as the trend term, are expressed as a natural logarithm.
The estimation is predominantly by OLS, and in some cases, also by IV
(instrumental variables).

The four supply equations are estimated after tests about stationary
and co-integration have been made (see pp. 511-12). Thus, for 'food',
estimates are based on current price, five-year lagged price, lagged
stock and price of fertilizer (as representing cost of production). For
'beverage', short-term price effect (with a two-year lag) and long-term
gestation period price effect (with 4 to 8-year lag combined price),
price of fertilizer and lagged stock holding are all used as explanatory
variables. For 'agricultural raw materials' both current and lagged (5-
year) prices are used, since this category also covers perennial crops. In
relation to 'processing costs', lagged oil prices are used. Stock holdings
are also used in this model, but found not to be significant. The 'metals
and minerals' supply function is estimated using current and lagged (4-
8 years) prices, as well as the difference between the current and the
average price, in order to reflect the cost of extraction, which increases
according to the amount extracted. Finally, stock holding and interest
rates have been used, with the aim of reflecting capital cost.

The authors found it difficult to distinguish between demand by
households, for direct consumption, and demand by firms, for further
processing. Hence, the demand function for each commodity group is
postulated to be a composite one. Demand is assumed to be directly
related to income (taken as the weighted real GDP of the industrial
countries) and inversely related to prices. Prices of substitutes are not
considered. For food, lagged prices with a weighted exchange rate be-
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tween OECD currencies and US dollars were also considered. Finally,
price is estimated using an equation derived from models with costs,
including handling costs such as storage, as well as interest rates (rep-
resenting the opportunity cost of holding financial assets) adjusting to
the commodity holding structure. The model is closed by estimating the
stock identity using a logarithmic form (equation 4) in order that this
might be comparable with the other equations of the model, which are
also in logarithmic form. The full model, using the single equation es-
timations, may then be solved using a forward-looking model.

By estimating the model using different groups of primary com-
modities within a forward-looking market, this model brings a new in-
sight into the modelling of commodities. The strength of this model is
its effort to make each of commodity groups' specifications unique by
allowing for variation in the exogenous factor, as well as through the
incorporation of lags. In common with most models, the model as-
sumes instantaneous market clearing. Moreover, in defining the real
price it is not clear why the current price is deflated by unit value of
manufactured exports. Further, it could be argued that the use of rough
proxies (such as cost of fertilizer, for food and beverage, and cost of
oil, for raw materials) rather than the actual cost of imported inputs as
intermediate costs may not accurately describe the situation of, for ex-
ample, smallholder producers in Africa. Similarly, on the demand side,
although there is scope to disaggregate existing data, in fact, no at-
tempts have been made to undertake such an exercise. Thus, the stock
holding equation, which describes a crucial relationship within the
model, doesn't actually provide information on who holds such stocks,
and how the data has been generated. And, in spite of the authors' find-
ing that the series are non-stationary, most estimations are in fact, un-
dertaken in the traditional way, without any discussion as to whether
these are derived from a co-integration vector or an ECM model. Final-
ly, as with previous models this model does not connect the commodity
market with the rest of the economy.

(d) E. Hwa (1985)

Hwa's model is a further variant on recent models having a disequilib-
rium structure. The model is based on two broad assumptions: firstly,
that quantity adjustments may be relatively 'sticky', as a consequence
of supply lag, and, hence, that the adjustment mechanism lies in price;
secondly, as a disequilibrium model, it assumes away instantaneous
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market clearing. However, the modelling begins from an equilibrium
model of storable primary commodities given by

[3]

hdt = ht [5]

The first three equations describe consumption (c), production (q)
and stock demand (hd), respectively. These are postulated to be a func-
tion of real price (p) and other relevant predetermined values (xc, xq,
xh). The fourth equation describes stock supply {h\ in which x repre-
sents intervention by a buffer stock agency or national government.
The last equation is an equilibrium (stock demand and supply) condi-
tion.

Within the model, in order to explicitly consider price adjustments,
a disequilibrium condition in price and quantity is introduced. Thus, if
functions^, z-1,2,3 are linear, the following relation will hold true,

p; -pt = (/1'+/2'+/3')"1(H -K) [6]

Pe
t is the equilibrium price that can be derived from [5], the/,'s are the

partial derivative (with respect to price) of c, q and hd, respectively.
This equation shows that the actual (observed) price is not equal to the
equilibrium price, unless the market is in equilibrium. (The same can
be said about stock demand and supply.) The important question is how
equilibrium may be attained from such an initial disequilibrium condi-
tion. Although, theoretically, this may be attained through price and
quantity adjustment, the latter is perceived not to hold in the short run.
Thus, Hwa assumes that prices will gradually adjust towards their equi-
librium value. This is approximated by a distributed lag function [T(L)]
in which L is a lag operator.

p, = co(L)P: [7]

Believing that equation [6], rather than [5], is, in general, the one
that holds and inserting [7] into [6], yields the following dynamic price
equation:
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co(
- i (hd,-h,) [8]

where: 4> = (A'+f2'+f3r
l(hdt -ht\ ^>0

Hwa admits that there can be as many dynamic price equations as
there are hypotheses about the distributed lag function. In his study two
hypotheses which can be handled with annual data are discussed. The
first [9a] is a geometric lag hypothesis, which implies a monotonic in-
creasing or decreasing path towards the equilibrium price. The second
[9b] implies oscillations around the equilibrium price.

-±^-, 0<A<\ [9a]
1 L

= \-xx-x2
lXLXL2l-XxL-X2L

2

X x + X 2 < \ , X 2 - X x < 1 - - \ < X 2 < 1

Substituting [9a] and [9b] into [8], respectively, yields,

[1Oa]

hi) [1Ob]

where: Dpt = Pt-Pt-\

Both [10a] and [10b] show that price changes are a positive function
of excess demand for stock. Note that the, A,'s dictate both the size and
speed of adjustment. (For instance, in [10a], if A, approaches 0, the price
adjustment would be an instantaneous one, similar to the equilibrium
system.)

In general, the competitive disequilibrium model consists of equa-
tions [l]-[4] and either [10a] or [10b], In this model the voluntary ac-
cumulation of stocks (hdt-ht-\) is not the same as the actual accumula-
tion of stock (ht-ht-\). The involuntary part being (ht-hdt). This can be
given as



Trade, Finance and Development in a Global Context 75

ht_x) [11]

It is noted that the observed accumulation will be equal to voluntary
accumulation of stock, only if the market is in equilibrium (i.e., ht - hdt

= 0). Hwa states that, from an estimation point of view the demand for
stock equation may be estimated by inserting [3] into either [10a] or
[10b]. By estimating the demand for stock equation as a function of
consumption (i.e., transaction demand for stocks), the expected price
spread and interest costs and risk premium (i.e., speculative demand)
and inserting this into [10a] and [10b], the price adjustment equations
for a disequilibrium market may be estimated. For an equilibrium mar-
ket, this demand equation may be directly estimated (see Hwa 1985:
309-11).

Finally, the models are estimated using OLS and IV methods, with
annual data for six primary commodity groups. Following estimation, a
dynamic simulation is undertaken using the full (simultaneous) model.
It is reported that the model traces endogenous variables fairly well.
Besides, when the model is 'shocked' (via exogenous variables) the
commonly observed boom-and-bust-cycles are observed.

In keeping with Ramanujam and Vines model, the basic structure of
this model is similar to that of Adams and Behrman (1976). However,
the model represents a step forward in the modelling of primary com-
modities, since its focus is on disequilibrium structure. Moreover, the
stock demand and supply function, which is a key relationship in the
model, is specified realistically by taking into account a number of con-
ditions of the financial market. More specifically, the speculative de-
mand for stocks is assumed to be at a level where the expected price
spread equals the storage cost plus the interest cost and risk premium.
One weakness of the model is the use of identical specification for all
commodity groups. Although the disequilibrium structure is realistic,
eventually it will be price, rather than quantity, or indeed both, that will
adjust. This effectively makes it a short-run model and so limits its gen-
eralizability. A further major weakness of the model is its failure to ac-
commodate the role of supply factors in determining the equilibrium
path. This is further aggravated by the structure of the model, in which
supply effects are buried within stock demand32 and supply balance,
which are implicitly held constant. This has the consequence of allow-
ing price to adjust, instead, as per equations [10a] and [10b]. Finally, as
with most models, the repercussions on, and feedback from, the wider
economy are not considered.
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(e) CGE model of Dick et al (1983)

This and subsequent models are based on a computable general equilib-
rium (CGE) framework, with export share matrices. This makes them
somewhat different from those discussed above. Dick et al.'s (1983)
model is designed to study the short-run impact of fluctuating primary
commodity prices on three economies. As the authors point out, most
commodity models suffer from 'casual empiricism' failing to explain
the underlying casual mechanism (Dick et al. 1983: 405). This has led
to the use of simpler econometric models, not only with the aim of
overcoming such problems in the literature, but also to rule out the im-
plicit assumption that instability in income is solely the result of export
earnings instability. This approach is further developed to include sec-
toral and economy-wide effects.

Although sufficient allowance is made to accommodate the speci-
ficity of each country, the three countries in this study are modelled us-
ing a similar multisectoral general equilibrium approach. The use of a
similar macro-modelling framework for all of the countries allows one
to attribute the response to exogenous shocks to the specific nature of
each country rather than to differences in model specification. The ana-
lytical framework adopted runs as follows. Producers are assumed to
minimize the cost of producing a given activity level, subject to a pro-
duction function33 of a three-level, or nested, form. The average house-
hold is assumed to maximize its utility, subject to a function describing
substitution prospects in consumption between imports and domestic
products as well as an aggregate budget constraint. The solution to this
constrained optimization results in a system of commodity-demand
equations for production, capital creation and consumption, as well as a
system of factor demand equations.

Government demand is linked to aggregate domestic consumption.
Commodity export demand is linked to world demand facing a particu-
lar commodity and to world export price. A system of demand and sup-
ply equations ensures market-clearing equilibrium for domestic com-
modities, occupational labour, fixed capital and land. Finally, a host of
miscellaneous identities and/or definitions are used. In a summarized
form the model is framed as follows.

Output is given by:

Y=Y(Fl9F2,F3) [1]
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Factor marginal product, for each of/ factors

*L = rt [2-4]
dFi P

Income

Y = ABS+B [5]

Trade balance

[6]

m

X=X{T) [8]

Numerior P-\

where:
Y is the real output and F, are aggregate factor inputs (1 = labour, 2 =
capital and 3 = land).

Thus, based on the above, competitive behaviour implies [2]-[4], in
which the marginal factor i (dY/dFj) is equated to its real factor price (r,-
is factor /'s money price and P the price of output). Equation [5] shows
national income identity, where ABS is real domestic absorption (ag-
gregate real consumption, investment and government expenditure) and
B the balance of trade. B is defined in equation [6] as the difference
between foreign currency value of exports (PeX) and imports (P^M).
Commodity import demand (M) in [7] is defined as a function of ABS
and the domestic price level relative to the world price of imports. Fi-
nally, equation [8] specifies export demand.

The model is solved, first, by converting the equations to linear
form by logarithmic differentiation. Since the number of variables (14)
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is greater than the number of equations (9), five variables are exoge-
nously set, to close the system. These exogenous variables are selected
to reflect the short-run nature of the model (F2, capital; F3, land; and
the money price of labour, r\) and by targeting domestic absorption
(i.e., by making ABS exogenous and B endogenous) or vice versa (i.e.,
making ABS endogenous with targeted B). Based on this framework the
authors proceed to investigate the impact of primary commodity price
fluctuations as the only source of fluctuation in export earning. The
conclusion arrived at, following a simulation exercise, is that the price
shocks may be successfully isolated from affecting the relevant com-
modity sector by fixing domestic absorption. The problem with this op-
tion is that it requires a large sum of foreign exchange. The second con-
clusion is that a targeted balance of trade may be maintained, but that it
requires a change in exchange rate to facilitate a switch in industrial
composition. However, as the authors point out, since such adjustment
takes time, compensatory financing schemes which extend the time re-
quired for restructuring, may be necessary.

This model is a good example of an attempt to relate the external
market to the macroeconomic conditions of a particular country. Not-
withstanding its merits, the model rests almost entirely on optimization
solutions and instantaneous market adjustment, at the expense of dif-
ferential pricing rules, the possibility of lagged responses and other
modelling techniques. A further weakness of the model is a lack of spe-
cification plausibility, with government demand, for instance, being re-
lated only to total consumption, and with factor mobility within a com-
petitive market assumed. Although the model attempts to explain the
impact of fluctuating prices, nevertheless it fails to trace the source of
that fluctuation. This fact would explain the authors' presumption that
developing countries should adjust. Not surprisingly, the simulation
results are identical to the IMF/World Bank policy proposals, in which
price adjustments (such as devaluation) are emphasized, at the expense
of structural problems related to cyclical markets, supply problems and
market bottlenecks.

(/) G.B. Taplin (1973): A Model of World Trade

Taplin's model is one of the earlier models, which emphasizes a wider
inter-country/region framework. It is based on a model developed by
the Research Department of the International Monetary Fund, known as
the 'Expanded World Trade Model (EWTM)', designed for short-term
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forecasting of trade flows and analysing economic policies. The version
of the model surveyed below treats the world as being divided into 27
countries and regions, comprising 25 developed countries, the CEMA
(former socialist countries) countries and the Rest of the World (RW).
The RW comprises all of the less developed countries. The imports of
each developed country are determined by an import function, which
takes into account economic activity, relative prices and other relevant
factors. As a consequence of lack of information, economic activity and
exports are used to determine the imports of the CEMA region. RW's
imports are a function of current and past foreign exchange receipts.
Each country and region's exports are obtained by distributing forecast
imports through an export share matrix.

Consistent sets of imports and exports are obtained using a pro-
gramme for solving simultaneous non-linear equations by iteration. As
with project LINK,34 export share matrices stand at the heart of the
system. Based on these points, two version of the model are presented.
The first of these deals with total merchandise trade flows, and is
termed the 'total trade model'. The second model divides imports into
four commodity groups, which are used by Project LINK. Since the
two versions of the model are essentially identical, the following dis-
cussion focuses on the total trade model, supplemented by comments
on the commodity version, when necessary.

The total trade model

The model comprises a total of 84 equations (27 equations each for
imports, exports and trade balance) given as,

M, = / , ( * „ Z,) [1]

B^Xi-M, [3]

In addition,35 three world trade identities are given as

i, [4]
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7=1

B2l=X2%-Mn [6]

where:
y {1...25 = the individual developed countries

26 = CMEA countries
27 = RW, the developing countries grouped together
28 = total world

Mi = total import of region /, c.i.f., in current prices in US$
Xj = total exports of region /, f.o.b. in current prices in US$
Bi = merchandise trade balance of region/
Z\ = explanatory factors other than exports, and assumed independent

of exports, determining the imports of country /.
,• = the f.o.b.-c.i.f. adjustment factor

ay = Xij/EjXy, the share of country i in the total of all countries' ex-
ports to markety.

If imports are quoted either in c.i.f. or f.o.b. the last equation should
yield a value of zero. This result is essentially the same when imports
are disaggregated into commodity groups. Given this system of equa-
tions, exports and trade balances may be obtained from a set of import
forecasts (Mj), knowledge of the market share (ay) and the f.o.b.-c.i.f.
adjustment factor ( /). Each of these factors are examined below.

Import equations

The specification of imports may vary depending on the nature of im-
ports. Raw-material imports may be related to industrial activity, con-
sumer imports to consumption demand, and capital imports to condi-
tions of investment and return. In the absence of such a detailed
account, the alternative is to use reduced form equations relating im-
ports to exogenous variables. This procedure is relatively easy to com-
pute and understand. However, such a procedure inevitably leads to a
loss of knowledge on structural interactions as well as an inability to
apply 'superior' statistical properties. In pursuit of simplicity, the im-
port equation adopted in the Taplin's model is given by,
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— = a0WAEa>Pa> [7]

where:
M = import value
PM = import unit value index.
WAE = 0.5 AEt + 0.5 AEt-\; average of autonomous expenditure.
AE = G +1+X\ autonomous expenditure in constant prices defined

as the sum of government expenditure, gross fixed capital
formation and export of goods and services.

P = domestic price index divided by import unit value index.
a\ = elasticity with respect to WAE.
ai = elasticity with respect to relative prices (P).

The use of autonomous expenditure as an activity indicator is justi-
fied on two grounds. First, the simultaneity problem that would arise
because GNP includes imports could be avoided. Second, in a simple
income determination model where GNP includes consumption, invest-
ment, exports less imports and autonomous components, such a func-
tional relation would be expressed as a reduced form equation, since
imports are related either to consumption, income or both. Consump-
tion in turn is always considered as a function of income.36 In EWTM,
increases in demand for imports leads to an increase in demand for ex-
ports of the supplying countries. Increase in demand for a country's
exports also leads to increases in that country's demand for imports
through the income generation process.

Prices also play an important role in import demand determination.
In order to account for substitution possibilities, relative prices (price
ratios) are used. The role of prices is believed not to be simple. Thus,
domestic prices are seen as related to import prices and demand for im-
ports may affect the export prices of another region. Although the ideal
solution is recognized to be the joint determination of export supplies
and import demand, this is not applied, owing to lack of data.37 The
method used for estimating the import function is OLS on annual data.

Export shares matrix

Market shares (af/s) may vary due to changes in relative prices, exoge-
nous change in taste or other factors. For each year and each commod-
ity there are 729 (27 times 27) shares which must add to one in any
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market. The author adopts a method developed by Armington (1969) in
his study of demand functions for n goods from m suppliers to estimate
the market share values (Taplin 1973: 190). Armington specifies the
demand function of country j for the kth type of good supplied by coun-
try (or group of countries) i after assuming (1) preference for one good
is independent of the other and (2) that elasticity of substitution among
suppliers is constant. This takes the form:

( pk
yk _ iSkj yk f£_

^ X j \ k

,-Skj

18]

and,

k yk

\-Skj

[9]

where:
x) = quantity demanded

pfj = import price

Skj =
kj

—k
P

elasticity of substitution

average price level

By dividing equation [8] by Xj and [9] by Pj Xj we may obtain an
expression for market share given as

Xl [10]

[11]

Assuming further that bilateral prices may be replaced by export
unit-value indices for the exporting country, and that all imports are
grouped together for the total trade model (or into the commodity cate-
gories), the model may help to handle share matrices. Pj was approxi-
mated by a linearly weighted average of export unit-value indices, with
the previous year's share of country / in country j being the weight for
the current period. Finally, constant market share instead of constant
elasticity of substitution is assumed. The market share is given by,
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[12]

p
where: Pv

k =z=r
Pj

Exports are in constant price (in volume) and all variables, except
the weighting, are for the time period /. Thus the market share (a,y) is
based on volume flows. Pi is the export unit-value index of country /
for commodity k. Pj (bar) is the average export unit-value index in
market j obtained by weighting each supplying country's export unit-
value index by that country's share in the previous period. The market
share elasticity 5jkj, and Aij is a constant term.38 For the purpose of
modelling, a matrix of dimension 27 by 27 is constructed for total trade
and each commodity group. The share matrices are computed by di-
viding the value of exports f.o.b. from country i toy of commodity k by
all countries' exports of commodity k\oj. Exports to the RW (the de-
veloping countries) are obtained as a residual, subtracting the exports to
countries from 1 to 26, as well as to unallocated groupings (created to
record miscellaneous trade), from total exports.

The f.o.b.-c.i.f. problem

Since exports by one country could be recorded as import c.i.f, and at
f.o.b. by other, there could be a problem of consistency at total world
trade level (for instance, USA, Canada and Australia record imports at
f.o.b.). In the EWTM, the ratio of recorded imports of a country to the
sum of all countries' exports to that country (MjlEXy = Fj) were calcu-
lated and termed the 'f.o.b.-c.i.f. adjustment factor'. This reflects not
only the f.o.b.-c.i.f. discrepancy, but also statistical errors, geographical
factors, timing of shipment and other factors. Thus, caution should be
exercised, in order to avoid systematic error, which may create biased
market share figures. This share is used to correct (deflate) the total im-
ports of each country, as is shown in equation [2].

Following the c.i.f.-f.o.b. correction, the final model contains 27
import equations, 27 export equations, 27 trade balance equations and 3
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identities about total imports, exports and trade balance. The 84 equa-
tions have Mi, Xu Bj, ay and Fj as endogenous variables. All price
measures and Z,'s are exogenous. The model is then solved by iteration.

The strength of this model lies in its simplicity and limited data re-
quirements. The f.o.b.-c.i.f. adjustment factor is also a useful inno-
vation, which may be applied elsewhere. However, the simplicity of
this model does not come without cost. As is usually the case, the focus
of the model is on the industrialized countries, with the 'rest of the
world' (i.e., the developing countries) being obtained as a residual. Al-
though an attempt is made to immunize this residual from miscella-
neous and statistical problems, there is no guarantee (within the model)
that this will be successful. The import equation, which is the pillar of
the model, suffers from huge aggregation problems and, thus, is highly
simplified. Supply is totally neglected. Exports are not specified in their
own right, but as derived from the import function, with all associated
setbacks, which I pointed out earlier). Finally, as is usually the case, the
external market is modelled as an enclave of the macro set-up of im-
porting/exporting countries, precluding the possibility of analysing re-
percussion and feedback effects. This is an important criticism, since
one of the objectives of this model is policy analysis.

To sum up, in this section I have examined some recent efforts to
model trade in primary commodities. Since summary and comment for
each of the surveyed models is given at the end of each section, we
need not repeat them here. Naturally, surveying this type of model
brings with it a host of difficulties, not least relating to the sheer num-
ber of models which have been developed. For instance, Labys (1978)
provides a list of some 337 commodity models.39 Notwithstanding such
difficulties, I have summarized some basic features of the models using
the synoptic table below (Table 2.1). Based on this survey, and the the-
oretical discussion that precedes it, the approach in this book (Chapters
4 and 6) is informed by:

• Explicit consideration of the short-, medium- and long-run impacts
of demand and supply factors. Thus, the discussion about equilib-
rium and disequilibrium models in the works of Chu and Morisson
(1986), Goldstein and Khan (1978) and Hwa (1985) will be used.
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• The emphasis accorded to estimation across different commodities.
In this regard the studies of Hwa (1985), Ramanujam and Vines
(1990) and Bond (1987) are informative.

• The importance of focusing on factors, which affect the market
owing to the macroeconomic interaction of the two economies (say
North and South). The studies of Dick et al. (1983), Taplin (1973)
and Bond (1987) represent good starting points, from which to pro-
ceed. However, these could be improved by placing the commodity
market within a global macroeconomic framework.

Considering these points, short-, medium- and long-run supply, de-
mand, stockholding and prices will be taken as the key relationships
required in modelling African trade. As pointed out earlier in this chap-
ter, a common weakness of these models is the lack of connection with
macroeconomic balances and the neglect of their feedback effects (al-
though we note that Dick et al. have attempted to take account of such
effects). In this book, existing modelling works will be built upon by
focusing, firstly, on the importance of macroeconomic interactions and
placing the commodity model within a global macro framework, and,
secondly, by emphasizing the supply side of commodity modelling and
the impact of interest rate on the demand for commodities. The latter,
in particular, will serve as an important mechanism for linking the com-
modity market with international finance and Northern macro policy.

2.4 CONCLUSION

This chapter, and particularly the last sub-section, has examined the
interrelated questions of why countries trade with each other, and who
gains from this trade. This has been set in a historical framework, with
the discussion on these questions being traced back over the past two
centuries. The main objective of this survey has been to find a systemic
explanation to help illuminate the trade and external finance problems
of Africa, as outlined in Chapter 1. The main conclusion of this survey
has been that mainstream trade theories, from Ricardo to the present,
serve to justify the specialization of African countries as producers of
primary, and particularly tropical, commodities. However, as demon-
strated in Chapter 1, this specialization represents precisely the root
cause of Africa's financial problems.

This finding, in turn, justifies the search for other systemic explana-
tions about African trade and finance problems. Thus, in this chapter it
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is shown that even the 'new' trade theories, including the technological
gap models, are better suited to explaining North-North, than North-
South trade. This effectively limits our choice to those theories, which
focus on primary commodities and secular deterioration in terms of
trade. These theories, informed by the structuralist economists of
ECLAC, focus mainly on the structure of markets and on North-South
interaction. This may be formally captured through a commodity mod-
elling approach. Thus, the theoretical discussion and the overview of
current models presented in this section will be used to inform the em-
pirical analysis undertaken in subsequent chapters, and particularly
Chapters 4 and 6. However, since the overall objective of this book is
to examine the interaction of international finance, trade in primary
commodities and Africa's place in the world economy from a macro
perspective, we will now move on to examine some wider issues relat-
ing to the macroeconomics of Africa. This analysis, which will be set
out in Chapter 3, will form the basis for the actual modelling work pre-
sented in subsequent chapters.



The Macroeconomics of Africa:
3 Import Compression and

External Finance

3.1 INTRODUCTION

This chapter will examine some of the main features which might use-
fully be included in a macro model for Africa. It is hoped that this dis-
cussion will help in formulating an actual prototype African macro
model, which might form a working component of the North-South
model developed in Chapter 6. Although the relevant African macro-
economic framework for this should broadly be similar to that outlined
in Trap (1993), there are, nevertheless, a number of other specific fea-
tures not properly dealt with in Trap (1993), which an African macro-
economic framework might usefully include. The first such feature is
an 'import compression argument', as discussed in Ndulu (1986, 1991)
and Rattso (1992b). Two other features, which I will argue should also
be incorporated into macro models of Africa, are the 'fiscal response to
external finance' and 'Dutch disease' phenomena. Hence, an attempt
will be made to integrate these features into the prototype African
macro component of the North-South model developed in Chapter 6.

The discussion presented in this chapter will be organized as fol-
lows. In section 3.2, a number of published macro models of Africa
will briefly be reviewed, with the aim of examining the main features
emphasized in these models. In section 3.3, the import compression
argument, as well as a number of other important theoretical issues rel-
evant for the construction of an African macro model, will be dis-
cussed. Section 3.4 will outline the accounting framework, which will
then be used to construct a consistent macro database for use in this
study. Finally, section 3.5 will attempt to draw out a number of conclu-
sions, based on the preceding discussion.

87



88 Chapter 3

3.2 A CURSORY LOOK AT SOME MACRO MODELS OF
AFRICA

As a recent survey by Harris (1985) shows, macro modelling in Africa
is still in its infancy. Harris surveys most of the macro models of Africa
which have been constructed by North American universities and inter-
national institutions, as well as published models of the African econ-
omy. He reports on a total of 184 macro models, 120 of which he
evaluates further (see Diagram 3.1). Harris classifies the 184 models
based on their underlying structure. Thus, models are categorized as (1)
demand-driven Keynesian-type models; (2) supply-driven, general
equilibrium with price adjusting to clear the market; (3) reduced form
monetary-driven; and, (4) models based on consistency checking, with-
out formal closure (see Diagram 3.2). Harris also applies a classifica-
tion based on publication and sponsorship. Thus, models are grouped
as: (1) Ph.D. dissertations, (2) university-based professional work, (3)
international agency-sponsored, and (4) models developed by African
governmental agencies (Diagram 3.3). Harris' data is summarized be-
low.

Diagram 3.1 Number of African macro models (Harris 1985)
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_ K e n V a South Africa

30 _ _ _
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Diagram 3.2 Type or structure of African macro models (Harris 1985)
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Diagram 3.3 African macro models by source (Harris 1985)
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Naturally, these models emphasize different aspects of African
economies. Thus, in order to understand how these work, a number of
different types of African macroeconomic models are examined below.
While some of these study the impact of foreign borrowing or, indeed,
a sudden onset of oil or other mineral revenue on the economy, others
focus more on fiscal conditions. However, in the discussion which fol-
lows, I will not primarily be concerned with the objectives of each
model, although I am cognizant of the fact that this objective may
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shape the type of modelling undertaken. Rather, my own focus is on
how these various approaches have been applied in building models of
African economies. From this, I hope to be able to draw out some les-
sons, which may help in developing a prototype macroeconomic model
for Africa.

I will begin by examining the work of Oshikoya (1989), who has
developed a macro-sectoral model for Nigeria, with the aim of studying
the impact of expanded domestic spending on externally-borrowed
funds. His model is interesting in that it integrates a macroeconometric
approach with an input-output analysis. This integration allows one to
determine final demand from equations of economic behaviour, and to
allocate this over sectoral production activities, by means of an input-
output table. Oshikoya's model comprises five production sectors (bloc
1). Each sector's value added is determined by transformation of the
input-output type production function and by linking final demand
components with the sectoral value added. The residuals, in each of
these equations are modelled by econometrically relating these, along-
side others, to (lagged) capital stock, which is believed to show the
capital constraint in such economies (and hence represent a supply fac-
tor in the long run). At the same time, this capital stock augments de-
mand, in the short run. This bloc is related to the external sector, which
basically takes foreign borrowing as exogenous (bloc 2), as well as to
final demand, in which the components of final demand are estimated
(bloc 3). A major strongpoint of this modelling approach is that it takes
account of the impact of supply and demand. A further interesting fea-
ture of this model is that its production function is made realistic by the
use of inter-industry coefficients. Although the structure of the lags
does not follow the theoretical formulation, the estimation of the supply
components of blocs 1 and 2 is its unique and insightful feature.

Olafin and Iyaniwura (1983) also report on a macroeconomic model
of Nigeria developed by the University of Ibadan, Nigeria.1 The model
consists in 25 stochastic equations, of which 16 are exogenous and
lagged endogenous, including output of petroleum and export of agri-
cultural products, as well as four identities. GDP is decomposed into
six sectors, which are then specified within the model. These are (1) ag-
riculture, (2) mining and quarrying, (3) manufacturing and crafts, (4)
transport and communication, (5) construction, and (6) services. Agri-
culture is taken as a function of exports of agricultural products, do-
mestic consumption of food, non-food agricultural and other products,



Import Compression and External Finance in Africa 91

and investment in agriculture and mining sectors. Within the mining
and quarrying sector, gross output is explained by output of crude pe-
troleum, as well as by capital formation within the sector. Manufac-
tured output is explained by urban population (taken as a proxy for de-
mand) as well as investment in machinery and equipment (taken as a
proxy for productive capacity). Export of petroleum is related to its out-
put and to government revenue. The consumer price index (as a proxy
for inflation) is related to money supply, government expenditure and
the price of imports. Finally, money supply is related to the government
deficit, government securities, rate of change and stock of reserves.
These sets of equations are then closed using four identities given in the
model. These identities sum up the GDP component, government reve-
nue, total population (urban and rural) and total imports.

Pleskovi (1989) has also constructed a computable general equilib-
rium model for Egypt1 with the objective of studying fiscal incidence in
that country. Pleskovi's model is based on Harberger's (1962) model
and a SAM framework. The extended version of Pleskovi's model in-
cludes a nine-sector input-output table. This model is a very simple one
with a number of restrictive assumptions. These include perfect mobil-
ity of labour and capital, a closed economy, full employment, fixed
technology and an elastic supply of factors. The SAM comprises seven
accounts, with twelve rows and columns. For the purposes of the
model, the economy is assumed to have two goods. On the supply side,
net output is represented by a Cobb-Douglas production function, while
gross output, including intermediate output, is represented by an input-
output production function. The value-added relationships for each
good are derived from the SAM. On the demand side, final demand is
equated with consumption and intermediate demand. The income of
urban and rural households is derived from their endowment of capital
and labour, to which is added transfer income. Finally, expenditure (by
activity) and prices (given by factory-get price plus tax) are defined by
a set of equations derived from the SAM. The model leaves prices and
output of the two goods, wages and returns to capital to be determined
endogenously. Tax rates and allocation of tax revenue are assumed ex-
ogenous, while most parameters are taken from the SAM and assumed
to be constant. The model is based on a number of heuristic assump-
tions about Egypt's economy. Thus, it deliberately avoids addressing
issues of accumulation and, in fact, is very limited in its coverage of the
economy in general. Nevertheless, the attempt to maintain consistency
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through use of a SAM, as well as its focus on tax (as both revenue and
transfer) represent interesting features of this model.

Benjamin et al. (1989)3 constructed a CGE model for Cameroon,
which sets out to study the economic impacts of an oil boom. This
model is an 11-sector version of a model of 'Dutch disease' in a devel-
oping economy. Its underlying mechanism may be grasped from the
sector version, which is presented as the theoretical underpinning of the
model. Thus, according to this version, the economy produces output,
which is either domestically consumed or exported. Imports are as-
sumed to be imperfect substitutes for domestic production, with con-
sumers having constant elasticity of substitution (CES) over the two
goods. Based on these assumptions, demand is taken as being deter-
mined by the relative price of these two goods. World price is also
taken as exogenous (i.e., the small-country assumption). This is con-
verted to the domestic price of imports through application of an ex-
change rate. Export demand is considered to be a downward-sloping
schedule in terms of its domestic, relative to the world, market price.
Finally, the system is closed by equating national income - augmented
by inflows of foreign exchange - with total spending on domestic con-
sumption and imports. Since this system generates five variables with
four equations, foreign exchange inflow is assumed to be exogenous.
However, the parameter of this variable is changed with the aim of
simulating an oil boom, and thus examining how this affects other vari-
ables within the system. Within this broader framework, the authors
assume that foreign savings are exogenous, that investment is deter-
mined by total savings, and that capital is fixed and sector-specific.
This type of specification renders 'Dutch disease' type models, with
different implications in developing countries, where, for example not
all the traded sector may contract. However, the model has a number of
obvious limitations. For instance, the small-country assumption is held
for imports but, rather unrealistically, is left out when it comes to ex-
ports. It is also interesting to note the implications of the imperfect sub-
stitution of imports for domestic production assumption employed in
this model.

Lipumba et al. (1988)4 constructed a macro model for Tanzania,
containing 89 equations, of which 32 are behavioural. The model,
which is supply-constrained, sets out to study the role of capital forma-
tion in constraining economic activity in that country. In so doing,
seven major blocs are defined: (1) GDP by sectors of production, (2)
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employment, (3) expenditure on GDP, (4) the government sector, (5)
the monetary sector, (6) the external sector, and (7) prices and produc-
tivity. Exports and other foreign exchange earnings are taken as the ma-
jor determinants of ability to afford inputs required by the non-agricul-
tural sector. For each of the eight sectors which are defined, output is
modelled using a production function, with capital and labour as argu-
ments. In some of these sectors, intermediate input is also taken as a
constraint. Employment is endogenously determined in two of the sec-
tors, through real wage and sectoral output, while it is assumed to be
exogenous on the others. Within the expenditure bloc, private con-
sumption is related to disposable income, while capital formation is
assumed to be an 'accelerator' type, which will depend on net inflow
and availability of foreign exchange. These, in turn, are taken as deter-
mined by previous year's exports. Government deficits are specified as
affecting the money supply, leaving interest rates as relatively unim-
portant within the monetary sector. Demand for money is seen as pas-
sively adapting to supply, which, in turn, affects price level. Tax reve-
nue is related to the non-agricultural sector, private consumption as
well as imports and exports.

Within this model, the external trade sector is one of the most elabo-
rated. This serves to underscore the role of imports and exports in con-
straining supply. Five main agricultural export crops are endogenized.
As far as exports are concerned, the small-country assumption is
maintained. Finally, prices are taken as determined by import price lev-
els, wages and labour productivity. Account is also given to the role of
producer prices in affecting export crop production. In turn, these pro-
ducer prices are seen as depending on world market prices, exchange
rate, marketing margin and the non-food consumer price index. World
market price is likely to be particularly important in influencing the
price of perennial crops, while the prices of cotton and tobacco are
likely to depend, to a considerable extent, on the non-food consumer
price index. Weather dummies, as well as a time trend (which shows
institutional changes), are also included within this model. Imports
(which are subdivided into 'consumption', 'intermediate' and 'capital')
are related to demand, consumption, GDP and capital formation. For-
eign exchange availability, rather than prices, is considered as repre-
senting the most important constraint to imports. Finally, price defla-
tors are related to labour productivity and import prices, with a built-in
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lag, with money supply also given a role in determining GDP deflator
and CPI (Consumer Price Index).

This attempt to describe the Tanzanian economy represents the most
elaborated model so far specified. Much attention is paid to depicting
the role of imports in constraining supply (i.e., capacity utilization).
The impact of external sectors is also basically modelled through its
impact on imports and prices. Although not utilized in the model, a sort
of 'Dutch disease' phenomenon is observed for some of these exports.
However, no role is given to domestic capital formation, which repre-
sents a shortcoming of this model, since such considerations might
have been useful in the search for policy options. Foreign finance is
also considered in a general way and hence, this analysis is kept less
detailed. However, different financial flows are recognized as having
different impacts. In summary, overall this is a useful model, which
captures most of the salient features of the Tanzanian economy.

Van Frausum and Sahn (1993) have constructed an econometric
model of Malawi, which sets out to measure the effects of external
shocks and policies in that country. The model is composed of five
blocs with a number of stochastic equations and identities. The produc-
tion bloc consists in equations that predict sectoral output. Agriculture
is disaggregated into cash crop and maize production by smallholders
and export crop production by the state. Due to lack of data on labour
and cultivated land, output is related to relative prices, weather, as well
as secular changes captured by the time trend. Industrial production is
explained by imports of intermediate inputs, capital stock of equipment
and infrastructure. Value added in construction is regressed onto gross
fixed capital formation of the government and the private sectors.

A further bloc examined within this model relates to balance of pay-
ment (BOP). This bloc attempts to show how the current account prob-
lem is ultimately transformed into external debt. Imports of goods and
non-factor services are determined by the availability of foreign ex-
change, net of foreign borrowing, debt service payment and other factor
payments. This is then set, together with creditworthiness indicators, as
a constraint on imports. Total external debt is modelled as the sum of
lagged debt level as well as balance on current account. The model also
examines the government finance bloc. Thus, government revenue is
determined by imports and GDP, with official transfers taken as exoge-
nous. Government debt service and interest payments on domestic bor-
rowing are taken as a function of outstanding external and domestic
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debt, with a one-period lag. Government expenditure is derived as an
identity defined by a financing constraint. The final bloc within the
model examines the price and monetary sectors of the economy. With
regard to prices, most essential prices are allowed to be determined
endogenously. In relation to the monetary sector, this is examined in a
simplified form. Thus, the advance from commercial banks is modelled
as a function of foreign exchange availability, through the monetary
base and real interest rates, with the advance to the private sector taken
as residual, once the government's share has been removed.

In summary, this is a very detailed model, which makes a good at-
tempt to depict the Malawian economy. Its strong points are its at-
tempts to link the current account balance with the debt condition, as
well as to separate export and non-export agricultural production. On
the negative side, some of the assumptions upon which the model is
based may be questionable. For instance, the model assumes that gov-
ernment expenditure is determined by a financial constraint. This as-
sumption ignores the inelastic nature of government spending, as well
as the inflation that such spending generates in most developing coun-
tries. Moreover, variation of investment across public and private insti-
tutions have not been properly addressed, although some attempt to
take account of these has been undertaken for the construction sector.

Kayizzi-Mugerwa (1990) formulated a model with the aim of study-
ing the impacts of copper prices on the economy of Zambia. The un-
derlying theoretical formulation for this is the 'Dutch disease' litera-
ture, in which the spending effect and real exchange rate are given a
key role. The economy is divided into tradable5 and non-tradable sec-
tors. The ratio of the price of tradables to non-tradables determines the
real exchange rate. Within the model, government revenue is related to
GDP, expenditure to government revenue, and both of these to their
respective lagged value, this indicating lack of instant equilibrium. The
real exchange rate is set to depend on price of copper, both through its
impact on the non-traded sector, and by affecting the level of credit
which, itself, affects demand. The rise in non-tradable prices is deter-
mined by excess demand for money, which itself is related to income
and to relative prices. Real private consumption is related to real in-
come as well as the stock of money in the preceding period. Real gov-
ernment expenditure, private consumption and relative prices determine
the volume of imports. Finally, the model is closed using an income
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identity, as well as a definition of changes in the nominal money sup-
ply.6

In summary, the working of this model is clear and simple. Fiscal
and trade disequilibria resulting from a change in copper price affects
the domestic credit and volume of money. These, in turn, have an im-
pact on non-traded prices, the real exchange rate and consumption, with
the last two of these having a knock-on effect on import levels. The
strength of this model is its attempt to describe the domestic sectoral
adjustment process. Its weakness is that it overlooks the impact of the
other aspects of the external sector. Moreover, the production structure
of major sectors is also overlooked.

Berhanu (1994) has built a Kalecki-FitzGerald-inspired macroeco-
nomic model of Ethiopia. The model is very small, having only six
equations. In the first of these equations, the manufactured price is
formulated, a la Kalecki, while, in the second equation, marketed sur-
plus is formulated as a function of internal terms of trade. In the third
equation, the total output of the manufacturing sector is assumed to
equal the marketed surplus, non-food consumption of wage earners in
the manufacturing and export sectors and the unsaved profit of capital-
ists. The remaining equations define total profits in the economy, the
demand and supply of basic goods (including imported ones), the exter-
nal balance, and, finally, investment (which is constrained by balance
of payments).

The model assumes, inter alia, that the agricultural output market is
not flexi-price, and that investment (not output) adjusts to the foreign
exchange constraint. These assumptions neither follow the standard
structuralist assumptions upon which the model is based, nor tally with
the stylized facts in Ethiopia. Rather, peasants in that country had been
marketing a good portion of their output in the flexi-price market, most
industries were extremely import dependent, and import compression -
with its adverse effect on capacity utilization and output - was the rule.
Moreover, the ('socialist') state, as centre of accumulation, is not well
integrated into the model. The model also contains a number of other
limiting assumptions. Manufactured goods are assumed to be necessi-
ties within rural household consumption, the model abstracts from the
debt problem and hence, balance of payments is essentially assumed to
be a trade balance. These assumptions seriously limit the relevance of
the model. Thus, if we assume that import compression takes place,
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then some of the arguments and conclusions set out in this model may
no longer be sustained.

Notwithstanding such shortcomings, the model gives an interesting
analysis of the distribution of income, process of accumulation/growth
and the policy dilemma facing different actors. Its importance should
also be seen in the context of a virtual absence of macro models for
Ethiopia.7 This analysis would have been more illuminating if mark-up
pricing and its effect on accumulation had not been assumed to have a
foreign exchange constraint. Indeed, it could be argued that this foreign
exchange constraint, rather than the author's emphasis on the share of
profit, should have been the focus of analysis, in relation to accumula-
tion.

Davies et al. (1994) have also developed a CGE model for Zimbab-
we. The model contains 25 supply-side equations. Five of these related
to a fixed wage demand-determined labour market; eight equations spe-
cify income generation, saving and consumption; three define public
sector accounting; and four define foreign exchange rationing. Finally,
one equation is set as a closure that equates the 25 supply-side equa-
tions with total demand, while another ensures consistency by main-
taining the investment-saving balance. Although these are the basic
features, the fully specified model consists in 113 equations, all but one
of which are independent, with the remaining equation dealing with the
saving-investment balance.

One of the notable features of this model is the inclusion of an im-
port compression aspect within a CGE model framework. The model
identifies five sectors, each of which has a different adjustment mecha-
nism. Thus, the agricultural sector will adjust through a flexi-price
mechanism, services by way of a demand-determined one, construction
through supply-demand adjustment, exportables derived as residual
and, finally, importables through supply-demand adjustment. Imports
are basically rationed among these sectors, with priority given to the
exportable and construction sectors. The explicit inclusion of import
compression and its linkage with food production (as shown in the
counterfactual analysis) represent an interesting feature of this model.
However, being a CGE model, it suffers from the use of parameters,
which essentially show a 'snap-shot' picture of the economy. Moreo-
ver, exogeneity assumptions in relation to the agricultural sector, as
well as similar assumptions in relation to investment and its impact on
capital formation, could set a limit to the wider use of this model.8
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Kwack (1989) also developed a prototype model for Africa, which
is applied to different African countries. The model's underlying as-
sumption is that the economy is 'small and open in the sense that ac-
tivities and prices in the country are affected by conditions in world
markets where its own influence is minimal' (Kwack 1989: 137). Thus,
African countries are assumed to be 'price takers' in the international
market. Within the model consumption is specified as a function of
disposable income and inflation. Investment is basically an accelerator
type (where change in output and lagged capital stock are arguments).
This is augmented by the inclusion of a financial constraint (credit). A
further aspect of the aggregate demand bloc comprises government ex-
penditure and revenue. Thus, direct taxes are related to nominal in-
come, and indirect taxes to nominal private consumption, nominal im-
ports and exports. Finally, government consumption expenditure is
considered as a policy variable.

On the supply side, GDP is assumed to equal the sum of value
added in (1) agriculture, forestry and fishing; (2) mining and quarrying,
and (3) manufacturing, utilities, construction and services. Output of
mining and agricultural sectors are assumed to depend on world price
relative to domestic cost and capital stock, while services and manufac-
turing outputs are assumed to depend on domestic demand.

Merchandise trade is disaggregated into four commodity groups.
Imports are set as determined by relative prices, including tariffs and
real income. On the other hand, real exports in manufacturing are spe-
cified as determined by foreign income and export prices relative to
overseas price. Exports of primary commodities are assumed to depend
on domestic supply, with producers of these exports assumed to be
price takers. Exports and imports of services are assumed to depend on
the level of exports and imports of goods as well as on overseas prices.
It is also postulated that factor income payments depend on the US-
based LIBOR (London Inter Bank Rate) interest rates as well as on out-
standing net external assets. An attempt is also made to combine the
monetary sector with balance of payments, by defining the demand for
money as a function of real GNP and rate of inflation.

The prototype model explained above is estimated for ten African
countries. As is explicitly acknowledged by the authors, the method
suffers from simultaneous equation bias, since each equation is esti-
mated using OLS. The author also notes theoretical and data limitations
in modelling Africa. The former relates to such factors as the absence
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of financial markets and failure of the neo-classical production func-
tion, which may arise from natural disturbances, and other related
causes. In relation to data quality, gaps in data, comparability across
countries, underestimation of the subsistence sector, as well as lack of
information as to the method of estimation of the acquired data, are all
mentioned. However, in spite of these shortcomings, the author claimed
that his model performed reasonably well. More generally, he stresses
the importance of policy modelling in Africa.9 Within this model, out-
put in certain sectors, such as manufacturing, is assumed to be demand-
determined. This assumption overlooks the stylized fact of import com-
pression. Moreover, the model ignores the role of Northern demand as
well as the commercial policies pursued by Northern nations, in affect-
ing Africa's export sector. By emphasizing relative prices as determi-
nants of imports, the model further undermines the importance of ca-
pacity to import, and hence capacity utilization, as well as creation.

Based on the above review, one might reasonably conclude that
most of the published macro models of African nations developed in
the past decade have been designed with the aim of studying the impact
of external factors on the economy. Although a rigid classification
would be difficult to justify, since overlapping objectives are common,
the models reviewed nevertheless may broadly be grouped into those
which:
(1) focus on the impact of foreign capital and foreign exchange earn-

ings on major macro variables (Lipumba et al. 1988, Oshikoya
1989,Daviesetal. 1994),

(2) stress the impact of oil revenue (Olafin & Iyaniwura 1983, Ben-
jamin et al. 1989, Benjamin 1990),

(3) focus on the impact of external shocks in general (Lipumba et al.
1988, van Frausum & Sahn 1993, Kayizzi-Mugerwa 1990), and

(4) focus on domestic macroeconomic conditions and policy (Boutros-
Ghali & Taylor 1980, Asmerom & Kocklaeuner 1985, Pleskovi
1989, Harton & McLaren 1989, Lemma 1993, Berhanu 1994, De-
caluwe & Nsengiyumva 1994, Davies et al. 1994).

Based on the above review, a number of lessons may be drawn from
these various efforts to depict African economies. Firstly, African mac-
ro models should focus more on the supply-constrained nature of the
economy. This may be done by concentrating more on the role of both
intermediate imports (in the short to medium term) and on capital for-
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mation (as representing a longer-run concern), as well as on their mech-
anism of financing. Secondly, sectoral adjustment (between traded and
non-traded sectors) could represent an important focus for future ef-
forts. And finally, the government fiscal posture and the monetary sec-
tor need to be linked and should be left open to the influence of exter-
nal sector effects. In addition to these general lessons, a number of
technical recommendations (for example on combining input-output
analysis with econometrics) may be drawn from these models. These
recommendations, taken alongside a number of theoretical issues which
we examine in the following section, will form the basis for the con-
struction of the prototype model for Africa detailed later in this book.

3J SOME BASIC ISSUES IN AFRICAN MACRO-
ECONOMICS

In this section a modest attempt is made to identify some salient fea-
tures of macroeconomic theory as it relates to Africa. Trap (1993) pro-
vides an excellent assessment of the consistency of the macro frame-
work advocated by the IMF and World Bank, as well as the theoretical
underpinnings of the 'Stabilization' and 'Structural Adjustment Pro-
grams' sponsored by these institutions. However, notwithstanding his
discussion on alternative macroeconomic theoretical frameworks, Trap
does not actually go so far as to propose an alternative model for Af-
rica.10

A further effort to understand how the African economy functions is
associated with the economists of the Centre for the Study of African
Economies (CSAE) at the University of Oxford. A number of studies
undertaken by the CSAE have been helpful in highlighting which are
likely to be the most productive channels through which policy might
be propagated. Methodologically, these studies adopt a basic neoclassi-
cal approach, dealing with structural factors on only an ad hoc basis.11

However, in common with the IMF and World Bank models, the Afri-
can economic crisis is more often characterized as essentially a policy
problem by CSAE economists. Thus, it is argued, those nations who
achieved the best growth rates were those who were boldest in liberal-
izing (see Collier & Gunning 1999 for an excellent summary of the
CSAE's thinking on this).12

Many of the models surveyed above, as well as those studies falling
under the auspices of the African Economic Research Consortium
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(AERC), have been undertaken individually, and hence, have not been
organized into any kind of coherent framework. Indeed, it could be ar-
gued that the time for some degree of abstraction from these various
models is long overdue. This would allow for the identification of sali-
ent features which might be included in an alternative economic model
for Africa. Hence, in the remainder of this section exactly such an exer-
cise will be undertaken. Issues highlighted in this discussion will then
be empirically examined in the subsequent two chapters. Based on this
analysis, a prototype economic model for Africa will be developed and
applied in Chapter 6.

3.3.1 Import Compression
The balance of payment crisis discussed in Chapter 1 has brought about
a policy response in most African countries. This response may be
termed 'import compression' (Ndulu 1986, 1991; Ratts0 1994). The
import compression model works as follows. The balance of payments
crisis had set a limit on the level of imports. This, in turn, led to direct
government control over the allocation of such imports. Given such
constrained import capacity, governments were forced to set priorities
between imports of intermediate goods and of investment goods. This
sets in place a trade-off between capacity utilization and capacity ex-
pansion (Rattso 1992b, Ndulu 1986, 1991). Understood in the context
of the gap models of Bacha (1984) and its extension in Taylor (1991),
the inclusion of intermediate imports as determinants of capacity utili-
zation has the effect of relaxing the fixed import coefficient assumed in
these models (RattS0 1994: 36).

Ratts0's (1994) model is interesting in that it explicitly emphasizes
the need to incorporate an import compression component into African
macro models. However, its weakness is that it relies on the movement
of real exchange rate and the assumed flexi price13 structure in this
protected, import-dependent sector. In fact, this pricing and market
structure would appear to contradict the stylized fact of mark-up pric-
ing in such sectors. Indeed, the fact that these sectors are protected by
states or by their shear size in many African countries would appear to
justify this assertion. Thus, incorporating this latter set of assumptions
into Ratts0's (1994) model will result in a different set of conclusions.

Ndulu (1991) has extended his original contribution - which was
based on Tanzania's experience (Ndulu 1986) - to a number of other
African countries. Thus, as Ndulu notes, the process of growth entails
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not only the trade-off between current consumption and capacity
growth, which was the focus of most labour surplus-based models, but
also between capacity growth and capacity utilization, in an import-
compressed situation (Ndulu 1991: 288). Ndulu argues that idleness of
capacity in industry has resulted from structural bottlenecks as well as a
mismatch between rate of expansion of capacity and the availability of
operational resources (Ndulu 1986: 14). This, combined with a 'cost-
plus' (i.e., mark-up) pricing system, implies that output growth in the
short run will depend on capacity utilization, which in turn will depend
on the composition of intermediate imports or, more generally, of total
imports (Ndulu 1986: 15-19).

Import compression occurs either when domestic goods are imper-
fect substitutes for imported ones, or as a consequence of low import
capacity of African countries. The latter will usually result from low
levels of export earnings and foreign savings, which in turn will de-
pend, inter alia, on external terms of trade, net foreign resource in-
flows, weather vagaries in economies dominated by rain-fed agricul-
ture, and discovery and exhaustion of mineral resources. Hence, the
possibility of exogeneity of growth in sub-Saharan Africa is likely to be
a real one14 (Ndulu 1991: 290). Ndulu further expands this framework
to include the public sector in his analysis, along a three-gap line of
thinking. Basing this analysis on empirical evidence of public sector
crowding-in in Africa, Ndulu underlines the existence of a trade-off
between growth, through public investment and inflation. The exact
form that this takes will depend on whether this deficit is financed
through borrowing or monetization (Ndulu 1991: 291-92).

The formalization of these ideas into a simple and elegant frame-
work allows Ndulu to arrive at the important conclusion that 'in econo-
mies with excess capacity, the increase in net exports will not crowd
out investment since domestic saving increases with the rise in capacity
utilization'. He also notes that depreciation in the real exchange rate,
together with a higher level of inflows and lower levels of debt servic-
ing will play an important positive role in relieving the import com-
pression problem. Similarly, such flows are also likely to ease the fiscal
constraint to growth, both by raising tax revenue through growth of
output and by reducing monetization (Ndulu 1991: 293-96).

Ndulu's analysis represents an important contribution to African
macroeconomics. However, there are certain features within this ana-
lysis which could be elaborated upon and improved. For instance, with-
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in this model, the public sector deficit requirement is essentially just an
accounting rule, or an 'identity'. However, if this is expanded to in-
clude behavioural rules, along the lines of the fiscal response literature,
then some of these conclusions will need to be modified. Likewise, it
could be argued that the impact of capital inflows on the trade and non-
trade sector (i.e., the 'Dutch disease' effect), common in many African
countries, should be explicitly modelled within such a macro frame-
work. This addition is, in particular, important to accommodate the
'import compression argument' in the more liberalized context of the
1990s, where exchange rate increasingly became an important (adjust-
ing) macro variable. The inclusion of these two related sets of concerns
can only represent a positive development in relation to the macro
modelling of African economies. Hence, the following section will
outline how such considerations might be incorporated within a macro
framework and this will be re-examined empirically in Chapter 5.

Arguably, a further shortcoming of Ndulu's framework is the mod-
elling of inflation and the monetary sector using the 'Quantity Theory'
of money. This implies that inflation is a purely monetary phenomenon.
This is likely to have arisen because of the neglect of the non-export
agricultural sector in Ndulu's formulation. Indeed, the linking of this
sector to the import-compressed sector, along Kaleckian lines, is likely
to have rendered a more fruitful analysis. This should be obvious in Af-
rican economies where more than 50 per cent of the weight in the con-
sumer price index (CPI) is constituted by the food category.

3.3.2 Macroeconomic Effects of External Finance
The modelling procedure pursued in the existing North-South models
by and large fails to take account of the macroeconomic impact of ex-
ternal finance on the South. Nevertheless, theories of the macroeco-
nomic impact of external finance, and especially of aid, which is partic-
ularly relevant in Africa, have grown in their own right. Such theories
include the 'two-gap model', the 'Dutch disease' and the 'recipient fis-
cal response'. These are areas that have been studied in their own right,
and hence have not been considered within a global framework or in a
wider African macroeconomic framework.

The two-gap model (Chenery & Strout 1966) basically links a sim-
ple Harrod-Dommar growth model with flows of external assistance.
The essential point of the model is that growth is constrained by skill
supply, organizational ability, supply of domestic savings and the sup-
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ply of imported commodities and services. The constraints to growth
are examined in three phases. In phase I, growth is limited by the abil-
ity to invest and the savings gap determines capital inflows. Phase I
ends when investment reaches the level adequate to sustain the target
growth rate. In phase II, growth is set by the target set, and capital in-
flow is required to fill the saving gap. The tapering off of the capital
inflow in this phase requires exports to grow faster than imports. How-
ever, this is found to be difficult for most LDCs and hence, a new set of
restrictions, which is binding in this event, is introduced in phase III.
Using this model the authors conclude that, although its impact varies
in different phases, foreign economic assistance is generally produc-
tive, either in supplementing domestic savings or in relieving foreign
exchange constraints.

The Chenery-Strout dual-gap approach has been criticized from a
host of different angles. Griffin (1970),15 Griffin and Enos (1970) and
Papanek (1972) argue that aid will displace, rather than supplement,
domestic savings. A further argument against the two-gap model is that
it adopts an extreme disequilibrium framework, and hence, neglects rel-
ative price effects. These effects are explicitly covered in the 'Dutch
disease' literature, which is becoming an important aspect of the dis-
cussion on the macroeconomic impact of aid. The argument is simple.
Revenue is obtained from a booming sector. If part of this is spent on
non-traded goods ('the spending effect'), this leads to a real apprecia-
tion, that is a rise in the relative price of non-tradables to tradables.
This, in turn, draws resources out of the booming sector into the non-
traded sector ('the resource movement effect') (Corden 1984, van
Wijnbergen 1984). The growth effect of such a resource shift is consid-
ered to be negative, since traded sectors are characterized by 'learning
by doing', dynamic externalities which have a higher and positive ef-
fect on growth (van Wijnbergen 1984, 1986a, 1986b; Edwards & van
Wijnbergen 1986). The similarity between this and aid underscores the
importance of the 'Dutch disease' approach in explaining the macro-
economic impact of external finance. Hence, in Chapter 5,1 will return
to examine this issue and its relevance in the African context. The em-
pirical findings of Chapter 5 will then be employed in the North-South
model developed in Chapter 6.

A further aspect of the macroeconomic impact of external finance
which could usefully be considered within African macroeconomics is
'the recipients fiscal response' to foreign inflows. Critics of the two-
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gap model (Griffin 1970, Papanek 1972) have highlighted how foreign
capital inflows may reduce government efforts to raise revenue, espe-
cially through taxation. This concern has been formalized by Heller
(1975), in a model that assumes public sector decision-makers maxi-
mize a utility function. By maximizing this function, subject to the con-
straint that government expenditure should be equal to its revenue, he
solves the model for a set of first order conditions that yield structural
equations. The latter is estimated using data from a number of African
countries. Mosley et al. (1987) have further extended this analysis by
including aid's impact on growth of output as well as minor changes in
the presentation of the public sector variables' specification. Chapter 5
will present an extensive treatment of the theoretical underpinnings of
this literature, and will also attempt to set out an alternative means of
thinking and estimation in relation to this. The results of this analysis
will be incorporated into the model developed in Chapter 6.

To sum up, the macroeconomic impacts of external finance, and es-
pecially of the 'Dutch disease' and 'fiscal response', represents an im-
portant area of development within the literature. However, this has
been a neglected aspect of North-South macroeconomic modelling, and
also, to a certain extent, of macro modelling of Africa. Therefore, fol-
lowing an empirical examination of this issue in Chapter 5, I will ex-
plicitly incorporate this important literature within the specification of
the North-South model developed in Chapter 6.

33.3 The Accounting Framework: An Overview
In this section I will not dwell upon the details of the relevant account-
ing framework for macroeconomic analysis in Africa. Harvey (1985),
Trap (1993) and Lensink (1996) provide a good discussion of such ac-
counting framework in African context. Rather, I will outline the pro-
cedure by which a consistent macro database might be built for 21 Af-
rican countries selected for the purpose of this study, from three geo-
graphical regions: North Africa, West and Central Africa, and East and
Southern Africa. This database, comprising panel data for the period
1970-90,16 will form the basis for all the empirical analysis undertaken
in this book. Sample selection is guided largely by the availability of
data, as well as by the economic and demographic characteristics of
African countries. Thus, one of the features of the global model devel-
oped in Chapter 6 is the use of econometrically estimated parameters in
almost all sub-blocs of the model.17 However, a major problem in con-
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structing a macro database for each of the sample countries has been
lack of consistency between the international data reporting systems of
different institutions. In order to overcome this problem, I have used a
data reconciliation procedure, which facilitates consistency in data re-
ported by different international institutions. This procedure builds on
earlier work discussed in Alemayehu et al. (1992) and FitzGerald
(1993), and is formalized into a formal accounting framework, outlined
below.

The accounting framework
Since the emergence of Keynes' macroeconomics in 1930s,18 the
Keynesian version of national income accounting has become the de
facto accounting framework for macroeconomics. Thus, much of the
data used in macroeconomic analysis today is theory- (and more specif-
ically Keynesian theory-) laden. However, this is not a static phenom-
enon, with change and progress in theories having repercussions on
data. Hence, the accounting framework relevant to open-economy mac-
roeconomics has undergone a constant process of improvement, al-
though its essential features remain unchanged. In the following discus-
sion, I will outline the framework that has been adopted in constructing
the sample database of this study, and detail the improvements made to
this. Chapter 7 will outline how this effort might be extended, with the
aim of improving the accounting framework of open-economy macro-
economics within a global context. The latter will define the accounting
framework, which will be used in solving the model.

The cornerstone of an open-economy macroeconomics accounting
framework is the identity that links the internal balance with the exter-
nal balance. Thus, in relation to the United Nations System of National
Accounts, this is the link between national accounts and the balance of
payment. However, one problem which one might encounter in using
such an accounting framework is the lack of institutionally disaggre-
gated detailed data which could, to some degree, be resolved by resort-
ing to various multinational data sources (see Alemayehu et al. 1992
for details on this).

A major macro problem in the case of Africa - and developing
countries in general, for that matter - is how to finance this investment.
This may be addressed by way of the accumulation balance, which may
be defined as,
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I=S + F [1]

where: / is gross domestic investment, S national savings and F net
capital inflows. The latter is defined as the net change in assets and lia-
bility position of the country, and is equal to the deficit of the current
account of the balance of payments (i.e., the external balance), which is
given as,

F = M-X+N [2]

where: M and X are imports and exports of goods and non-factor serv-
ices, respectively, and N is net factor payment and current transfer to
abroad. Combining these, disaggregated into public (g) and private (p)
sectors and rearranging [1] and [2] yields,

(Ig-Sg) + (Ip-Sp) = M-X+N=Fg + Fp [3]

This yields the basic identity which links the domestic investment
and savings gap with the current account deficit or surplus, and hence
the resulting capital inflow or outflow. Further disaggregation of each
of the variables in [3] may then be carried out by consolidating the var-
ious multinational sources of data. For instance N and capital inflows
may be disaggregated using the balance of payment (BOP) statistics
and public savings and investment may be derived using government
financial statistics (Alemayehu et al. 1992: 7-14).

In the reconciliation of data from different sources, the major ad-
justment lies in dealing with the discrepancy between the national ac-
counts estimate for the net factor payment and current transfers from
abroad (Sn - SJ), and that derived from the BOP statistics. Depending
on what assumption one makes about the accuracy of national accounts
data vis-a-vis the balance of payments, there are two options in dealing
with this discrepancy. If one assumes that the N computed from na-
tional accounts is accurate, then this value can be imposed on the BOP
statistics. The discrepancy on the BOP may then be accounted for in
any variable deemed residual or assumed to be less accurately record-
ed. A database based on such an adjustment mechanism is reported in
Alemayehu et al. (1992).

The second alternative is to assume that the net factor payment and
current transfer computed from balance of payment is correct. In such a
situation, the net factor payment and current transfer obtained from the
balance of payments may be imposed upon domestic savings, in order
to arrive at national savings. Assuming further that savings in the pub-
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lie sector are relatively accurately recorded, then private sector savings
may be chosen to account for the discrepancy between the net factor
payment and current transfer, as computed from national accounts and
that of the balance of payment.19 The choice between the two alterna-
tives should depend on the nature of the analysis to be undertaken, as
well as the relative faith one places in these two sources.

In relation to this study, the most relevant data is that relating to
balance of payments. This is a logical consequence of the fact that the
focus of this study is on international finance and trade. As a conse-
quence, the adjustment is undertaken by imposing the net factor pay-
ment and current transfer obtained from the BOP (which is assumed to
be correct) onto the national account data. Private saving is then taken
to be the adjusting variable. This choice is based on two assumptions.
Firstly, although, in principle, domestic saving may be set as an ad-
justing variable, in fact, it is more logical to choose national savings for
this purpose, since the problem arises from net factor payment and cur-
rent transfer, which is related more to national than to domestic sav-
ings. Secondly, among the components of the national savings, it is
highly probable that public saving in Africa could be recorded more ac-
curately than private ones. This is a consequence of the public sector's
relative efficiency in data recording.

A further important dimension of the database is the disaggregation
of trade and financial data. Firstly, a disaggregated stock of financial
data is set out. That is, the stock data is disaggregated according to
whether creditors are bilateral, multilateral, concessional, non-conces-
sional or private (i.e., banks, portfolio and other commercial suppliers).
Hence, instead of using direct flows reported in IMF balance of pay-
ments statistics, the flow counterpart is derived from the change in
stocks. This allows consistency between the stock and the flow data. In
relation to trade data, the total exports are disaggregated by the SITC
classification chosen for the purpose of the study. Since this classifica-
tion tallies with the one used by UNCTAD in its Annual Commodity
Yearbook, this allows one not only to arrive at aggregated historic data
by SITIC, but also to assign UNCTAD-based relevant prices for each
SITIC classification. Consistency of total exports, between that re-
ported in the national accounts and the disaggregated UNCTAD data, is
maintained by introducing a category of 'other exports' as an adjusting
variable. A similar approach may also be employed for imports.
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3.4 CONCLUSION

Based on the above discussion, one might reasonably conclude that ef-
forts to develop macroeconomic models for Africa have remained rela-
tively unsophisticated. However, there have been a number of promis-
ing developments in depicting the actual macro dynamics of these
countries. Further, based on the models examined in this chapter, it
would appear that modellers have generally emphasized the supply-
constrained nature of African economies as well as the vulnerability of
these economies to external shocks, both positive and negative.

Indeed, this has taken a particular form in relation to the analysis of
import compression and the resulting trade-off between capacity
growth and utilization on the one hand, and inflation and growth on the
other. However, this focus is at the expense of other related concerns,
such as the macroeconomic impacts of external finance and, more spe-
cifically, the fiscal response and 'Dutch disease' effects. Moreover, it
could be argued that the integration of this approach within a monetar-
ist model for inflation would limit its realism. Hence, these and a num-
ber of other shortcomings of these approaches will be further examined
in Chapter 5, and the findings of this analysis will be used to inform the
prototype African model developed later in this book. However, before
moving on to examine the impact of external finance, we begin by em-
pirically examining some of its determinants.



Determinants of Foreign
Exchange Supply

4.1 INTRODUCTION

In previous chapters we examined the trade and external finance prob-
lems of Africa from a historical and theoretical perspective. In this, and
the subsequent chapter, I will attempt to investigate this issue empiri-
cally. The econometric results obtained in these two chapters will then
be used in the construction of a North-South model, which will be de-
tailed in Chapter 6. The empirical analysis which follows will be split
between two chapters. In this chapter, some determinants of foreign ex-
change supply to African economies will be examined. In Chapter 5, a
number of macroeconomic impacts of such flows will be noted.

The analysis contained in this chapter will be organized as follows.
Section 4.2 will report some econometric results obtained using the
'eclectic' approach to FDI. This analysis will attempt to build upon the
'economic, strategic and political self-interest and developmental con-
siderations' arguments for official flows, discussed in Chapter 2.1 In
section 4.3 the determinants of export supply will be examined, since
exports represent the other main source of foreign exchange for Africa.
(Again, this analysis will build upon the theoretical discussion present-
ed in Chapter 2.) Section 4.4 will aim to further complement this analy-
sis by placing the supply of commodities from Africa within a global
commodity-market framework. Finally, section 4.5 will bring the chap-
ter to a close, by attempting to draw out some conclusions, based on the
preceding discussion.

110
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4.2 DETERMINANTS OF FINANCIAL FLOWS TO
AFRICA: ECONOMETRIC RESULTS

4.2.1 Determinants of Allocation of FDI to Africa
The level of FDI flows to African countries is extremely low. The ex-
isting flows are also concentrated within a small number of export en-
claves, such as the mining sector. Although FDI does not represent an
important financial flow to Africa, there has nevertheless been a ten-
dency for such flows to increase in recent years (Kasekende et al. 1995,
Fernandez-Arias & Montiel 1996). Indeed, by examining the pattern
that this has taken in the recent past, we may be able to make useful
inferences about the future of these flows. Thus, a simple model of FDI
determination, based on the major features of the 'eclectic' approach,
will now be formally estimated. This estimation is undertaken for the
same three African regions, described in previous chapters, yielding the
following final form for the estimated model:

FDIA =
MingA

where: the subscript ot refers to Other South (World Bank definition of
South Asia and Latin America) and A indicates the African region in
question (East & Southern Africa [ESA], North Africa [NA] or West &
Central Africa [WCA]).

The first argument (GDP ratio) is included, with the aim of showing
the relative size of the market. The higher this ratio, the lower the rela-
tive size of African markets and hence, the lower the level of FDI flows
to these markets. The second argument (Ming) gives the ratio of the
value added of the mining sector. The lagged level of FDI aims to show
the historical pattern of FDI flows (taking account, for example, of co-
lonial influences). This is inferred from the error correction part in the
Error Correction Model (ECM). Before arriving at this parsimonial
form, I have experimented with similar ratios for imports, as represent-
ing an alternative indicator of market size, but have not found this to be
statistically significant.

The ratios used as regressors are computed from their respective in-
dex (1990=100). The data is obtained from World Tables (1994, elec-
tronic) as well as the Inter-American Development Bank's 'Economic
and Social Progress in Latin America (ESPLA)' (various years). All of
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the variables in each of the equations are found to be an 7(1) series us-
ing the ADF test at a 5 per cent significance level. A co-integration test
is conducted for the ESA and WCA regions. The null hypothesis of no
co-integration is rejected. Denoting the log of FDI by /, the log of the
GDP ratio by Y, the log of the mining ratio by M, and the dummy by
DumsAP, the result of the Error Correction Model (ECM) for the ESA
and WCA regions, and the OLS for the NA region is given below.2

East and Southern Africa (ESA)

A/ = 0.13DumSAP -5.5AY- 1.24AM-

(1.9)+ (-2.6)* (-0.9)
[4.1-ESA]

0.99(7,.! + l.65Yt_2 + 1.51M,_2)

(-4)* (-1.95)+ (-1.29)

R2-adj = 0.45 Jarque-Bera 4.5+

Reset 1.76(0.21) LM 1.3(0.26)
BG=2.4(0.12) Sample 1970-92

Notes:
Values in bracket are ^-values, while for diagnostic test P-values are given
(see Appendix 4.1).
* implies 1%. + 5% and A10% level of significance.
LM is a hetroscedasticity test while BG is the Breuch-Godfery test for se-
rial correlation.
The 5% (2 degrees of freedom) value for Jarque-Bera is 5.99.

North Africa (NA)

/ = -0.656^_, -1.15Af,_,+0.711/,_, [4.2-NA]

(-1.5) (-1.8)A (2.8)*

R2-adj = 0.61 Jarque-Bera 2.4+

Reset 0.01(0.92) LM 0.14(0.71)
BG = 0.09(0.77) Sample 1970-92 (of which only

11 observations are used)
Other notes as given in equation [4.1-ESA].
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West and Central Africa (WCA)

A/ = 1.08AF- 0.078 A M -

(0.98) (-0.08)
[4.3-WCA]

0.816(7^! +0237Yt_2 +0.107 Mt_2)

(-3.2)* (-1.9)+ (-0.29)

R2-adj = 0.31 Jarque-Bera 4.7+

Reset 0.01(0.92) LM 0.30 (0.60)
BG = 4(0.07) Sample 1970-92
Other notes as given in equation [4.1-ESA].

However, these results throw up a number of problems, the major
one relating to the absence of a sufficiently long time series, which se-
verely limits the ECM model adopted. Nevertheless, the results remain
better than might be arrived at through a simple OLS-based estimation.
This is particularly the case since such OLS estimations might, in fact,
be spurious, as can be inferred from the non-stationarity observed here.

For equations relating to the ESA region, we have experimented
with a number of different estimations. Of these, the result given above
is found to be relatively the best. Based on this equation, the GDP ratio
for the ESA region failed to show a long-run relationship, using a stan-
dard co-integration analysis. However, if the GDP per capita figure is
used instead, then such a relationship may be identified. A further im-
portant implication arising from this analysis of the ESA region is that
adjustment towards equilibrium levels of FDI flow is instantaneous (99
per cent). This might be explained by the extreme enclave nature of
FDI within this region, investment in mining representing a case in
point. Finally, it is worth noting that only within this region is the struc-
tural adjustment dummy found to be important.

The estimation for the NA region is the most difficult and the least
reliable. Firstly, the sample is very small, which limits the scope for use
of a co-integration analysis. However, it is essential to undertake such
an analysis, since the series are 1(1). Therefore, the estimation is based
on a simple OLS, which may suffer from spurious regression unless the
assumed, untested co-integration is true. This basically hinges upon an
assumption that a long-term relationship would be identified if it were
possible to run a co-integration test. In contrast to the other two regions
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- where net FDI is found to be equivalent to FDI within the home
country, coming in the form of credit - levels of FDI within the NA
region are, in fact, found to be negative. This is entirely plausible, since
the region is an oil exporter and consequently is in possession of re-
sources which may be invested elsewhere. Hence, FDI within the home
country (or credit) is used as a dependent variable. In contrast, the es-
timation for the WCA region is comparatively more sound. Neverthe-
less, the length of available time series remains short and so, at best,
should be taken as representing only a medium-term approximation.
The structural adjustment dummy is not found to be statistically sig-
nificant, and hence is dropped from the estimation for this region.

In all cases, possible multicolinearity due to the correlation between
mineral value added and GDP ratios are checked. It is found that, ex-
cept within the NA region, the degree of multicolinearity is reasonably
low, the simple correlation coefficient between the two being 0.34, 0.77
and 0.32 for ESA, NA and WCA, respectively. In general, the results
summarized in this section suggest that relative market size, mining
activity and the historical pattern of FDI together determine the flow of
FDI to Africa, as well as its allocation among Southern nations. Al-
though this is not a robust result, since such flows to Africa are ex-
tremely small, the limitations of the above equations may nevertheless
be tolerated. In the following section, equations will be estimated for
official aid, since this represents the most important type of capital flow
to Africa.

4.2.2 Determinants of Allocation of Official Capital
Flows to Africa

This section details some econometric results relating to the determi-
nants of the allocation of official capital flows3 to Africa. Data relating
to such flows are generated by examining the change in the stock of
such debt. This derivation has the advantage of making stocks and
flows consistent. On the other hand, debt restructuring may entail over-
statement of such flows by the amount of what are termed 'inferred
flows'. These inferred flows - which are to be distinguished from cash
flows - may result, say, from principal arrears. However, up to the mid-
1980s, rescheduling of principal was negligible in most African coun-
tries.4 To a degree, this overstatement may also be offset by debt for-
giveness. The remaining data is obtained from the World Bank's World
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Tables and World Debt Tables (1994, electronic) as well as from the
Inter-American Development Bank's ESPLA dataset (various years).

A simple model of the determinants of allocation of official capital
flows between Africa and the rest of the South (defined here, in keep-
ing with the World Bank definition, as South Asia and Latin America)
is given below. The specification is based on the theoretical discussion
presented in Chapter 2. Thus, official flows to Africa are assumed to be
determined by economic, political and strategic self-interest arguments,
as well as by developmental and humanitarian considerations. Unlike
other studies, these arguments are explicitly defined, in order to indi-
cate Africa's position relative to other South regions. The estimation is
then undertaken for the three regions in Africa, yielding the following
final general form of the estimated model:

where: Fbm is bilateral and multilateral flows to Africa; M is import;
/Tper capita income; FDI is foreign direct investment; DSR is the debt
service ratio and DumsAP is the structural adjustment dummy active
since 1985. The subscripts ot and A are as defined before.

The import ratio (denoted below as M) and the FDI ratio (denoted
below as I) are assumed to support the economic self-interest argument.
The assumption behind the former argument is that most imports come
from the North. Thus, aid inflows from the North are geared towards
strengthening the export sector of the supplying countries. The FDI
ratio is also used, based on the same line of thinking. The relative share
of the mining sector in GDP of Africa (MINA) vis-a-vis other regions in
the South (MINOT) is also used. This choice is made based on the as-
sumption that most mining sectors in South are dominated by Northern
companies, which are likely to shape the flow of resources from the
'mother' country. A related economic self-interest argument is the debt
service ratio (denoted below as D), which may also indicate repayment
capacity of borrowers. The dummy (DumsAp) shows the structural ad-
justment-related flows, which may also be interpreted as the politi-
cal/strategic self-interest argument. This takes the value 1 if SAP poli-
cies are being applied in the country in question and zero if they are
not. The developmental/humanitarian argument (denoted below as PY)
is assumed to reflect the ratio of per-capita income in other regions in
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the South relative to that of Africa.5 The Fbm is denoted by F. All pa-
rameters, except /?o> Pi and /?4, are expected to be negative, since a
higher ratio is the result of a higher relative value of the numerator. The
latter is hypothesized to imply lower levels of flows to Africa.

As noted in Chapter 2, a further important feature of official capital
flows to Africa relates to the fact that the budgetary considerations in
the North will have an influence on such flows. Indeed, because proper
evaluation of aid's impact from the donor's perspective is difficult, at
least in the short run, the underlying determinants of budgetary alloca-
tion for the previous period may well influence the current budgetary
process, with due consideration given to making corrections for previ-
ous mistakes. This is captured by the ECM model, which also tackles
the non-stationarity problem of the series adopted.

In common with the FDI equations, the estimation which follows
should, at best, be taken as a medium-term indicator, since the relevant
time series (1970-92) is too short to undertake a fully fledged co-integ-
ration analysis. Nevertheless, this estimation is comparatively better
than existing empirical studies, which are based either on a time-series
estimation, without a formal test for non-stationarity (see the survey by
McGillivray & White 1993), or on a cross-sectional analysis only (see
Anyadike-Danes & Anyadike-Danes 1992). I have identified that most
series are /(I). This should cast doubt on simple OLS time-series stud-
ies. Through an examination of a simple correlation coefficient, the
degree of multicolinearity is also found to be low for all estimations.
Thus, following an exhaustive search process, the best estimated equa-
tions for the three regions which are the focus of this study are given
below. These equations have also been tested for co-integration and a
null hypothesis of no co-integration is rejected for all.

East and Southern Africa (ESA)

AF = 0.612AM,., - 0 . 1 3 6 ^ -
(0.36) (-0.67) [44_ESA]

Ft_x + 2.138M,_2 +0.512/,_2 -1.972)
(-3.6)* (-2.5)* (-1.72)A (2.5)*
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R2-adj = 0.32 Jarque-Bera 0.3*
Reset 0.01(0.93) LM 0.26(0.62)
BG = 1.2(0.30) Sample 1970-92
Notes as defined under equation [4.1-ESA].

In the estimation for equation [4.4-ESA] I have experimented with
the ratio of value added from the mining sector as well as a structural
adjustment dummy. However, neither of these was found to be statistic-
ally significant, and so were excluded. The debt service ratio is also
found to be highly correlated with the import ratio, having a simple
correlation coefficient of -0.70. Hence, its inclusion would result in
multicolinearity. However, this ratio has been omitted since an alterna-
tive equation to [4.4-ESA], using the debt service rather than the import
ratio, performed comparatively less well, having a lower level of sig-
nificance. Two other estimations, which separately use bilateral and
multilateral flows as dependent variables, were also attempted. Signs
remained unchanged from the aggregate form. However, the potency of
the parameters decreased when we used bilateral flows and increased
with multilateral flows. The estimation of [4.4-ESA], based on aggre-
gate flows, yields an average value and hence, this estimation has been
chosen.

In common with the FDI equation, the interpretation of this equa-
tion is relatively straightforward (see Appendix 4.1). Thus, if we take
the first ECM, the 'long-run' co-integration relationship is given by,

Ft= 1.972-2.138MM-0.512/,_i

89 per cent of any deviation from this long-run equilibrium in the pre-
vious period is made up for in the current period. The short-run coeffi-
cients are not found to be statistically significant. However, in the long
run, the relative (to other South) level of imports and FDI flows within
the ESA region determine the official flows to that region. Of these, the
import ratio has relatively the more important influence. Moreover,
within this region, humanitarian and structural adjustment related ar-
guments are not found to be statistically significant. The statistical sig-
nificance of the adjustment coefficient may, in all cases, be taken as
showing the importance of the past budgetary practice of donors in in-
fluencing current allocations.
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North Africa (NA)

F = 1.05- 2.05Af,_, -0.133Z>,_, [4.5-NA]
(6.0)* (-5.9)* (-0.38)

R2-adj = 0.64 Jarque-Bera 1.1
*Reset 0.86(0.37) LM 0.14(0.71)
BG = 1.3(0.27) Sample 1971-92
Notes as defined under equation [4.1-ESA].

The individual series within the NA region are found to be station-
ary. Hence, a simple OLS estimation is made. Per capita income and
debt service ratios are found to be statistically insignificant. Indeed, a
further estimation, using bilateral and multilateral flows, separately,
yields a nearly identical result.

West and Central Africa (WCA)

AF = 2.02DumSAP - L564AM,_, + 3.135API;., -

(1.84)A (-1.11) (1.16)
[4.6-WCA]

0.86(F,_, + 2.657 M,_2 +1.319^_2 -2.591)

(1.9)A (-2.1)+ (1.01) (-1.01)

R2-adj = 0.17 Jarque-Bera 3.2A

Reset 3.91(0.07) LM 0.00(0.97)
BG = 4(0.07) Sample 1972-92
Notes as defined under equation [4.1-ESA].

Within the WCA region the individual series are /(I). The estima-
tion [4.6-WCA] is undertaken once the null hypothesis of no co-integ-
ration has been rejected. The variables /, YP and D are found not to be
statistically significant. Neither is the per-capita ratio found to be sig-
nificant. Hence this ratio could be excluded from the estimation. How-
ever, since its /-value is closer to one, it is nevertheless included within
the estimation. Neither does the separate use of bilateral and multilat-
eral flows significantly change the result. In fact, the inclusion of these
flows actually improves the RESET value, based on a specification test,
to an acceptable level of around 30 per cent, although some serial cor-
relation problems are exhibited. In general, equation [4.6-WCA], which
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summarizes aggregate official flows, is found to be preferable when all
properties are taken into account.

To sum up, this section has reported on some econometric results
relating to the determinants of the allocation of both FDI and official
flows to Africa. Although the results of this analysis are not robust, be-
cause of the relatively short available time series, nevertheless they do
provide a useful second-best indicator of the determinants of the allo-
cation of flows. In any case, the use of this estimation, no matter how
flawed, is preferable to using spurious results arising from existing
studies. Besides, a regionally-based estimation for Africa is not availa-
ble. In relation to the actual results of these estimations, these may be
summed up as follows. Firstly, there exists a long-run equilibrium rela-
tionship between Africa's relative economic performance and flows of
capital to that continent. Secondly, humanitarian and developmental
considerations are found to be largely negligible in influencing such
flows. This result would tend to lend support to the apparently obvious
notion that capital flows are associated with the level of development,
and particularly involvement in trade. Indeed, this remains true even
when these flows chiefly comprise aid.

4.3 DETERMINANTS OF AFRICAN EXPORT SUPPLY

4.3.1 Introduction
Much of the analysis relating to the export problems faced by produc-
ers of primary commodities in developing countries would lead one to
conclude that the problems faced by these producers are mainly price-
related in nature. More specifically, overvaluation of the exchange rate
and marketing board intervention are found to represent particular
problems for these producers. Although the literature on commodity
export supply functions begins by formulating structural equations
which accommodate other factors, the reduced form of these equations,
which is used for estimation purposes, is characterized only by explan-
atory variables for current or lagged (relative) prices. In this section, an
attempt is made to underline the existence of other equally, or even
more important, factors, which will influence the export of primary
commodities. These factors will then be considered explicitly within
the estimation. This is undertaken for two fundamental reasons. Firstly,
exclusion of variables can only be interpreted as an omission, and
hence, represents poor econometric practice. Secondly, such omission
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has the effect of depriving countries of policy handles other than price.
Thus, the analysis which follows will first set about exploring price-
focused estimations. Subsequent estimations will then be specified by
adding other relevant explanatory variables, which are rare in the lit-
erature.

Thus, the discussion will be organized as follows. Section 4.3.2 will
attempt to build upon the theoretical discussion presented in Chapter 2,
by reviewing some literature relating to the supply of commodities.
This discussion will be useful in developing the modelling approach set
out later in this study. In section 4.3.3 a number of salient points relat-
ing to the nature of the data used in this study will be highlighted. Sec-
tion 4.3.4 details the estimation of the aggregate export supply func-
tions. Finally, in section 4.3.5 a number of conclusions, arising out of
the preceding discussion, will be outlined.

4.3,2 The Literature
A number of studies have attempted to answer the question of what de-
termines the supply of primary commodity exports. Broadly, a range of
such factors has been identified. These include cost and accessibility of
consumer goods, farm subsidies and taxes, research and extension, the
existence and quality of road infrastructure as well as the availability of
services such as marketing and credit (Binswanger 1992). Naturally,
these various factors will not operate in isolation. Thus, the quality of
road infrastructure is likely to affect the availability of services, while
the availability of such services as credit6 may constrain the effective
demand for fertilizer. Agro-climatic conditions and considerations of
human capital, such as rural population density and literacy rates, are
also likely to represent important factors having an influence on the
export supply of primary commodities. Further, these studies show that
the short-run supply elasticities for primary commodities are generally
low, simply because the basic factors of production (land, labour and
capital) remain fixed in the short run. The latter constitute 70-85 per
cent of the cost of agricultural production (Binswanger 1992: 151). At-
tempts to specify supply functions represent a logical outcome arising
from this broad idea of supply-determining factors. However, most
writers end up specifying supply equations in terms of relative prices.
In general, these studies may be categorized under two themes. Firstly,
price-focused models, which use prices of different complexity as ex-
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planatory factors, and secondly, mixed (heterodox) factor-based mod-
els.

Price-focused models

Price-focused supply models began from the simple 'cobweb theorem'
of Ezekiel (1938), which states that output is determined by the level of
price in the previous period. Over time, this basic theorem has been de-
veloped upon. Thus, Nerlove (1958) modifies the assumption relating
to previous period prices. He maintains that producers are influenced
by their perception of 'normal' price, which could be captured by the
adaptive expectation scheme developed by Cagan (1956). In terms of
the classification set out in Chapter 2, these fall under the category of
econometric market models. However, this original formulation of a
supply and price relationship has undergone numerous changes. Thus, a
number of studies emphasize the distinction between the long-run (po-
tential supply) and the short-run (a proportion of potential supply) re-
sponses (Wickens & Greenfield 1973, Chu & Morrison 1986). For in-
stance, as outlined in Chapter 2, Chu and Morrison (1986) define the
structural equations of supply as the sum of utilization of potential out-
put (i.e., the utilization rate approach) and potential output (i.e., the
potential supply approach). However, in the final form of this model,
supply is specified (in reduced form) as a function of current and
lagged prices, exchange rate and a supply shock indicator. Indeed, a
similar approach is used in the earlier work of Wickens and Greenfield
(1973). Such a classification is typically used for perennial crops and
mineral extraction.

Other studies have focused on the optimization strategy of agents
under a range of different assumptions. These strategies may be classi-
fied, according to whether they are based on: (1) maximization of aver-
age return per unit of cost (Gray 1914); (2) optimizing the amount of
total deposit to be exploited, given first decreasing and then increasing
cost structure over the expected life of the mine (Carlisle 1954: 3),
maximizing the present value of discounted future net profit (Hotelling
1931); (4) optimizing expected profit under free competition, at both a
firm and industry level (Herfindahl 1955); and finally, (5) relating
higher short-term rate of extraction under uncertainty with a higher
interest rate (Parish 1938). In terms of the theoretical classification set
out in Chapter 2, these models fall broadly under the category of
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econometric optimization models. Again, this type of model is widely
used in explaining mineral extraction.

Following Shu (1975) and Askari and Cummings (1976), supply re-
sponse functions may be categorized according to whether they relate
to annual crops, marketed surplus or perennial crops. For annual crops,
six different models may be fitted: (1) a simple Koyck distribution lag
or Nerlovian expectation model, (2) a complex Nerlovian expectation
model, (3) a Koyck second-order lag model, (4) a Nerlovian adjustment
model, (5) an expectations-adjustment model, and (6) the simple model
(Shu 1975: 27). The Koyck model uses lagged prices (with a geometric
lag assumption between these prices) as the only explanatory variable.
In Nerlove this is replaced by expected prices. The complex form of the
Nerlove model adds to this other expected values, such as expected
yield. Koyck's second-order lag function uses a lagged dependent as a
regressor, under the assumption of slow response due to institutional
factors. Similarly, the Nerlovian adjustment model employs a lagged
dependent variable by assuming that farmers adjust by learning from
their past expectation mistakes. On the other hand, the simple model,
which includes neither adjustment nor expectation variables, usually
includes lagged price, lagged yield and trend variables to capture
'other' factors. Estimation is invariably undertaken using simple OLS.
Indeed, the theoretical aspect of these models is ahead of the relevant
estimation techniques, which accommodates their basic idea of adjust-
ment to past disequilibrum (the relevance of the error correction model
in this context is discussed below).

The first attempt to model supply response in perennial crops is
Bateman's (1965) model of cocoa supply in Ghana. The model uses ex-
pected producer prices for cocoa and a competing crop, such as coffee.
These prices are used since it is believed that they show expected profit
as regressors. Other non-price factors are ignored completely. Within
this model, the dependent variable is the additional acreage under the
planted crop for each year in question (Shu 1975: 55-69, Askari &
Cummings 1976: Ch. 7). Other models, such as those developed by
Beherman, French7 and Matthew (detailed in Shu 1975 and Askari &
Cummings 1976), are fundamentally no different in terms of the ex-
planatory variables used. A similar approach to Bateman's is to use the
stock of trees rather than acreage under planted crops as the dependent
variable. Differentiating such a specification yields equations similar to
that of Bateman except for the fact that the explanatory variable, lagged
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planted trees, is replaced by lagged stock of planted trees.8 The latter
models, although fundamentally price-based, show a trend towards the
inclusion of other factors in specifying the supply function. However,
in general, price-focused models use functional forms, which either ex-
plicitly exclude non-price factors, or structural equations which include
other non-price factors but which ultimately can be explained by price.
The end result in both cases is a price-based estimation.

Mixed (heterodox) factor-based models

The Ady (1968) model, which was developed for perennial crops in
Ghana, Nigeria and Uganda, represents an improvement on Bateman's
model in that, in addition to price, it includes the existing acreage (i.e.,
the stock) of crop for the previous period. Another strand of supply
function modelling which focuses on heterodox factors is what is
known as the 'liquidity model'. This model includes farmers' incomes
as an additional explanatory variable indicating his or her capacity to
invest. However, in all other respects, this model is similar to Bate-
man's. Its basic feature is an attempt to relate investment to the differ-
ence between desired and actual level of capital. Wickens & Greenfield
(1973), Palaskas (1986) and Chu & Morrison (1986) summarize such
models by characterizing them as essentially being based on capital and
investment behavior theory, as presented in the Nerlovian adjustment
model.9 Alternative forms of this theory arise in specifying the various
factors, which determine the desired level of capital stock. These fac-
tors include capacity utilization (in capacity utilization theory), net out-
put or returns to capital (based on a neo-classical approach), internal
cash flow (in liquidity theory) and, finally, an expected profit-based
approach. A different degree of emphasis is placed on each of these
factors by different authors (Palaskas 1986: 16-18, Chu & Morrison
1986: 142-43, Wickens & Greenfield 1973). In some studies, supply is
also considered as a function of expected price, expected opportunity
cost, production costs, stock of output (trees, and specifically peren-
nial), potential output of the industry and tax considerations (Kalait-
zandonakes et al. 1992). In terms of our classification, set out in Chap-
ter 2, such models represent a hybrid of process and market models. Fi-
nally, a further important explanatory variable, reported in the litera-
ture, is domestic demand (Pal 1992).

As discussed in Chapter 2, based on the original works of Goldstein
and Khan (1978), Bond (1987) uses exchange rate, current and lagged
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price, an index of productivity, a vaguely defined supply shock factor
and a time trend to estimate her model. These are far fewer than the
supply factors mentioned in the text of her discussion, indicating either
the difficulty of quantification or other data problems. In Ramanujam
and Vines (1990), supply is specified as a function of current price, a
lagged series of past prices, taking account of the cost of adjusting out-
put, and exogenous factors to capture 'others'.10 This general form is
estimated for different commodity groups. Hwa (1985) emphasizes the
understanding of the effect of supply and demand through stock de-
mand and supply conditions. Palaskas and Gilbert (1990) have re-
viewed Haw's model and argue that storage disequilibrium is an im-
plausible basis for a price adjustment theory. Firstly, as they note,
correct specification/ estimation of Haw's model shows that the model
performs poorly. Secondly, the model essentially relates price changes
to the disturbance term within the stock demand equation, which, for
them, represents the least important source of price variation (Palaskas
& Gilbert 1990: 1424). However, Palaskas and Gilbert's review may be
criticized in that it focuses almost exclusively on Haw's reduced form
equation, while neglecting his main structural equations, in which sup-
ply and demand are allowed to vary.

Later developments in commodity supply modelling do not differ
markedly from the principles set out in the above discussion. Thus, the
emphasis remains on relative prices, expectations and types of equilib-
rium across different commodity groups.11 In other words, it is hard to
find well-elaborated supply functions. Indeed, a recent supply manage-
ment study for tropical beverages (Maizels et al. 1992, 1993a, 1993b)
essentially continues the tradition of using lagged prices and sometimes
output. The study, which sets out to explain coffee, tea and cocoa sup-
ply management, uses a number of essential arguments to explain out-
put. These include: (1) area harvested, which is believed to reflect max-
imum potential output; (2) a real producer price; (3) a lagged output,
included to reflect relations between successive years; and, (4) a time
trend in order to allow for trends in productivity. An important result in
this study is that, in every case, area is correlated with output.12 The
authors also use acreage equations, which relate the area harvested to
lagged prices, in order to arrive at a long-run investment equation.

Most of the other studies undertaken in relation to African exports
have followed a similar approach, with supply response studied in
terms of current and lagged prices. The finding for small African coun-
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tries, particularly during the 1960s and 1970s, is that short-run elastici-
ties are high for annual crops, while long-run elasticities are high for
tree crops and minerals (Rwegasira 1984: 7-9). On the other hand,
there has not been a great deal of recent work on aggregate commodity
export functions. Indeed, a recent paper which assesses the export per-
formance of sub-Saharan African countries calls for a disaggregated
estimation of export supply functions, in order that light might be shed
on factors influencing export volumes (Svedberg 1990: 32). However,
work on specifying individual commodity supply function estimations
is advancing (Gwyer 1971, Alibaruho 1974, Ghoshal 1974, Jones &
Mutuura 1989, Eriksson 1993 and Dercon 1993 all represent good ex-
amples of such work)

The emphasis on supply in the above discussion need not imply that
commodity models which explore the demand side - and hence its si-
multaneous determination - do not also exist. Indeed, such models not
only avoid the simultaneous equation bias, which could arise from ne-
glecting demand, but also challenge the small-country assumption,
when constructed at a global level. Hence, this issue will be taken up
again in section 4.4.

The link between supply theories and estimation technique:
The relevance of the Error Correction Model (ECM)
Three features of the commodity supply theories discussed above may
be linked to the ECM approach. These are: (1) the assumption that
there exists a long-run relationship between the variables under study;
(2) the hypothesis that this might have fairly distinct short- and long-
run features, and (3) the assumed existence of some sort of in-built ad-
justment mechanism within this relationship. The first of these features
would tend to suggest the need to run a co-integration test, since most
series are 7(1). In relation to the second of these features, the literature
does not come out clearly one way or another. Thus, some writers take
the short/long run as being synonymous with short/long lags. However,
such an approach fails dismally, particularly in relation to short gesta-
tion commodities such as food and agricultural raw materials. In con-
trast, other studies rightly emphasize that the short run should refer to
mean utilization of potential capacity, and the long run to an increase in
potential output. However, since few of these studies use a relevant
estimation technique,13 this type of study is not without its problems.
The error correction model is a formal representation of dependent and
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independent variables, with explicit distinction being made between
short-run variations (i.e., the immediate impact effect) and long-run
aspects (associated with long-run level or a steady state relationship).
Thus, it represents an appropriate technique for estimating supply func-
tions based, as it is, on a distinction between the theory of potential,
and utilization of potential, output. Moreover, since it explicitly in-
cludes an adjustment mechanism, an ECM approach will tend to incor-
porate the third feature of the theories reviewed above.

The theoretical model of this study
The above review provides insight into some important points in speci-
fying export functions of primary commodities. Firstly, factors other
than price are found to be important determinants of commodity sup-
ply. However, either lack of data or difficulty in quantifying this data,
as well as having to focus on reduced forms, forces many researchers to
use prices as the only explanatory variables. Secondly, a distinction ac-
ross commodities, especially between annual and perennial crops, is
essential in specifying supply functions. A third and relatively neglect-
ed point is the need to place the commodity market within a macro
framework where the role of stockholding and the impact of macroeco-
nomic variables is likely to be important.14

In this study, the export supply equation of a typical African econ-
omy is specified, in order to depict the behaviour of commodity produ-
cers, mediated through the government. We have further assumed that
output of export commodities and exports respond to world prices in a
broadly identical manner.15 Although government intervention within
the export sectors of most African countries is obvious, it is assumed
that the impact of world price, and especially the degree to which this
price changes, will send similar signals both to the public sector in its
capacity as a producer, and to individual producers. However, it is
worth noting that individual producers are also likely to surrender a
proportion of their income to government.

The response to price and other supply factors is likely to take two
forms. In the short run, increased capacity utilization is important.
Thus, short-run parts of the argument would be based on the commod-
ity model of Goldstein and Khan (1978), Chu and Morrison (1986) and
Hwa (1985). Here, (latent) capacity utilization theory is the underlying
hypothesis. In the long run, producers are assumed to respond through
change in potential output, or, in other words, through capacity crea-
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tion. Expected profitability theory, following Chu and Morrison
(1986),16 and other supply-inducing factors, such as capital formation
and foreign inflow, are believed to explain this. However, foreign in-
flow may also result in 'Dutch disease' effects (see Chapter 5 for a dis-
cussion of this phenomenon). However, this remains largely an empiri-
cal question. Thus, I am essentially arguing that the different factors
emphasized by different authors are basically complementary and
hence, that these should explicitly be considered within any estimation.
The lag structure will vary, depending on the nature of the commodity
under consideration. For example, a longer lag structure should be used
for beverages and minerals17 than for annual crops.18 This yields the
following general theoretical model:

Capacity utilization

Expected profit

Capital formation

where: X is export supply, e is exchange rate, Ps is the export price of
South, Pd is the domestic price, FF is foreign inflow, AK is the capital
formation indicator, the term in brackets [...] is the expected profit in-
dicator, the deviation of current price from k years moving average.

The theoretical export supply function and the data
In this section, the theoretical commodity export function in equation
[1] is adjusted to fit the available data. In our database, investment by
commodity sector is not available. However, the reparametrization of
this theoretical formulation renders this possible. The following sets of
equations are used for this purpose. The distinction between the short-
run capacity utilization theory, and the long-run capital formation ar-
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gument will be maintained. To avoid the complex variables in equation
[1], we designate the ePs/Pd by P and the expected profit indicator by
n(T. Maintaining AK and FF as they are, a shorter version of equation
[1] may be written as,

X% =ao+alPt+a2Pt_i+a3Yla+a4AK + a5FF [2]

Our capital formation data refers to gross fixed capital formation,
both public and private, at a national level. To overcome the lack of
sectoral disaggregation of this data, the capital stock is specified in
terms of factors that affect its formation. The possible factors, about
which we have access to data, include prices, an indicator of expected
profit and instability of prices (n°), supply of domestic credit (DCR\
supply of fertilizer, government investment (Ig, indicator of infrastruc-
ture) and capital inflow {FF)}9 Of these, factor prices are omitted, since
they are specified in the above equation. This omission might be taken
as implying that the lagged price effect for the current and certain other
periods is direct. In other words, that this does not occur through capital
formation. However, since the indicator of expected profit and instabil-
ity is computed from lagged prices the effect is indirectly captured. In
relation to the expected profit indicator, the ideal approach would be to
use a measure of direct profit. Nevertheless, such profit data is hard to
come by. Its approximation as a deviation from three-year moving-
average prices makes it similar to the price instability indicator. Hence,
in specifying capital formation, it is included as one of the factors
within the above equation. Its coefficient may then be interpreted both
as a profit and price instability index. Thus, the capital stock may for-
mally be given as,

AK = J3O + A I T + j32DCR + /33Ig +J34FF [3]

where: DCR is domestic credit, FF is capital inflow, Ig is government
investment (GDI).

Equation [3] states that capital formation in the commodity sector is
determined by prices, availability of domestic credit, public infrastruc-
ture provision and foreign inflow. Substitution of this capital formation
equation into equation [2] yields the final adjusted equation for inclu-
sion in the estimation,
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^^FF [4]

where:

<f>0=a0+a4/30; ^ ' = a3+a4j3{ ; fa = a4/?,. ; </>,'= aAp,+a5

At estimation stage, the linear formulation is transformed into a log-
log form. This implies that the estimated coefficients are elasticities.
However, specifically in relation to our own data, the expected profit
indicator is found to be empirically problematic. In all cases, it is a sta-
tionary series and exhibits a very high correlation (usually greater than
0.80) with the price variables. Given the latter result, the former is en-
tirely logical, since the moving average of profits is similar to a lagged
price. Hence the series generated is nearly identical to the first differ-
ence of prices, which is stationary. This represents a serious multico-
linearity problem and, therefore, may be interpreted as a serious short-
coming of previous studies. For this reason, in the estimation given
below it is omitted from the functional form (see Appendix 4.2 for a
discussion on these variable and estimation results). Finally, the foreign
inflow variable (FF) might also result in a simultaneous equation bias20

within one of the estimations, since it will affect the other capital for-
mation indicators within the regression. However, this is likely not to
represent a serious problem, since a very small proportion of foreign
inflow is usually allocated to the primary sectors.

4.3.3 The Data
The relevant macro data used in this study is derived from a consistent
macroeconomic database discussed in Chapter 3. Exports of commodi-
ties and price are compiled from the UNCTAD database (Annual Com-
modity Yearbook). However, certain changes are introduced, in order
that this data may be adapted to the specificity of Africa.

1. Similar commodity categories are used for four commodity groups.
These are:
(a) Agricultural raw materials (excluding synthetic) SITIC 2-22-

27-28-233-244-266-277
(b) Tropical beverages SITIC 071.1+072+074.1
(c) Minerals, ores and metals SITIC 27+28+68+522.56
(d) Fuels SITIC 3.
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2. The category food adopted in this study is slightly different from
that used by UNCTAD. Thus, within the UNCTAD methodology,
the category all food includes food, tropical beverages, and vegeta-
ble oil seeds and oils.21 However, in this study food is defined sim-
ply as all food items with the exception of tropical beverages.

Prices (export prices)
For each of the commodities detailed above, UNCTAD provides a
price series running from 1970 onwards. These price indices are com-
puted using the total developing country exports of these commodities
for the years 1984-86 as weights. However, since no index is provided
for the category food, as defined within our study, we have generated
such an index by summing together prices from the UNCTAD vegeta-
ble oilseeds and oils and food categories, and weighted their respective
prices based on their share of total developing country commodity ex-
ports.

A further major change which we make to UNCTAD's price series
relates to the weights used in the construction of this series. Such
changes are likely to be necessary since the weighting used by UNC-
TAD may not be relevant for this study, in particular, and for Africa, in
general. In other words, one might question whether the averaging
method employed accurately reflects the world prices facing African
economies. In order to answer this question the UNCTAD price is re-
calculated by weighting it by the level of each region's exports. This
comparative analysis offers the following conclusions. Firstly, for Af-
rica as a whole, the food price index is similar both in the UNCTAD
study and in this study. For the NA region there was a difference be-
tween these two price series in 1970s and late 1980s. For the WCA re-
gion the UNCTAD series shows higher prices up to the early 1980s, at
which time these prices fell into line with the price series used within
the present study. For the ESA region, the UNCTAD series understates
the regional indices. Secondly, for tropical beverages the UNCTAD
price series is nearly identical with the regional price series computed
in this study. Thirdly, for agricultural raw materials for Africa as a
whole, the UNCTAD series overstates the actual price faced by African
economies. This conclusion remains valid in relation to regional prices.
Such overestimation is likely to be particularly great in relation to ESA
countries. Fourthly, for mineral, ores and metals for the whole of Af-
rica, the UNCTAD series overstates the actual price faced by African
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Diagram 4.1 The modified and actual UNCTAD price series (WCA,
1985=100)
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Diagram 4.2 The modified and actual UNCTAD price series (ESA,
1985=100)
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Diagram 4.3 The modified and actual UNCTAD price series (NA,

1985=100)
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economies. With the exception of the 1980s, such overstatement is se-
vere throughout the period. However, for the ESA region, this index
understates the price faced during the early 1970s and late 1980s. Final-
ly, a comparison of the African regional price series with the one gen-
erated using the sample countries of this study reveals that these are
nearly identical for all commodities, with the exception of minerals, for
all regions. Diagrams 4.1, 4.2 and 4.3 illustrate these conclusions for
the three regions, which are the subject of this study.

This result has profound implications, not only in relation to previ-
ous studies in Africa, but also to other studies which use world prices to
analyse the impact of such prices at a regional and country level. Obvi-
ously elasticities computed from such studies will be biased if there is a
variation between the regional and world prices (as listed in UNCTAD
or IFS series), even if these have an identical trend.

4.3.4 Estimation

4.3.4.1 Estimation approach
Obviously the econometric specification may differ from this general
theoretical specification. Based on recent innovations in time series
econometrics, the estimation is, in fact, carried out by formulating an
Error Correction Model (ECM; see Appendix 4.1). The estimation is
undertaken by pooling the data from the sample countries in each re-
gion, for the period 1970-90. However, in order to ensure that the se-
ries are not unduly mixed, when a lag structure is used, careful treat-
ment of end points is adopted. A constant country dummy is used in all
cases when such a dummy is found to be statistically significant. More-
over, sample sizes are adjusted by excluding a country or countries,
when such data violates almost all the relevant diagnostic tests.22 The
choice of the variables is made after a search process that includes both
diagnostic and co-integration tests. In all cases, the estimation is fully
supported by the relevant diagnostic tests.

Preliminary estimations using current prices and capital formation
indicators have shaped the approach followed in this section. That is,
data has been allowed to inform theory, as per the approach advocated
by Wuyts (1992a, 1992b). Such preliminary estimates reveal some in-
teresting results. Firstly, short-run current price elasticities are gener-
ally positive, although not always statistically significant. For long ges-
tation commodities, price is found mainly to affect capacity utilization.
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Secondly, long-run current price elasticities are found to be both posi-
tive and negative.23 In some cases these do not differ significantly from
zero. Thirdly, capital formation variables are, in general, positive and
significant. Fourthly, within the WCA region, 10 to 25 per cent of any
disequilibrum in the previous period is made up for in the current pe-
riod, for all commodity categories, with the exception of minerals. This
may be interpreted as indicating a generally low level of adjustment to
disequilibrum or shocks. However, standing at 62 per cent, the adjust-
ment coefficient for the minerals category remains very high. Similar
adjustment coefficients, except for minerals, are also obtained for the
ESA region. Finally, for the countries of the NA region, the level of
these coefficients remains quite high, indicating the likely capacity of
these economies to cope with shocks.

The inverse relationship, between exports and long-run current pric-
es is also worth examining further. This relationship may be observed
for agricultural raw materials, in all regions, as well as for minerals
within the NA region. Based on such an examination, at least two prop-
ositions in relation to export supply and price dynamics may reasonably
be set out. The first such proposition is that domestic prices may not
always be important and, hence, that relative price may be crucial. In
the macro context, this implies that domestic prices might be affected
by capital inflow. This, in turn, underscores the importance of macro
variables in the determination of the supply of commodities, so long as
they affect the level of domestic price. Thus, in line with the general
focus of this study, this implies the possibility that a sort of 'Dutch dis-
ease' effect may occur. This will be discussed at length in the following
chapter. However, it is worth noting here that if a 'Dutch disease' effect
is present, that a real appreciation in domestic currency is possible.
Thus, Tables 4.5, 4.10 and 4.15 summarize information relating spe-
cifically to this inflationary pressure. For this purpose, a one-period lag
is assumed, with nominal export price, rather than the real exchange
rate being used. The rationale for using the nominal export price is that
the domestic price is assumed to be affected by foreign inflows.24 The
use of debt stock data within an ECM formulation allows one to ob-
serve the 'Dutch disease' impact in the short run, since the change in
the debt stock may be taken as a flow. This specification also allows
one to examine the debt overhang problem in the long run, as well as
having the advantage that it explicitly focuses on the impact of foreign
inflows.
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Examining the relationship between exports and long-run prices
yields a second major proposition in relation to African export supply
and price dynamics: specifically, that the nature of demand for foreign
exchange25 within most African economies results in these countries
seeking to maximize their total export revenue in a situation of declin-
ing prices, usually by increasing volume of exports.26 Given these
working propositions arising out of an exploratory data analysis, the
aggregate commodity groupings for each region are then estimated in
three stages. Firstly, current price and capital formation indicators are
taken as regressors. The results of this estimation, we call Model I. Sec-
ondly, the current price is replaced by a commodity-specific real ex-
change rate (in other words, the ratio of the regional commodity price
measured in domestic currency to the domestic price of that commod-
ity). This we call Model II. Finally current prices,27 a capital formation
indicator and foreign capital inflow are used as regressors. This is
Model III.

For all three models the current price data used is the current com-
modity price computed for each region. For perennial crops and miner-
als two sets of lagged prices are used. A one-period lag is assumed to
affect capacity utilization while the five-year lag is assumed to affect
capacity creation. As a consequence of the ECM approach adopted,
both period lags have short- and long-run effects. Variables for con-
sumption of fertilizer, investment and capital stock are used inter-
changeably28 as indicators of capital formation. Thus, the final estima-
tions are the result of exhaustive search processes using both Hendery's
general to specific (GS) approach and relevant diagnostic tests. The ac-
tual estimation is undertaken using E-views and TSP. The results of
this estimation are discussed in the following section.

4.3.4.2 Results

East and Southern Africa (ESA)

A sample comprising eight29 of the countries of the region is used. Be-
fore this estimation is carried out, a test for unit root of the variables of
the three models (I, II, III) is undertaken. The result shows that the se-
ries are non-stationary (Table 4.1) and that the variables for each model
are co-integrated (Table 4.2). The results of this estimation, obtained
after an exhaustive search, are reported in Tables 4.3^.5. The major
findings30 of this estimation are detailed below.
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Food: Within this region, the current price of food is found to have
a strong and positive effect, in both the short and long run (for Model I)
and in the long run (for Model III). Of these, the long-run effect is like-
ly to be the stronger. When Model II is used, only the long-run relative
price elasticity is found to be positive and significant. However, this
remains significantly lower in magnitude than the elasticity for current
prices. The results for all diagnostic tests are quite acceptable. A one-
period lag is assumed for the impact of foreign inflows, using different
foreign inflow indicators,31 while three years is allowed for the impact
of capital formation indicators to be felt. These results indicate that not
all variables are statistically significant. The results may also be taken
as suggesting the likelihood that 'Dutch disease' possibilities cannot be
sustained, the existence of a positive impact of capital formation and
generally confirming the positive impact of prices in the long run.

Agricultural raw materials: The estimation for this commodity
group confirms that capital formation indicators have a strong and sta-
tistically significant positive impact, both in the short and long run.
Current prices in the long run are found either to be statistically signifi-
cant and negative (Model I) or statistically not significantly different
from zero. This result would tend to confirm the second proposition re-
lating to the supply price relationship, discussed in the previous section
(estimation approach). However, short-run relative price is found to be
positive and statistically significant. Again, a 'Dutch disease' effect
cannot be suggested by the data.

l(c) Tropical beverages: Only in Model I are current prices (with
the two types of lags) found to be positive and statistically significant.
Relative price, which indicates capacity creation in Model II, is also
found to be statistically significant in the long run. The capital forma-
tion indicator yields an ambiguous result, having a negative value in
Model II and positive one in Model III. Using Model III, of all capital
inflow categories, only multilateral flows are found to be co-integrated
with the other regressors. The lag for capital inflows is set one period
behind that of price and capital formation indicators in order to allow
for inflationary pressure formation. Botswana and Zambia are excluded
from the analysis, since we are not in possession of beverage export da-
ta for these countries. With diagnostic tests yielding quite good results,
all but one of the variables are found to be statistically significant in the
short run. The exception to this is the negative value of the variable
for long-lag capital inflows, indicating the presence of a 'Dutch dis-
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Notes to Tables 4.3-4.5:
The long-run coefficients and their t-values are using the Wickens and Breusch (1988) and Gur-
ney (1989) approach. The long-run R2 is also taken from the same regression. _ 1 , _2 ...etc. show
one , two ...etc. periods lag; - weakly significant (closer to 10%)
* significant at 10% ; ** at 5% and *** at 1% and less. For all of the equations the F value (over all
fit) is significantly different from zero.
The Jarque-Bera _2 statistics at 5% level of significance for 2 degrees of freedom is 5.99. **
indicates significance at this level or better. Note, however, that it is relevant for large sample and
visual inspection is important (see Mukherjee et al. 1997).
# Chow break test is carried by using two country data as one series (when there is insufficient
data by each country)
+ For multicollinearity simple correlation between regressors around <35 is assumed very low ,
35-55 low & 55-65 acceptable.
The error correction form, for instance, for the food equation above can be given by the following
(See Appendix 4.1):

ALFOODR=0.29ALPJ -0.21 ALIGVGDP J -0.11 (LFOODR-5.03LP_2+0.45LIGVGDP_2+21.82).
The long-run relationship being,
LFOODR=5.03LP_2-0.45UGVGDP_2-21.82.

@ For food, bilateral debt is used (others are not co-integrated); for agr. raw material, the sum of
all, except private inflows, is used.

Table 4.6 Unit root analysis: an ADF test at1% Mackinnon
for North Africa

Logarithms of

Food real export of food (at 1985
price)

Agricultural raw materials real (at 1985
price)

Minerals real (at 1985 price)

Price of food, agricultural raw materials
and minerals of North Africa sample

Aggregate bilateral, multilateral, pri-
vate inflows and grants respectively;
aggregate, aggregate excluding pri-
vate flows; foreign direct investment,
fertilizer consumption

Capital stock as ratio of GDP, total,
public, private

Domestic credit as ratio of GDP: total,
public and private respectively

Investment as proportion of GDP: total,
public and private respectively

(Regional) real exchange rate for food,
agr. raw materials and minerals
[(regional commodity price X nominal
exchange rate)/GDP deflator)]

Symbol Used

LFOODR

LAGRMR

LMMR

LPFNAs, LPANAs, and
LPMNAs

LBILATD, LMULTD,
LPRIVD, LGRANTS,
LBMPGFF,
LBMGFF.LFDI.LFERTZ

LKGDP,
LKGVGDP.LKPGDP

LDCRTG, LDCRGVG,
LDCRPG

LIGDP, LIGVG, LIPG

LRERF, LRERA, and
LRERM

critical value

Level of
Integration

1(1)

KD

K1)
1(1)

1(1)

1(1)*

1(1)

1(1)

1(1)*

' For these variables the level of significance is 5%.
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ease' effect. The foreign inflow variable shows a statistically signifi-
cant negative sign, in the long run, indicating the presence of a debt
overhang, with a positive sign for the long- and short-lag aspects, re-
spectively.

1 (d) Minerals, ores and metals: Of the equations described in this
section, the one relating to minerals, ores and metals is the most diffi-
cult to estimate. The real level of mineral exports and its relative price
are found not to be co-integrated with ten types of capital formation
indicator. Further, the co-integration Dickey-Fuller statistics for these
two variables with that of investment in the private sector is 3.3, com-
pared to a Mackinnon critical value of 3.5, at a 10 per cent significance
level. However, given the well-documented uncertainty of this test in
borderline cases, the estimation is undertaken with some reservation.
Nevertheless, the results of this test point to a statistically significant
negative impact of the short-run relative price relevant for capacity
creation. In the long run, the impact of the price affecting capacity util-
ization is found to be statistically significant and positive. The capital
formation indicator is also found to have a statistically significant posi-
tive impact. Long-run prices show a negative coefficient, although not
at a statistically significant level. Adjustment to disequilibrium is also
found to be very low, with only 18 per cent of the past error being
made up for in the current period.

The adjustment coefficient varies from model to model within this
region, ranging from about 10 per cent up to around 50 per cent in the
case of beverage. This may be taken as indicating a generally low level
of adjustment to disequilibrium or shocks for all commodity categories,
with the exception of beverages. This result stands in contradiction to
the intuitive expectation that short gestation items will be likely to ad-
just faster.

North Africa (NA)

Since no data is available relating to Libya and Morocco, only three
countries are chosen as a sample for the North Africa region. These are
Algeria, Egypt and Tunisia. A similar estimation procedure is followed
in relation to the NA region, as was applied to the ESA region. How-
ever, since none of the sample countries are exporters of beverages, we
undertake only three sets of estimations, using the three relevant mod-
els. Unit rate tests indicate that the series are non-stationary, but that
they are co-integrated within each model (see Tables 4.6 and 4.7 for
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details of this). Based on this analysis, the following observations may
be made in relation to each commodity category.

2(a) Food: In general, the food function for the NA region suggests
that current prices are not statistically significant in explaining exports
of food, the only exception to this being the long-run value for Model
III. Neither is the relative price effect satisfactory. However, the result
does suggest a positive elasticity for short-run capital formation indi-
cators within Model III. Indeed, the food equation in Model III would
suggest that contrary to 'Dutch disease'/debt overhang hypothesis, cap-
ital inflows will have a positive and statistically significant impact, in
the long run, and a positive but statistically insignificant impact in the
short run.

2(b) Agricultural raw materials: Exports of agricultural raw materi-
als are not found to be co-integrated with current prices and various
capital formation indicators. Thus, the estimation is undertaken using
Model II. This model indicates a positive elasticity for the real ex-
change rate, both in the short and long run. However, only the long-run
elasticity is found to be statistically significant. The capital formation
indicator is also found to have a positive elasticity in both the short and
long run. However, only the short-run elasticity is found to be statisti-
cally significant. Based on Model III, a positive and statistically sig-
nificant coefficient for the short- and long-run capital formation indi-
cators may be identified. Capital inflows are found to have a
statistically significant positive impact in the short run and a negative
impact in the long run. However, caution should be exercised in the
relation to these results, since the Chow value for Model III is high.

2(c) Minerals, ores and metals: With the exception of the capacity
utilization indicator in Model I, long-run prices are found to have a
negative and statistically significant value. This would tend to support
the hypothesis that a lower price will trigger exports, under a revenue-
maximizing regime. The long-run capital formation indicator also
shows a positive and statistically significant value within Model I, hav-
ing a statistically significant negative value in the short run. This would
tend to corroborate the revenue maximization argument detailed above.
Moving on to examine Model II, in which an estimation is undertaken
using the real exchange rate, all of the coefficients, with the exception
of the constant, are found to be statistically insignificant in the short
run. However, in the long run, the price that is assumed to show capac-
ity creation is found to have a positive and statistically significant
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value. In contrast, the price which indicates capacity utilization, while
again positive, is not found to be statistically significant. Neither is the
capital formation indicator found to be statistically significant within
this model. However, when Model III is used, both of these types of
prices are found to exhibit a negative and statistically significant result,
in the long run. Long-run short-lag effects of capital inflows are also
found to be positive and statistically significant, contrary to the 'Dutch
disease' theory, while its long-run long-lag coefficient would tend to
suggest a negative value. This result may be interpreted as showing that
capital inflows are capable of ensuring capacity utilization but not ca-
pacity creation. (In fact, in the long run, 'Dutch disease' and debt over-
hang problems may be expected.)

In contrast to the two other regions, within the NA region, the ad-
justment coefficient is generally high. This would suggest that a good
part of errors arising within the previous period may be made up for in
the current period, which, in turn, points to a relatively higher capacity
of the region to adjust to external shocks or, indeed, a deviation from
the long-run equilibrium.

West and Central Africa (WCA) Region

A sample of ten countries has been selected from the WCA region, as
defined in the UN-ECA (Economic Commission for Africa) data re-
porting system. These include Benin (Ben), Burkina-Faso (Bf), Camer-
oon (Cam), The Central African Republic (Car), Gabon (Gab), Ghana
(Gha), Nigeria (Nig), Senegal (Sen), Sierra Leone (Ser), and Zaire/DR
Congo (Zi). For this sample, four commodity export functions are esti-
mated below. All variables used in the estimation are found to be non-
stationary series. These variables are also integrated to the first order
(Table 4.11). Thus, the estimation is carried out once a co-integration
test has been undertaken for each of the three models. The results indi-
cate that the variables in each equation are co-integrated, suggesting the
existence of a long-run relationship between these (Table 4.12).
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Tables 4.13—4.15 summarize the estimated results of the three mod-
els, for the four commodity categories within the WCA region. Based
on these results, a number of observations can be made.

3(a) Food: It may be concluded that the aggregate food function
exhibits a statistically significant positive coefficient for most vari-
ables32 in all models, in both the short and long run. However, the pos-
sibility of the existence of a 'Dutch disease' phenomenon cannot be
inferred from the coefficient for short-term inflows. However, a long-
run debt overhang problem may be inferred from the statistically sig-
nificant negative coefficient for Model III.

3(b) Agricultural raw materials: The results of this estimation sug-
gest a positive short-run elasticity in Model I and statistically insignifi-
cant values in the remaining cases. However, relative prices are found
to be positive and statistically significant. Capital formation is also
found to have a positive and statistically significant long-run value,
within Model I. Indeed, contrary to the hypothesis of 'Dutch disease'
and debt overhang, capital inflows show positive and statistically sig-
nificant values in both the short and long run.

3(c) Tropical beverages: In relation to beverages, the estimation re-
sults confirm that prices, whether current or real, determine capacity
utilization in both the short and long run. On the other hand, prices are
found to be relatively unimportant as a factor determining capacity
creation. The results also show capital formation indicators as having a
positive and statistically significant long-run impact within Model II,
while exhibiting a negative impact in Model III. Finally, capital inflows
are also found to have a statistically significant positive impact, in both
the short and long run.

3(d) Minerals, ores and metals: This estimation confirms the im-
portance of capital formation indicators in the long run (within Model
I), as well as the positive impact of current prices on capacity utiliza-
tion, again in the long run (within Models I and III). Model II shows
real exchange rate as having a statistically significant positive and
negative long-run impact on capacity creation and utilization, respec-
tively. Finally, the results of Model III suggest the possibility of 'Dutch
disease' and debt overhang problems within the sector.
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In general, the estimation results for this region may be summarized
as follows. For food and agricultural raw materials, both non-perennial
and short gestation, 10-25 per cent of any disequilibrium in the previ-
ous period is made up for in the current period. However, in relation to
beverages and minerals, this figure stands at the relatively higher levels
of 25 per cent and 50-60 per cent, respectively. This result indicates a
generally low level of adjustment to disequilibrium or shocks for the
former, as well as a clear distinction between commodities that require
a long and short gestation period. This stands in contradiction to the
intuitively more appealing expectation that short gestation items are
likely to adjust faster. (A possible explanation for this result is the im-
portance of capacity utilization33 in minerals and tree crops.)

4.3,5 Summing up
The results of the estimation are summarized in Table 4.16. I have re-
ported only those values found to be statistically significant at a 10 per
cent significance level or better. Within this table, the figures [1], [2]
and [3] refer to estimations for Models I, II and III, respectively. In
Model I, current price and capital formation indicators are used as re-
gressors. In Model II, price is replaced by a commodity-specific re-
gional real exchange rate. Finally, in Model III the basic estimation
used for Model I is augmented by capital inflow indicators.

In this section, an attempt has been made to identify determinants of
commodity export supply. This approach differs from previous studies
in a number of important respects. Firstly, it emphasizes the role of oth-
er factors besides price in the determination of export supplies. Second-
ly, an error-correction model is used. And, thirdly it focuses exclusive-
ly on African countries.

Based on this analysis, a number of conclusions may be arrived at.
Firstly, there would appear to be a clear distinction between short- and
long-run elasticities. Hence, an ECM is likely to represent the relevant
econometric technique in relation to commodity estimation. However,
work in this area remains in its infancy. Secondly, estimation using rel-
ative prices (with a real exchange rate) yields largely satisfactory re-
sults. However, it is noted that the impact of relative prices is largely
confined to capacity utilization and not to capacity creation. Thirdly, al-
though capital formation indicators are neglected, within the literature,
these are also found to have a positive and statistically significant im-
pact, especially in the long run. As a result, specific parameters are ob-
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tained for each region and for different commodity categories. This has
an important policy implication in that, in addition to giving us one
more policy handle other than price with which to work, it also implies
boosting levels of capital formation (both internal and with aid), rather
than providing welfare aid. This is likely not only to raise the level of
exports, but also to have a multiplier effect on output working its way
through imports. This result has particular relevance in the African con-
text.

An important variation across regions may also be observed. Thus,
if we examine the regional variation across commodity categories, the
following picture emerges. Vox food, the short-run current price elastic-
ity is found to be highest for the WCA region. In the long run, both
WCA and ESA regions have higher price elasticities than the NA re-
gion. The short-run impact of capital formation indicators on food is
also found to be strong for the NA region. A negative debt overhang
effect is observed for WCA, but not for the other regions. In relation to
agricultural raw materials, the short-run price effect is stronger within
the WCA region, while the long-run price effect is found to be negative
for the ESA region. A similar short-run phenomenon is observed for
relative prices. A long-run relative price effect is found to be strongest
within the NA region, followed by the WCA region. Capital formation
indicators are strongest within the NA region, followed by the ESA
region. A debt overhang problem is found to be present within the NA
region, but not the WCA region. In relation to beverages, current and
relative price and capital formation effects are strongest in the WCA
region, followed by the ESA region. 'Dutch disease' and debt stress
effects are observed for the ESA region, but not for the WCA region.
Finally, in relation to minerals, a long-run current price effect is found
to be strongest for the WCA region, and negative for the NA region.

The impact of the arguments used in the regression also varies
across regions. Thus, the relative price effect is negative for the short
lag of the WCA region and the short-run, long lag, of the ESA region.
Longer lag, capacity creation, long-run effects are found to be strongest
for the WCA region, followed by the ESA and NA regions. The impact
of capital formation indicators is found to be strongest for the ESA re-
gion and nearly equal for the other two regions. Evidence of a 'Dutch
disease' effect is apparent only within the WCA region. Based on the
above observations, one might reasonably conclude that the response of
different commodity groups varies across regions. Indeed, giving due
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attention to such differences is likely to be very important in analysing
the pattern of trade and finance in Africa. In relation to the impact of
foreign inflows on exports, no firm conclusion may be arrived at, since
the results obtained are mixed. The results are also mixed vis-a-vis the
relationship between long-run current export price and the supply of
exports, when the impact of foreign inflows is explicitly considered
within the model specification. Since it is not possible to arrive at any
firm conclusion based on these results, this would tend to suggest the
need for further research on this relationship, both at a regional and
country level.

Although most published studies focus on output, rather than on ex-
port supply, nevertheless we will now attempt to compare the results of
these studies with our own findings. Using relative prices, Bond (1987)
reports aggregate supply price elasticities for Africa of-1.28 for food,
0.70 for agricultural raw material, and -1.89 for minerals. (For other
global regions she found lower elasticities.) She attributes the apparent-
ly perverse relationship for food to population growth, as well as to the
very large gap between world price and producer price. In an earlier
study (Bond 1983) she found an average aggregate price elasticity of
0.12, based on a coefficient of the logarithm of real prices, with the fig-
ure for individual countries ranging between 0.03 and 0.22. Binswanger
(1992) maintains that price elasticities for sub-Saharan Africa are not
lower than for other areas and, in general, that long-run elasticities are
higher than short-run ones. Binswanger's results show elasticity values
ranging from 0.05 to 0.15, with the exception of Senegal and Burkina
Faso, for which the figures are 0.54 and 0.22, respectively. The cross-
country result for this study stands at 0.06, long-run values fall in the
range of 0.15 to 0.24 and no long-run elasticities were produced from
the cross-country regression. Based on the results of his study of sisal
in Tanzania, Gwyer (1971) found short-run price elasticity ranging
from 0.24 to 0.29, with a long-run value of 0.48. For cotton in Uganda,
Alibaruho (1974) found a short-run price elasticity ranging from 0.22
to 0.26 and a long-run value ranging from 0.44 to 0.66. Ghoshal (1974)
found a one-period lag price elasticity of 1.16 to 1.71 in his study of
rubber in Liberia. In their study of cotton in Kenya, Jones and Mutuura
(1989) found short- and long-run elasticities of 1.33 and 1.71, respec-
tively. Eriksson (1993) reviews a number of studies which examine
supply price elasticity estimates for Tanzania. He reports elasticities
falling in a range from 0.25 to 0.43 for perennials, 0.7334 to 2.4 in the
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long run for cotton and a short-run value ranging from 1.5 to 2.3 for
food crops. Also focusing on cotton in Tanzania, Dercon (1993) found
that short-run elasticities for this crop ranged between 0.63 to 0.67.
Ramanujam and Vines (1990) reported 'long-run' price35 elasticities of
0.10 for food, 0.51 for beverages, 0.06 for agricultural raw materials
and 0.33 for metals and minerals. The short-run price with no lag val-
ues stand at 0, 0.13, 0.08 and 0.31, respectively. Abebayehu (1990) es-
timated an export supply function for six African countries. His export
price elasticity of supply is found to range from 0.50 to 1, if the excep-
tionally high value of 2.3 for Kenya is excluded.

Based on the above review, one might conclude that the findings
detailed in this book stand in broad agreement with those of previous
studies. More specifically, long-run price elasticities are generally
found to be higher than short-run ones. However, the present study has
an advantage over these other studies in that it explicitly clarifies what
is meant by 'the long run' and 'the short run', using relevant estimation
techniques. Moreover, the elasticity values generated in this study are
stronger and more often positive than those arising out of previous
studies. This may be attributed to the use of an error correction model
and well-structured database with large degrees of freedom. Finally,
since previous studies hardly touch upon other supply factors, a com-
parison with these studies in respect to such factors is not possible.

To sum up, the literature in relation to commodity export supply
functions is characterized by explanatory variables that are either cur-
rent or lagged relative prices. This study not only underlines the exis-
tence of other equally, or perhaps even more important factors, but also
emphasizes the importance of their explicit incorporation within the
estimation. Cross-sectional data for African countries is used for esti-
mation purposes. Firstly, price-focused estimations are explored. Sub-
sequent estimations are then undertaken by adding other relevant ex-
planatory variables which may be rare within the literature. A number
of important results are summarized in this section. Firstly, there is a
clear difference between UNCTAD world prices and the regional price
constructed for Africa. Hence previous work based on the former could
have biased elasticities. Secondly, estimation using a real exchange rate
resulted in statistically significant elasticity coefficients with a clear
distinction between the long and short run. This underscores the im-
portance of this particular specification as well as the use of an Error
Correction Model (ECM) within this estimation. Thirdly, capital forma-
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tion indicators are also found to be positive and statistically significant.
Fourthly, the results of these estimations are found to vary across the
three regions of Africa. And, finally, using the models detailed in this
section, estimation with foreign inflow included yields mixed results
both on the relationship between export prices and supply of exports
and on the impact of aggregate foreign inflows.

4.4 AFRICAN EXPORTS IN A GLOBAL CONTEXT

4.4.1 Introduction
When data permits, one of the best ways of modelling a commodity
market is to proceed along the lines outlined by Hwa (1985) and Ra-
manujam and Vines (1990). In these approaches, stock demand and
supply is explicitly specified as a part of the system of consumption
demand and supply equations, as set out in Chapter 2. The major prob-
lem in following this approach is a lack of commodity stock data, espe-
cially in relation to those disaggregated commodity categories used in
this study. In order to overcome this problem, a simultaneous equation
model of the demand for, and supply of, exports along the lines of
Goldstein and Khan (1978), henceforth referred to as the GK model, is
used as a starting point. Abebayehu's work on how this model may be
applied to various African countries is also found to be useful, in this
context (Abebayehu 1990). However, there are three main problems
with the GK model. Firstly, the impact of stockholding is not explicitly
incorporated within this model. Secondly, there is ambiguity in the use
of a partial adjustment procedure in relation to the price equation of its
disequilibrum model. And, thirdly, there may exist possible non-sta-
tionarity in relation to the series used for the estimation. I will return to
examine some of these problems later in this study.

Most studies focusing on the export of commodities from develop-
ing countries take the individual national economy as their unit of ana-
lysis. Logically, such an approach will rest on the small country as-
sumption. However, one of the major weaknesses of this approach is
that it suffers from the fallacy of composition (Evans 1993) or the add-
ing-up problem (Akiyama & Larson 1994). Thus, unless the modelling
of exports for an individual country takes global effects into account,
the results of such a modelling exercise may well be far from an accu-
rate reflection on reality. The model proposed below attempts to re-
solve this problem by combining the global market of a commodity in
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question with the export market of the individual country or region. In
this way the adding-up problem may explicitly be incorporated into the
export function for individual or regional economies. In section 4.4.2
such a global model will be specified. Section 4.4.3 will be devoted to
the estimation of the model. In this section some econometric problems
of previous studies will be highlighted and a number of lessons drawn
from this. Finally, section 4.4.4 will outline how this global model
might be applied in relation to the macro supply situation in Africa.

4.4.2 The Global Commodity Model
The global demand for a commodity group / has two components.
Firstly, a stock/inventory demand that is assumed to be determined by
expected level of interest rate (iw) and current prices. Agents in the
North are assumed to hold commodities as part of their portfolio diver-
sification scheme. The other part of aggregate demand is a consump-
tion demand, be it industrial or otherwise. The latter is believed to be
determined by the level of income in North (YJV)36 and by price of
commodities (Pw) relative to an indicator of price for other trading
partners (PN). This aggregate demand may be specified as,

where: ax > 0; a2 < 0 a3 < 0

The supplies of exports are assumed to depend on price of com-
modities relative to domestic price in South (Ps)9 and on a productivity
indicator taken to be the share of gross domestic investment in South
(Is) as percentage of the GDP in South (Ys). This is given in equation
[2],

where: b\ and bi > 0.

This supply equation differs from that of the GK model in two re-
spects. Firstly, it uses lagged, as opposed to current, price levels. Sec-
ondly, a lagged investment to GDP ratio, rather than current GDP is
used as a productivity indicator. We opt for the use of lagged price as a
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determinant of supply on the assumption that current supply is affected
by price signals for the previous period. Similarly, the use of an in-
vestment ratio is likely to overcome the problem of taking GDP as a
productivity indicator, in a situation where the export sector might
grow, owing to previous period investment. This remains true even if
the overall performance of the economy, as depicted by GDP, is poor.

Given these refinements, the equilibrium model may be arrived at
by simultaneously estimating equations [1] and [2] under the assump-
tion that they are in equilibrium,

Xdd=Xss [3]

The disequilibrum model
A disequilibrium version of this model may be formulated by assuming
a partial adjustment model, which is adapted from a similar earlier for-
mulation within the export function, alongside the GK model (Hout-
hakker & Taylor 1970). Thus, the change in exports are assumed to
partially adjust to the gap between demand and actual flows in the pre-
vious period,

AlnJSf, =A (bAf-lnJr,.,) [4]

where X is the coefficient of adjustment and is defined as 0<A,<l, and A
is a first difference operator representing change. Equation [4] states
that the quantity of export adjusts to the condition of excess demand
and that there is some degree of stickiness in the supply conditions.
Substitution of equation [1] into [4] yields the following equation for
exports:

( p \
\nXt =a0 +al\nYN +a2 \niw +<z3ln —— +a4lnJf,_1 [5]

\PN )

where:

a0 =a0A ccx =axX >0 a2 =a2X <0 a3 =a3A <0 a4 =1-/1 >0

Normalizing equation [5] for world commodity price yields the es-
timating disequilibrum equation given by [5.1],

P. =Po +fiJN +P2iw +P3PN +PAXt +psXt_x [5.1]
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where:

^ 0 A A / 4 / 5

a3 a a3 a3 a3

In the version of the GK model which is applied to a sample of Af-
rican countries by Abebayehu, the disequilibrum price equation is for-
mulated following a similar procedure to that of the supply equation
(Abebayehu 1990). That is, the change in price of exports adjusts to
excess supply in a similar partial adjustment manner.37

However, one of the major weaknesses of the GK model is the use
of this type of partial adjustment model in relation to prices. If there is
excess supply in the market, either the market clears for price or there
must be some kind of non-price market clearing mechanism, such as a
stock adjustment or, indeed, a related activity which might have the ef-
fect of neutralizing excess supply. Since a partial adjustment process in
relation to prices is assumed within the GK model38 the authors must
have implicitly assumed that the excess supply, which is not taken care
of by a movement in the level of prices, has somehow adjusted. How-
ever, Goldstein and Khan (1978) do not spell out what this mechanism
might be. In contrast, since we have explicitly assumed the demand for
stocks and inventory in the demand equation of our model, price will
automatically clear that market. Thus, although the equation for export
supply may follow a partial adjustment model, the price equation does
not. As a result, our disequilibrum model is arrived at by simultane-
ously estimating equation [2] and equation [5], based on the equilib-
rium condition expressed in equation [3].

4.4.3 E stimation of the Model

4.4.3a Time series properties
A second major problem with the GK model, particularly as it is ap-
plied in Abebayehu (1990), is the assumption of stationarity. As can be
inferred from Tables 4.17 and 4.18, all series, with the exception of real
level of GDP in the North,39 are found to be non-stationary. These se-
ries are also found to be 7(1). This finding casts serious doubt over the
validity of most supply and demand commodity models since the find-
ings of these models may be spurious.
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Table 4.17 A unit root analysis of the world commodity model and ADF

test

Series (all in logarithms)
No trend
& inter-

cept term

With
trend &

intercept
term

Table 4.18 Mackinnon critical values for the ADF test

No trend & intercept term

1% 5% 10%
-2.64 -1.95 -1.62

With trend & intercept term

1% 5% 10%
-4.27 -3.56 -3.21

With intercept alone

1% 5% 10%
-3.65 -2.96 -2.62

With
intercept

alone

1966-1993
Real export

Agricultural raw materials 1.24 -1.88 -0.44
Beverage 1.57 -2.2 -0.43
Food 1.39 -2.53 -0.43
Minerals 0.35 -4.0 -3.46

World interest rate (3 months LIBOR rate) -0.63 -2.34 -2.6
Real GDP in North 1.36 -3.45 -1.47

1960-1993

World price
Agricultural raw materials
Beverage
Food
Minerals

GDI to GDP ratio (South)

1.05
0.25
0.55
0.65
0.42

-1.9
-0.80

-2.4
-3.34

-2.6

-1.02
-1.41

-1.8
-2.0
-1.8

There are two means by which this issue might be addressed. The
first option is to conduct a co-integration analysis and apply an ECM
model to this. However, the problem with this option is the limited size
of the sample relating to the period 1960 (65) to 1993. Nevertheless, in
spite of this shortcoming, our data is still relatively better than that used
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in pre-existing long-run estimations. The most recent study of Rama-
mujam and Vines (1990) also uses data from 1960-86 for only a limit-
ed set of commodities. The advantage of this option is that it, at least,
highlights a medium-term relationship. The second option is to trans-
form all data to an 7(0) series using the first difference values for this
data.40 The major shortcoming of this option is that information is lost
in relation to the long-run (level) relationship. (Estimation results based
on this approach are reported in Appendix 4.3.)

Table 4.19 Co-integration test for world commodity model

Equation

Food

Demand
Supply
Demand
Supplyd

Supply6

Agricultural

Demand
Supply

Beverage

Demand
Supply

Minerals

Demand
Supply

Engel-

Granger
ADF

statistics

-5.91
-2.72

raw materials

-3.36
-2.84

-4.24
-4.38

-7.01
-5.83

Mackinnon
critical

value at 5%

-5.86a

-4.14b

-4.55b

-4.14b

-4.97b

-4.13b

-5.87a

-5.39a

Johansen
likelihood

ratio

67.50
39.70
98.17°
50.72d

56.87e

84.42
43.12

83.12
51.77

92.60
60.16

Mackinnon

5%

68.52
47.21
87.31
39.89
53.12

68.52
47.21

68.52
47.21

68.52
47.21

critical value

1%

76.07
54.46
96.58
45.58
60.16

76.07
54.46

76.07
54.46

76.07
54.46

Notes:
b [a] are Mackinnon critical values at 10% [1%] level of significance (others at 5%).
The Johansen test used assumes a linear deterministic trend in the data with inter-
cept, no trend, in the test VAR (i.e., the co-integration equation (CE), as an indicator
of long run equilibrium relation, has no trend).
c assumes linear deterministic trend in the data with intercept and trend in CE and no
trend in test VAR.
d assumes no deterministic trend in the data with no intercept or trend in the CE or
test VAR.
6 assumes no deterministic trend in the data with intercept, no trend in CE and no
intercept in test VAR.
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Although our data series are small,41 we have nevertheless under-
taken a co-integration analysis using the available data. The results for
this are reported in Table 4.18. It is noteworthy that for two of the mod-
els,42 the Engel-Granger test rejects the null hypothesis of co-integra-
tion while the Johansen test accepts this. This is mainly due to the lim-
itations of the former test, in which a long-run co-integration regression
is undertaken by taking the theoretically specified equation. Since the
Johansen test, which is comparatively the better test, accepts all but one
of these43 estimations (albeit with some changes in assumptions with
regard to the food equation), we accept the hypothesis of the existence
of a long-run relationship. The ECM estimation which follows from
this analysis is given in the following section.

4.4.3b The econometric model and estimation results
Table 4.20 shows the result of the ECM model fitted to data for the per-
iod running from 1960 to 1993. However, the export data relates only
to the years between 1966 and 1993. Within this table, quantity of ex-
ports from South is denoted by X. Export figures for each commodity
category relate to total exports from the South.44 The price of each
commodity group, which is derived from the UNCTAD world price, is
denoted by P. Within the demand equation, the commodity price (P) is
set relative to a general import unit price index of the North. The latter,
following a similar approach to that adopted in the GK model, is taken
as a proxy for the price of other trading partners. Within the supply
equation, the commodity price (P) is set relative to domestic price in
South (Ps). The investment to GDP ratio in South is denoted by / and
the two periods moving average three months dollar-based LIBOR rate
by iw. The expected interest rate at time / is assumed to be formulated
on the basis of knowledge acquired in the preceding two periods. A
rudimentary procedure of expectation formation based on a moving
average value for the previous two periods is assumed.45 Northern
(OECD) real GDP is denoted by J#. All variables are in logarithms.
Hence, coefficients may also be read as elasticities.

Our ECM model has an edge over similar previous models because
we are estimating the model for different commodity categories which
had previously been aggregated into one single 'total export' category.
Moreover, previous estimations (Goldstein & Khan 1978, Abebayehu
1990, Ramanujam & Vines 1990) do not formally address the issue of
spurious regression. The result in Table 4.20 broadly provides the ex-
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pected signs. The diagnostic test for all estimations is quite acceptable.
However, compared to the supply equations, the demand model is quite
robust.46 In addition to the benefits associated with the use of an appro-
priate methodology, our model also provides additional insight into the
impacts of interest rate on commodity demand. (An alternative estima-
tion using a short-run argument is provided in Appendix 4.3.)

Diagram 4.4 The structure of the commodity sub-bloc

Income in
North (t)

Expected
world interest

rate (Q

Is ihe result of
previous period

demand and ;
supply ;

indicates current period
indicates previous period

World commodity price at (f-/)

Productivity
indicator
in South

(H)

World commodity
price facing the

South (t-i)

4.4.4 Locating African Commodity Trade in the
Global Market

In this section, an attempt is made to combine the global commodity
model formulated above with the export supply models specified in
section 4.3. The combined model works at two levels. Firstly, the sup-
ply of exports from all South together with the demand for such exports
from the North will determine the world price of commodities. Here the
market is assumed to be a flexi-price one, with price determination fol-
lowing a Marshallian market period in the very short run. The current
world price, which is determined from this market, is taken as the rele-
vant information signal for African producers, who are assumed to re-
spond accordingly in the coming period. The impact of this world price
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on African supply may be envisaged in both the short and the long run.
The error correction formulation for African supply reflects these sepa-
rate effects. These two sub-models relating to African supply and the
global market are combined in Chapter 6. Diagram 4.4 sketches how
the commodity sub-bloc of our North-South model works.

4.5 CONCLUSION

The main concern in this chapter has been to outline the determinants
of foreign exchange supply to Africa. We noted that there are two basic
sources of foreign exchange for Africa: namely, capital inflows (com-
ing both as FDI and as aid) and export earnings. The flows of capital to
Africa are found to depend on the relative (to Other South) position of
Africa in terms of economic, political and strategic self-interest indi-
cators. This finding will be used in building the allocation of capital
flows section of the North-South Model developed in Chapter 6.

The second important source of foreign exchange for Africa is de-
rived from the export of primary commodities. Three competing mod-
els of export supply for the three regions and four commodity catego-
ries are analysed. Although the results are mixed, the model based on
the real exchange rate (Model II) is found to be comparatively the best.
This model underlines the importance of both relative prices and capital
formation indicators. However, in section 4.3 I have argued that the
global commodity market does, in fact, influence the level of prices
with which African exporters are faced. In order to address these is-
sues, global demand and supply equations for Southern exports are
specified and estimated. This allows one to locate African export sup-
ply within a global commodity market framework. This formulation is
pursued in the commodity sub-bloc of the model developed in Chapter
6. However, before proceeding to undertake such an analysis, the mac-
roeconomic impacts of capital inflows will first be examined empiri-
cally in the following chapter.



External Finance and the African
Economy: A Macro Approach

5.1 INTRODUCTION

In the previous chapter, some determinants of the supply of external
finance were discussed. Such flows have a number of macroeconomic
implications that require careful management. Specifically, three such
implications may be outlined. The first of these relates to the recipients'
fiscal response in the face of such flows. Section 5.2 will discuss this
issue in the context of the wider literature on recipients' fiscal response.
The second and related impact of such flows relates to the upward pres-
sure, which they place on the level of domestic prices, and the resulting
appreciation of the real exchange rate. As discussed in Chapter 2, this
falls within the 'Dutch disease' literature. Section 5.3 will examine this
issue in relation to Africa. In section 5.4 the positive impacts of exter-
nal finance will be examined. In most African economies this relates to
the possibility that external finance offers to finance imports. The latter,
in turn, will have a positive effect on investment and growth, by re-
lieving the import compression situation discussed in Chapter 3. An
econometric analysis focusing on this issue is given in section 5.4. Fi-
nally, section 5.5 brings the chapter to a close by highlighting a number
of conclusions, arising out of the preceding discussion.

5.2 THE FISCAL RESPONSE TO EXTERNAL FINANCE

5.2.1 Introduction
There is a growing consensus that capital inflows - which, in Africa,
predominantly come in the form of aid - will have serious macroeco-
nomic ramifications. In this section, I will focus on one aspect of this
impact, relating specifically to the recipients' fiscal response to such

173
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flows. Critics of Chenery and Strout's (1966) two-gap model have ar-
gued that foreign capital inflows, and aid in particular, may represent a
useful substitute for savings (Griffin 1970, Griffin & Enos 1970,
Weisskopf 1972). Indeed, these commentators note that a large fraction
of such flows is likely to be used to increase consumption. Papanek
(1972), on the other hand, argues that these critics have mistaken asso-
ciation for causation.1 This 'aid-saving debate' has continued for nearly
three decades.2 In his original work, Griffin (1970) suggested different
avenues through which a decline in savings might take place. The first
such avenue could arise as a consequence of capital inflow's negative
impact on government's efforts to levy or collect tax. Indeed, such in-
flows might even provide an incentive for governments to reduce tax.
Similarly, these inflows might encourage governments to increase pub-
lic consumption. The second avenue, suggested by Griffin, relates to
the presumed negative effect of capital inflows on private savings and,
finally, to its stimulating impact on consumption of importables and
exportables (Griffin 1970: 106-7). The first avenue, taken together
with the nature of public expenditure in recipient countries, has been
articulated around what White (1992) terms the 'fiscal response' liter-
ature. This literature builds on the works of Heller (1975) and its exten-
sion by Mosley et al. (1987). This section also addresses this issue by
focusing on two types of taxes which, in previous studies, are usually
aggregated, as well as on government consumption expenditure.

Heller's original contribution is articulated in a model that assumes
that public sector decision-makers maximize a utility function compris-
ing public investment, public consumption3 and borrowing from do-
mestic sources (Heller 1975). By taking the variables as a deviation
from their targeted values, the utility function is operationalized
through a functional form that ensures diminishing marginal utility
from each of the choice variables. The targets are further specified as a
function of current and lagged values for a number of macroeconomic
variables. These are imports, private investment, income and a social
variable representing primary school enrolment. By maximizing this
function, subject to the constraint that government expenditure should
equal revenue (including foreign grants to the public sector and public
foreign loans), Heller solves for the set of first-order equations that
yield structural equations for the estimation. Using data from various
African countries, the study highlights a number of broad findings.
Firstly, the impact of foreign inflows (and especially those coming in
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grant form) on taxation levels is generally found to be negative. Sec-
ondly, foreign loans and other types of inflow are found to have an
even greater negative impact on levels of domestic borrowing. Thirdly,
inflows coming as grants are partially allocated to a consumption bud-
get. Fourthly, foreign loans appear to lead both to an increase in total
expenditure, and to the restructuring of the mode of domestic financing
and pattern of public expenditure. (A full mathematical formulation of
Heller's model is attached in Appendix 5.1.)

Mosley et al. (1987) have basically adapted and extended Heller's
model by including aid's impact on growth of output and minor chang-
es in the presentation of the public sector variable specification. Aid's
impact on growth is considered by further specifying the target level of
government investment. Thus, in Heller's original model, the target
level of public investment is given as a function of lagged income and
current private investment. Mosley and colleagues made two exten-
sions to this model. Firstly, the private investment section of the model
is further specified to include the price effects (a 'Dutch disease' type
of relative price change) of aid inflows. Secondly, income is specified
as being determined by a production function comprising public and
private capital stocks and labour. Their finding, which is based on an
OLS estimation, is that 'aid in the aggregate has no demonstrable effect
on economic growth in the recipient countries'. This, they suggest,
holds equally true both for the 1960s and the 1970s. Mosley and col-
leagues conclude that this may be due to the possibility of leakage into
non-productive expenditure in the public sector as well as the transmis-
sion of negative price effects to the private sector.

One of the criticisms of Heller's model, which is addressed in the
Mosley study, relates to the possible indirect positive impact of aid on
taxes through its presumed positive impact on output (income). Other
studies which adopt Heller's basic formulation have also been criti-
cized along similar lines (McGillivray 1994, White 1994). Thus, White
(1993) has attempted to reformulate Heller's model by explicitly con-
sidering these indirect effects. Closer examination of White's (1993)
reformulation reveals that the new (demand-driven)4 model is based ex-
tremely heavily on the assumed existence of a Keynesian closure. (In
other words, the model assumes the existence of a demand-constrained
developing economy.) This assumption is taken almost as axiomatic,
and hence, various conclusions, including the possibility that aid may
raise taxes are drawn, based on this. However, it could be argued that
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such an assumption cannot be sustained, in light of the substantial lit-
erature relating to the 'Dutch disease' effect. Further, the fact that most
developing countries, particularly in Africa, are, in fact, supply-con-
strained,5 would tend to throw further doubt on this assumption. More-
over, even if we accept as reasonable the incorporation of this supply
argument, then its possible impact on income is likely to be felt only
after a certain lag. Within an agricultural economy this lag may be as
long as a year for annual crops, and longer for perennials. Consequent-
ly, the effect of the previous period level of capital inflow will already
be incorporated within the current level of income. This fact stands as
the main justification for using such variables in equations [1] and [2]
below of the model used in this study.

However, in spite of the above reservations, empirical results sup-
porting the Heller-Mosley studies have been documented for marfy
countries (see White 1992: 194). Notwithstanding this fact, two recent
empirical studies have produced quite different results. Thus, Gang and
Khan (1991) tested the above model using country data for India and a
three-stages least-square technique. They conclude that the results of
this analysis may be taken as confirming Heller's findings that in the
presence of aid, there exists a negative relationship between taxes and
government investment. However, Gang and Khan reject Heller's other
main finding that grants and loans by and large go towards financing
consumption. Research undertaken by Pack and Pack (1990) has also
produced results which would appear not to accord with those of the
Heller-Mosley studies. Based on an econometric analysis of a four-
equation model depicting the fiscal posture of the Indonesian econ-
omy,6 they conclude that foreign aid actually stimulates total develop-
mental public expenditure. Further, they note that nearly half of the
revenue for such expenditure was raised by the Indonesian government
from its own sources. However, the R2 value reported, 0.99 per cent in
almost all cases, leads one to question whether this result is free from
spurious regression problems.7

To sum up, the recipient fiscal response literature holds that the
government welfare (Mosley et al. 1987) or utility (Heller 1975) func-
tion may be maximized by narrowing the gap between the desired and
actual performance of the government, subject to financing constraints,
of which foreign inflows represents just one. One major shortcoming of
this approach is the assumed existence of such a decision-making
framework in the form of a public sector utility function. Even if one
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accepts this assumption a la Freidman (1953), nevertheless such a
framework has a serious shortcoming, in that an additive assumption is
included within the utility/welfare functions. Clearly such an assump-
tion cannot hold if the arguments used in the utility/welfare functions
are interdependent, as is the case in these functions.8 A further short-
coming of this approach stems from the fact that expenditure and reve-
nue equations are set as binding constraints, inasmuch as the approach
implicitly assumes that the utility function is the adjusting variable.
However, by incurring a deficit, the budget constraint itself could, in
practice, also become the adjusting variable.

Thus, a number of major drawbacks may be identified in relation to
the fiscal response literature. Firstly, the decision-making framework is
not plausible, not only because it is inconsistent within its own frame-
work9 but also because decision-makers in most developing countries
actually use a different framework, outlined below. Secondly, the eco-
nometric approach employed in these studies is extremely weak. Spe-
cifically, most series used in these studies have not been tested for the
stationarity assumption. In fact, our own analysis of the series for vari-
ous African economies reveals that these are not, in fact, stationary.
Naturally, this would tend to imply that previous regression results re-
ported in the literature might be spurious. Moreover, no diagnostic test
is reported for these results. Indeed, for some of these cross-country
studies, quite important tests, such as for parameter stability, have not
been conducted. Thirdly, the tax variables used in the literature relate to
aggregate taxes. Disaggregating taxes into different categories, such as
direct and indirect, is likely to yield quite different results. Finally, the
study relating to Africa as a whole not only is restricted in its sample
size, but also fails to examine the variation across different African
regions. The present study, therefore, represents an attempt to rectify
these various shortcomings. Thus, in section 5.2.2 an alternative deci-
sion-making framework will be outlined and a relevant model and the
equations used for the estimation will be specified. The model will fo-
cus on two types of taxes and government current expenditure. Section
5.2.3 will report on some of the estimated results and discuss their im-
plications. Finally, section 5.2.4 will highlight a number of conclusions,
based on the preceding discussion.
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5.2.2 The Model
As has been argued above, the decision-making framework of utility
maximization used in the fiscal response literature not only is inconsis-
tent, but also does not reflect how decisions about financing are actual-
ly made in most African countries, in which foreign inflows are im-
portant. An alternative approach,10 which tallies more closely with the
stylized facts in relation to Africa, may be outlined as follows. Firstly,
policy-makers will have a targeted level of expenditure, based on pro-
jected growth and social development objectives. These policy-makers
are confronted with three costly means of financing this desired level of
expenditure. The first alternative is to finance this through foreign cap-
ital inflows. However, such an option brings with it implicit costs, in
the form of policy conditionality, as well as the accumulation of a bur-
den of debt.11 The second alternative is to finance this expenditure by
raising revenue domestically. The implicit costs of this option arise
from the institutional problems as well as political implications associ-
ated with having to levy taxes. Finally, if the desired level of expendi-
ture cannot be financed through these two mechanisms, governments
may be forced to resort to deficit financing or expenditure reduction to
the extent that is tolerable. However, such an option is likely to have
costly political implications in the form of inflation and possible social
unrest.

The choice of these alternative mechanisms moves recursively from
the first to the third, depending on the availability of foreign finance as
well as the associated implicit political/developmental cost attached to
each by policy-makers.12 If, for geo-political or economic supply rea-
sons, foreign inflows are made easily available, then this will represent
the least-cost financing mechanism, since it simultaneously minimizes
the political risk associated with deficit financing13 and, at the same
time, ensures the desired economic and social expenditure. However,
such inflows might have the effect of discouraging domestic revenue
collection, or even encouraging public expenditure,14 sometimes in an
undesired direction, as a consequence of fungibility. Furthermore, the
composition of public expenditure also matters. Thus, if the foreign ex-
change demand component of the public expenditure is high, then gov-
ernment may be faced with its own foreign exchange constraint, a la
Chenery and Strout (1966). This, in turn, will put further pressure on
the use of foreign inflows. In this recursive approach to the financing
of public expenditure, which instrument of financing should be used at
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a particular point in time is entirely an empirical question. More spe-
cifically, this choice will depend, to a great extent, on the availability
and timing of foreign inflows and the associated valuation of different
instruments of financing by policy-makers.

Such a decision-making framework has a simple and clear implica-
tion for empirical work. From the point of view of the government of a
developing country, the supply of foreign inflows may be assumed to
be exogenously determined. However, such inflows are likely to affect
both tax revenue and government expenditure. Thus, an econometric
model with a recursive structure, which simultaneously allows for ad-
justment to past disequilibrum is likely to represent a relevant estima-
tion technique. This will allow individual equations (numbered [1] to
[3] below) to be estimated using Ordinary Least Squares (OLS), after
their formulation within an Error Correction Model (ECM). Following
this approach, three sets of equations, derived from a simple model that
attempts to capture the recipients fiscal response to foreign inflow are
estimated using pooled time series and cross-country data (1970-90)
for the three regions covered in this study. Thus, in the following sec-
tion, a model will be outlined which attempts to depict the fiscal pos-
ture of a typical African economy. This model comprises three behav-
ioural equations and one closure. Although the closure may be used for
simulation purposes, nevertheless its inclusion does not have a direct
bearing on the estimated equations. The scope of the model here is lim-
ited to examining the impact of foreign inflow on taxes and govern-
ment current expenditure.

(i) Direct tax

Direct tax (TJ) is set as a function of economic activity (Q) and capital
inflow (F). This function in log-log form is given by equation [1]. The
log transformation is used throughout in order to exploit its dual ad-
vantages of correcting skewed distribution and tackling possible het-
eroscedasticity.

In7^ =ax + pn\nQ + pn\nF or

Td =AQPnFPn where: ax=\nA [1]

where: J3U > 0 ; J3U<O
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By increasing the tax base, economic activity (g) is believed to
have a positive impact upon tax revenue. In the equations which are es-
timated below, the correlation coefficient between Q and F is checked
to avoid possible multicolinearity. Only when such a correlation co-
efficient attains an acceptable value is the estimation carried. (Such a
diagnostic check is also undertaken for equations [2] and [3] below.)

(ii) Indirect taxes
The level of indirect taxes in most African countries is closely related
to external economic activity, and specifically to the level of exports
(X) and imports (M). The level of these taxes is also directly related to
private consumption expenditure (Cp), since such taxes are usually im-
posed on privately consumed commodities. Finally, foreign inflows are
also allowed to affect this type of taxation. This is given formally by
equation [2]:

In2J = a2 + JS2l \nCp + P22 l n (X+ M) + P23 inF [2]

where: J32l > 0 ; fi22 > 0 ; J323 < 0

(iii) Government current expenditure
The level of current government expenditure (G) is assumed to be pos-
itively related to total revenue (7) and foreign inflows (F). It is also
specified to be positively affected by external interest payments on both
concessional (iw*) and nonconcessional (iw) loans. The final argument
used in this function is a lagged value of the dependent variable. This is
included in order to portray the persistence of previous patterns of ex-
penditure. This is formally given in equation [3]:

ax + J33l inT + J332 \nF + f533 I n i ^ + J3M lniw + l n G M [3]

where: J33l >0 ; for/ = 1...4

These three behavioural equations [l]-[3] may be closed by a pub-
lic deficit [DEF] equation. This equates the difference between govern-
ment total expenditure (government current expenditure, G, and gov-
ernment investment, Ig) and total revenue (which is the sum of total tax
revenue, Td + Tj, other government revenue, To, borrowing from do-
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mestic banks Zb, and resource transfer from the private sector, Zp) with
the total capital inflow. The last two items, Zb and Zp, are balancing
items that could be derived by subtracting public saving, current reve-
nue minus current expenditure, and foreign savings, Fg, of the govern-
ment from public investment, L.15 This closure is given as equation
[4].16

Z = Zb+Z = G + / -{Td+Tt+To+F) [4]

5.23 Estimation Results
Data sources
Government current expenditure is obtained from IMF Government
Financial Statistics (GFS) and indirect taxes from World Bank (World
Tables 1994). Direct taxes are derived as the difference between total
government current revenue (World Bank, World Tables or African
Development Indicators, ADI, and IMF's GFS) and the sum of indirect
taxes and other tax revenues as defined in the IMF's GFS. Finally, cap-
ital inflow is derived by taking the difference between current and pre-
ceding year's stock of bilateral, multilateral and private debt stock plus
grants (World Bank, World Tables). Grants are taken from the IMF's
Balance of Payment data tape (and relate to lines 39 and 40 of IMF's
Balance of Payment, or BoP, Yearbook, dealing with inter-official
transfers). Concessional interest payments are taken from World Debt
Tables (World Bank) while non-concessional interest payments are
derived by multiplying loans from commercial banks by the three
months LIBOR rate. All flows are considered since all are capable of
placing pressure on tax and current expenditure variables.

The classification of countries is based on that set out by the United
Nations Economic Commission for Africa (UN-ECA).17 As in the pre-
vious chapter, the data is based on eight countries within the ESA re-
gion, ten countries in the WCA region and three countries in the NA
region. Each relevant variable is taken from a consistent macroeco-
nomic database (1970-90) built along the lines discussed in Chapter 3.
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Table 5.1c Co-integration test for fiscal response model

Equation #

ESA
Direct taxes
With bilateral
Indirect taxes
Gov't expenditure
With grants

NA
Direct taxes
With multilateral
Indirect taxes
With private flows
Gov't expenditure
With multilateral

WCA
Direct taxes
With bilateral
Indirect taxes
With private flows
With grants
Gov't expenditure

Engel-
Granger

ADF statis-
tics

-1.082
-1.32
-4.34
-1.82

-3.86
-3.90
-3.85
-3.74

-3.90

-2.75
-2.53
-2.39
-2.21
-3.34
-2.04

Mackinnon
critical value

at 5%

-3.80
-3.84
-4.19
-4.22

-3.63 **
-3.63 **
-3.64 **
-3.66 **

-4.06

-3.54
-3.59 **
-3.51 **
-3.58 **
-3.49 **
-3.95 **

Johansen
likelihood

ratio

33.60
26.70 ++

81.40 +

57.42
75.40 +

32.83
28.96
40.80
60.06

24.51 ++

43.60
51.50 ++(+a ls

49.38
34.93
35.86
78.00 +

Mackinnon
critical value

5%

29.68
24.31
53.12
47.21
53.12

29.68
29.68
29.68
29.68

24.31

29.68
o) 24.31

29.68
29.68
29.68
53.12

1%

35.65
29.75
60.16
54.46
60.16

35.65
35.65
35.65
35.65

29.75

35.65
29.75
35.65
35.65
35.65
60.16

** [*] are Mackinnon critical value at 10% [1%] level of significance (others at 5%).
The Johansen test used assumes linear deterministic trend in the data with intercept, no trend, in
the test VAR (i.e., the co-integration equation (CE), as an indicator of long-run equilibrium rela-
tion, has no trend).
+ assumes intercept but no trend in CE and no intercept in test VAR.
++ assumes no deterministic trend in the data with no intercept or trend in the CE or test VAR.
+++ assumes no deterministic trend in the data with intercept, no trend, in CE and no intercept in
test VAR.
# The test is with aggregate flows (the sum of bilateral, multilateral, private and grants unless
specified otherwise).

Results
Most econometric studies of the fiscal response literature fail either to
report satisfactory diagnostic tests for their models or to test for the sta-
tionarity assumption. It is implicitly assumed either that the series are
stationary or that they are co-integrated, without any formal investiga-
tion actually being undertaken. This casts doubt over the empirical re-
sults arising from studies based on such fiscal response models. In what
follows, estimated results that correct for these deficiencies are re-
ported. Tables 5.2-5.5 report results obtained from pooled time series
(1970-90) and cross-country data for three regions of this study.
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Prior to estimation, each series is tested for stationarity using the
ADF unit root test. This is followed by a co-integration test between
the hypothesized relationship using both the Engel-Granger (1987) and
the Johansen (1988) methodologies. Only models that passed these
tests are estimated and reported upon. The results of these tests suggest
that a long-run relationship exists within our models (see Tables 5.1a-
c). I have used Hendery's General to Specific (GS) methodology to ar-
rive at parsimonious functional forms. Various diagnostic test results
are also reported upon. Finally, since all the variables are again in loga-
rithmic form, the coefficients obtained may also be interpreted as elas-
ticities.

(0 Direct taxes

The estimation of direct taxes is pursued by first examining a sec-
ond-order ECM equation. The second-order ECM for the ESA region is
basically similar to its special case of first-order ECM, the only differ-
ence being that the short-run, one-period lagged value of GDP in sec-
ond-order ECMs has a statistically significant elasticity coefficient of
0.47. Hence, the first-order ECM for the ESA region is reported in Ta-
ble 5.2. Similarly, the second-order ECM for both the NA and WCA
regions is nearly identical with the first-order ECM reported in Table
5.2. These results show that the restriction imposed in the second-order
ECM is plausible.

As can be seen from Table 5.2, direct tax has a statistically signifi-
cant positive elasticity with respect to GDP, especially in the long run.
This elasticity is nearly identical in the ESA and NA regions, while rel-
atively lower in WCA. The estimated equation is also characterized by
the fact that adjustment to disequilibrium is very rapid in WCA, and
successively slower in the NA and ESA regions. In general, the impact
of total capital inflows is not found to be statistically different from
zero. However, its short-run negative impact within the WCA region is
significant at a 10 per cent level of significance, although with a low
potency. Indeed, the long-run elasticity for the ESA region also sug-
gests such a negative impact, at a 14 per cent level of significance.
Notwithstanding its statistical insignificance, one notes a generally neg-
ative elasticity coefficient for direct taxes with respect to capital in-
flows. This clue leads one to investigate further the possible impact of
different types of capital inflows.
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Similar to our discussion in Chapter 4, the ECM form of the models
in Table 5.2 above may be given as follows (illustrated with ESA
model):

ATd = A.09AQ-0.04AF-40 (T^i -0.11'Q^ + 0.21F_i )

where the long-run equilibrium relation is given by Td= 0.11 Q- 0.2IF.
Estimation of variation of elasticities across different financial in-

struments is undertaken by starting with a second-order ECM and
working out towards a first-order ECM model, in search of parsimoni-
ous functional forms along the G-S approach. Only the bilateral inflow-
based estimation for the ESA region is found to be important. This es-
timation is given below.

ESA with bilateral flows

ATd=-0.6AATdt-\ + 0.89Ay, + 1.37AyM -0.10AF, -

(-4.7)* (2.4)* (3.2)* (-1.8)A

0.13AF,_i - 0.59 (Tdt-2 - 0.11yt-i + 0.3F,_2) -

(-1.94) + (-2.8)* (14.0)* (-3.3)*

1 .SDUga + O.lADuZam

(-3.4)* (2.7)* [5.2.1]

R2-adj = 0.39 Jarque-Bera 4.8(0.79)
Reset 2.16(0.15) LM 2.04(0.16)
R2-level = 0.55 BG = 0.32(0.72)

Notes:
Values in bracket are /-values, while for diagnostic test P-values are given
(see Appendix 4.1).
The sign difference between the t-values and the coefficients in the ECM
term may be explained by the fact that the t-values refer to the long-run
coefficient.
* implies 1%. + 5% and A10% level of significance.
LM is a hetroscedasticity test while BG is the Breuch-Godfery test for se-
rial correlation.
The 5% (2 degrees of freedom) value for Jarque-Bera is 5.99.
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As can be seen from this estimation the diagnostic checks are quite
acceptable with almost all values of coefficients being statistically sig-
nificant. With a long-run elasticity of -0.30, these results clearly dem-
onstrate that foreign inflows will have a negative impact in both the
short and long run. For the other regions the second-order ECM does
not differ from its first-order variant. Hence, only the latter is reported
in Table 5.3.

Table 5.3 reports on the statistically significant results obtained by
disaggregating capital inflows into the categories 'Bilateral', 'Multilat-
eral', 'Grants' and 'Private inflows'. An exhaustive search process is
undertaken before arriving at Table 5.3. For the ESA region estimation
results are found to have statistically insignificant coefficients with all
other capital inflow categories, with the exception of bilateral flows. A
comparison with Table 5.2 indicates that, compared to aggregate flows,
using bilateral flows within the estimation has a strong potency in the
short run. For the WCA region both grants and multilateral flows are
non-stationary series. Both failed a co-integration (Johansen 1988) test
with GDP and direct taxes. However, the bilateral flow is found to be
co-integrated with GDP and direct tax and also has a strong long-run
elasticity, which was missing in the aggregate estimation for Table 5.2.
The estimation for the NA region is less impressive in terms of its diag-
nostic test. However, the results of this test do suggest a short-run
negative elasticity coefficient of direct tax with respect to multilateral
flows. A model which included the other types of capital flows failed a
co-integration test, and so could not be estimated.

2. Indirect taxes

Estimation of the indirect taxes equations is undertaken starting
from a general specification of a second-order ECM. This general spe-
cification is similar to its first-order formulation for the ESA region.
For the NA and WCA regions the second-order ECM performed best,
and hence the results from this are reported below. The estimation of
the second-order ECM for the WCA region, using the total inflow, bi-
lateral and multilateral inflows, respectively, yields similar results to
that obtained from the first-order ECM and, hence, only the first-order
result is reported in Table 5.3. However, the parsimonious second-order
ECM estimation using private inflows and grants, respectively, gave
the best of the functional forms and so is reported below.
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WCA with private flows

ATt = 0.28A77,-i + 0.60AQ?,+ 0.27ACp t-\ -

(-2.2)+ (4.4)* (2.0)+

0.27 (77,_2 - \mCpt-2 + 0.12F,_2 + 2.41) + 0A9DGab

(-3.1)* (9.7)* (-1.94)A (-3.4)* (4.3)* [5.2.2]

R2-adj = 0.37 Jarque-Bera 1.4(0.50)
Reset 0.90(0.35) LM 0.08(0.78)
R2-level = 0.67 BG = 0.91(0.41)
All variables are in natural logarithms. Notes as given in eq. [5.2.1].

WCA with grants

A Tt = -0.08Ar/M + 0.68ACpt + 0.09ACpt-\ + 0.01AF, + 0.07AiVl -

(-0.82) (8.2)* (0.82) (0.13) (1.42)

0.24 (77,_2-0.95Q?,_2 + 0.13F,_2+ 1.71) + 0.249DGab

(-3.7)* (11.6)* (-1.42) (-3.3)* (3.1)* [5.2.3]

R2-adj = 0.43 Jarque-Bera 2.5(0.50)
Reset 0.00(0.99) LM 9.4(0.00)
R2-level = 0.64 BG = 3.2(0.04)
All variables are in natural logarithms. Notes as given in eq. [5.2.1].

These two equations show that both private inflows and grants have
no short-run impact. However, both variables are found to have a sta-
tistically significant negative impact in the long term, this being greater
in relation to private inflows than grants.

For the NA region, the second-order ECM is found to be the best
specification. Two equations, identified in an exhaustive searching pro-
cess, were found to be acceptable on statistical grounds and so are re-
ported on below. The first of these uses total capital inflows, while the
second uses private inflows to North Africa. Although both equations
show strong negative elasticities with respect to capital inflows, the
impact of private inflows is found to be important in the short run and
to have a stronger impact in the long run. Given the relative importance
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of private inflows in North African countries this result is entirely plau-
sible.

NA with total inflows

Ar,= -0.36A77,_i + 1.1AZM, +0.61AXMM-0.03 A F , -

(-1.3) (8.2)* (1.1) (-0.50)

0.07AF,_i - 0.80 (77,_2 - 0.93XMt-2 + 0.24F,_2)

(-1.03) (-3.7)* (26.4)* (-7.2) [5.2.4]

R2-adj = 0.27 Jarque-Bera 29(0.0)
Reset 0.08(0.76) LM 2.4(0.13)
R2-level = 0.90 BG = 1.04(0.37)
All variables are in natural logarithms.

NA with private inflows

A 7 / = - 0 . 2 7 A 7 7 M + \2bXMt + 0 . 5 2 A A 3 1 / M - 0 . 1 3 A F , -

(-0.94) (3.6)* (1.2) (-3.0)*

0A4AFt-\ - 0.75 (77,_2 - 0.94XM,_2 + 0.28F,_2)

(-3.0)* (-3.7)* (23.6)* (-6.8)* [5.2.5]

R2-adj = 0.42 Jarque-Bera 5.8(0.05)
Reset 1.2(0.30) LM 2.4(0.14)
R2-level = 0.88 BG = 0.89(0.42) n = 30
All variables are in logarithms. Notes as given in eq. [5.2.1].

The estimation for North Africa clearly demonstrates that the im-
pact of capital inflows on the level of taxes varies across financial in-
struments. Within the NA region, both total and private inflows have a
strong negative impact on indirect taxes in the long run. A percentage
change in inflows to the region leads to 0.30 per cent decline in the
level of indirect taxes in the long run. The remainder of the first-order
ECM estimations for the ESA and WCA regions, using total inflows
are reported in Table 5.4.
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Table 5.4 Indirect taxes and capital inflow (coefficients are elasticities)

Region

ESA
(t-values)

WCA
(t-values)

Con

-0.85
-3.0*

0

Short run

ACP

0.46
6.3*

0.64
8.2*

AXM

0.42
5.4*

AF

-0.01
-0.75

0.02
1.6A

Cp.1

0.63
5.2*

0.64
27.0*

Long run

X M j

0.73*
3.70*

F j

-0.03
-0.63

0.05
1

T M

-0.21
-3.40

-0.31

Region

ESA
(t-values)

WCA
(t-values)

Adj.

ECM

0.67

0.55

R2

Level®

0.84
n=87

0.72
n=87

Chow

1.7*

1.14*

Diagnostic check

Reset

0.19
(0.67)

0.02
(0.90)

Jarque-
Bera

1.3*

2.07*

Multc++

Low

Low

Dum-
my

(i)

(ii)

Notes: See Table 5.2

Constant dummies used:
(i) Kenya 0.14; Tanzania 0.24
(ii) Burkina Faso -0.14; Gabon 0.28; Senegal 0.19
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Table 5.4 shows that indirect taxes are explained by the level of pri-
vate consumption and external trade (comprising the sum of imports
and exports) both in the short and long run. Within the WCA region,
nearly half of past errors are made up for in the current period. The cor-
responding value for the NA region is much higher, as can be seen
from the above estimations, while the value for the ESA region stands
at less than half of that. This finding tallies with the stylized fact that
the NA region has a relatively stronger and more flexible economy than
either the WCA or ESA regions. However, in contrast to what one
might expect, based on the prevailing theoretical orthodoxy, the elasti-
city coefficient of capital inflows does not differ statistically from zero,
although it does show a negative sign, especially in the long run. This
last result is further investigated by exploring the impact of different
types of capital inflows on indirect taxes. For the ESA region the indi-
rect tax equation (eq. 2) is estimated by separately using the financial
categories for bilateral, multilateral and private flows as well as grants.
The diagnostic test results for the four equations are all quite accepta-
ble, and, in all cases, the elasticity coefficient with respect to each of
these flows is not found to be statistically different from zero. For the
NA and WCA regions, the impact of private inflows is found to be sta-
tistically significant, as shown by the second-order ECMs set out
above.

In sum, the major lesson which may be drawn from this analysis is
that an examination of the impact of capital inflows on taxes requires
the disaggregation of these taxes into different components. Indeed, it
would be tempting to conclude that if the foreign capital obtained is
then spent on imports, this might have a positive impact on indirect
taxes, which are largely levied on the external sector in most African
countries. This, in turn, may offset the possible negative impact of
these tax collection efforts on the rest of the economy.

3. Government current expenditure

The estimation for the ESA region using a second-order ECM
yields identical results to that of its first-order variant for all financial
instruments, with the exception of grants. Thus, this parsimonious
functional form is chosen and reported on in Table 5.5. The second-
order ECM, using grants, also highlights a significant positive impact
of these grants in the short run. This is given below.



T
ab

le
 5

.5
 

G
ov

er
nm

en
t c

ur
re

nt
 e

xp
en

di
tu

re
 a

nd
 c

ap
ita

l i
nf

lo
w

 (c
oe

ffi
ci

en
ts

 a
re

 e
la

st
ic

iti
es

)

R
eg

io
n

E
S

A
(t

-v
al

u
es

)

W
C

A
(p

ri
va

te
 f

lo
w

s)

C
on

0 1.
32

3
.0

*

S
h

o
rt

 r
un

A
T

 
A

i w
*

0
.1

5
2

.2
*

0
.0

9
1.

07

A
i w

0
.0

3
0

.9
4

A
F

0
.0

1
0

.6
3

0
.0

7
2

.5
*

T
j

iw
*_

i

0
.3

4
1.

9+

0
.2

0
1.

15

L
o

n
g

 r
un

iw
.i

0
.0

7
0

.9
9

F.
1

0
.2

1
1.

9+

0
.2

0
1.

64
A

-0
.1

9
-2

.9
*

-0
.1

9
-2

.7
*

I I 8-

R
eg

io
n

E
S

A
(t

-v
al

u
es

)

W
C

A
(p

ri
va

te
 f

lo
w

s)

A
d

j.

E
C

M

0
.3

0

0
.2

7

R
2

Le
ve

l®

0
.5

8
n

=
7

8

0
.5

0
n

=
6

2

C
ho

w

2
.8

*

0
.5

1
*

D
ia

g
n

o
st

ic
 c

h
ec

k

R
es

et

0
.0

5
(0

.8
2

)

0
.2

7
(0

.6
0

)

Ja
rq

ue
-

B
er

a

0
.3

8
*

0
.4

7
*

M
u

lt
C

+
+

V
L

o
w

 (
c)

V
L

o
w

D
um

m
y

(i
)

(ii
)

N
o

te
s:

 
S

e
e 

T
a

b
le

 5
.2

C
o

n
st

an
t 

d
u

m
m

ie
s 

u
se

d
:

(i
) 

B
o

ts
w

an
a 

-0
.4

3
, 

K
en

ya
 -

0
.0

6
, 

M
a

d
a

g
a

s
c

a
r 

-0
.2

(i
i)

 B
en

in
 -

0
.5

4
; 

C
a

m
e

ro
o

n
 -

0
.2

6
; 

C
en

tr
al

 A
fr

ic
an

 R
e

p
. 

-0
.4

6
; 

G
h

a
n

a 
-0

.5
9

; 
S

e
n

e
g

a
l 

-0
.3

0
; 

Z
a

ir
e 

-0
.2

0
.

I t



194 Chapter 5

ESA with grants

AG7 = -0.18AGM + 0.13Az>, + O.OIA/Wi +

(-1.33) (1.8)A (0.17) (0.37)

0.05AzwM + 0.06AF, + 0.06AFM

(1.8)+ (1.7)A (1.6)~

-0.14(G,_2 + 0.03z>,_2 + 0 .03 /^2 -0 .57^2)

(-2.18)+ (-015) (-0.23) (3.3)* [5.2.6]

R2-adj = 0.23 Jarque-Bera = 1.9(0.38)
Reset = 2.3(0.13) LM = 8(0.01)
R2-level = 0.40 BG = 1.4(0.26) n = 79
All variables are in logarithms. Notes as given in equation [5.2.1].

This result shows that although the short-run impact of grants is ex-
tremely weak, nevertheless its long-run elasticity remains very strong
(at around 0.60). Similarly, the second-order ECM for the WCA region
is also found to be the best functional form, and so is reported on be-
low. The results also indicate that capital inflows within the region
have a strong positive impact in both the short and long run.

WCA with total inflows

AG7 = -0.40AGM - 0.14Az>, - 0.24A/>M + 0.06A/w/+

(-3.0)* (-1.3) (-2.7)* (1.2)

0.14AzwM + 0.10AF, + 0.21AFM

(2.0)+ (2.2)* (3.7)*

-0.39 (G,_2+ 0.004z>,_2 + 0.15iwt_2 - 0.36F,_2)

(-5.4)* (-0.02) (-2.7)* (2.3)* [5.2.7]

R2-adj = 0.43 Jarque-Bera = 6.5(0.04)
Reset 1.1(0.29) LM = 0.05(0.81)
R2-level = 0.77 BG = 0.4(0.70) n = 59
All variables are in logarithms. Notes as given in equation [5.2.1].
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The variables in the government expenditure function for North Af-
rica are not co-integrated with any of the types of financial instruments,
with the exception of multilateral flows. The second-order ECM using
multilateral flows is found to be the best functional form and is given
below.

NA with multilateral inflows

AG7 = -0.81AGM - 0.16Az>, - 0.24Mw*t-\ + 039ATt +

(-5.9)* (-1.7)A (-2.0)+ (3.8)*

0.55ArM + 0.08AF, +

(4.2)* (2.3)* (4.3)*

0.65 (G,_2 + 0.52/>,_2 - +1.4r,_2 + 0.23F,_2) -

(-5.8)* (-3.5)* (15.0)* (2.4)*

02WAlg-026Tun

(-2.1)+ (-2.5)* [5.2.8]

R2-adj = 0.75 Jarque-Bera = 1.2(0.56)
Reset = 5.4(0.03) LM = 0.37(0.55)
R2-level = 0.95 BG = 0.8(0.45) n = 34
All variables are in logarithms. DAlg and DTun are dummies for Algeria
and Tunisia, respectively. Notes as given in equation [5.2.1].

Contrary to what one might expect, the equation for the NA region
has a statistically significant negative elasticity with respect to conces-
sional interest rates. An observation of the plot of government current
expenditure and concessional interest payments shows an upward trend
for both series. An alternative estimation that excludes T (total revenue)
from this functional form18 results in a similar coefficient for all, with
the major difference that the concessional interest rate payment coeffi-
cient is not statistically different from zero, although still showing a
negative coefficient. This, combined with a low RESET value, suggests
that caution should be exercised in using this equation. Non-conces-
sional interest payments are excluded from this equation, owing to lack
of sufficient data points.
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Table 5.5 reports estimation results for equation [3], using the first-
order ECM. It shows that - with the exception of the WCA region, us-
ing the second-order ECM - aggregate capital inflows have no effect
on government current expenditure in the short run. In the long run,
however, such inflows are found to have a statistically significant posi-
tive impact in all regions. Within the ESA region, interest payments on
concessional loans, both bilateral and multilateral, are found to have a
significant and positive short- and long-run impact. However, this is
not found to be statistically significant in the WCA region, especially in
the long run. The adjustment coefficient is, in general, low, indicating
the difficulty of adjusting to past disequilibrum on government current
expenditure. However, there exists an important variation across re-
gions, with the highest adjustment coefficient found for the NA region,
followed by the WCA and ESA regions.

Following a similar procedure as for tax equations, various estima-
tions for equation [3] based on different types of capital inflows are
undertaken. The estimation for the ESA region, using bilateral, multi-
lateral and private capital inflows, respectively, produces coefficients
which are not found to be statistically significant. However, the esti-
mation using grants exhibited statistically significant values and, hence,
its second-order ECM estimation is given above. For the WCA region,
on the other hand, the model based on grants could not pass the rele-
vant co-integration test. The estimation using bilateral flows produces
coefficients, which are not found to be statistically different from zero.
However, the coefficient for private capital inflows, shows a statisti-
cally significant elasticity of 0.07 in the short run, and 0.20 in the long
run. Indeed, the latter is lower than the aggregate elasticity obtained
from the second-order ECM reported above. In relation to the NA re-
gion, the estimation using bilateral flows could not pass a co-
integration test, while the estimation with grants, in addition to having
poor Jarque-Berra statistics and suffering from high kurtosis, does not
indicate a statistically significant elasticity. Private capital flows also
indicate a statistically insignificant coefficient. However, the estimation
using multilateral flows and a second-order ECM is found to be the
best and so is reported on above.

5.2.4 Summing Up
In this section an attempt to quantify the fiscal response of African
economies to external finance is made. The method adopted differs
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from the existing literature at two levels. Firstly, and for the most part,
it departs from the assumption that governments of developing coun-
tries will seek to maximize utility. This assumption stands as the cor-
nerstone of most studies in this topic. However, in this book, we depart
from this assumption in search of realism. Secondly, by using the latest
developments in time series econometrics, the analysis presented in this
section overcomes the other major shortcomings of the previous stud-
ies: namely, spurious regression and poor econometrics. The fact that
almost none of the series in the sample are found to be stationary cer-
tainly raises questions about the validity of previous empirical studies.

By proposing an alternative decision-making framework based on
the stylized facts in relation to Africa, several sets of equations are es-
timated, using an Error Correction Model. The results of the analysis
are mixed. However, the following major points may be generalised
from this section. Firstly, the impact of capital inflows on taxes varies
across the type of inflows, the nature of taxes and between regions. In
general, bilateral flows are found to have a negative impact on direct
taxes. The long-run elasticity for direct taxes with respect to bilateral
inflows ranges from -0.22, for the WCA region to -0.30 for the ESA
region. On the whole, indirect taxes are found to have a statistically
significant relationship with private inflows, although grants are also
found to be important within the WCA regions. As a result, the long-
run elasticity of indirect taxes with respect to private inflows varies
from -0.12 for the WCA region, to -0.28 for the NA region. Secondly,
capital inflows, in general, have a strong positive impact on current
government expenditure in all regions. Such a positive impact is ac-
centuated with the use of grants in the ESA region reaching an elastic-
ity coefficient of 0.57. Private capital inflows within the WCA region
also show a positive but less strong elasticity coefficient of 0.23.

A number of important tentative conclusions may be drawn from
the above analysis. Primarily, the analysis presented in this section
clearly demonstrates the importance of investigating each financial in-
strument for each of the different regions. This analysis also has im-
portant implications in relation to liberalization policies, such as struc-
tural adjustment programmes (SAPs), currently being implemented in
Africa. Capital inflows to Africa generally came being conditional up-
on deficit reduction. However, these inflows have an inherent tendency
to aggravate the deficit and so may result in governments drifting away
from sustainable self-financing behaviour. A further important impli-
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cation of the analysis relates to the impact of capital inflows on the dis-
tribution of income. By ensuring a reduction in direct taxes (as opposed
to indirect taxes which usually are levied on ordinary consumer items),
bilateral flows could influence the distribution of income in favour of
those big firms, the commercial sector and the like, for which income
taxes are important. Conversely, the opposite effect may arise from pri-
vate inflows. Since the former types of inflow comprise the bulk of
capital inflows to Africa, their effect is likely to be relatively the more
important.

In sum, capital inflows to Africa may be thought of as beneficial,
not only if such flows are worth their financial costs, but also as a con-
sequence of their long-run effect on deficit financing and the distribu-
tion of income. This requires the computation of similar elasticities at
each country level. And, perhaps more importantly, this also suggests
that macroeconomic modelling in Africa should explicitly take this is-
sue into account. Hence, the prototype model of Africa developed in
Chapter 6 will explicitly incorporate these issues.

5.3 AID AND THE 'DUTCH DISEASE' IN AFRICA

5.3.1 Aid and the 'Dutch Disease': An Overview
From mid-1960s onward, the 'two-gap' model and its recent variant the
'three-gap' model, have emerged as the dominant analytical framework
for the analysis of capital inflows to developing countries. The model
helps to identify the capital requirement (labeled domestic and external
'gaps') necessary to achieve a target rate of growth designed a la Har-
rod and Domar. The major criticism of the two-gap model which is
relevant in the context of the present study is its extreme structuralism,
and, hence, the neglect of the impact of relative prices (Findlay 1973).
It is this criticism which has led to emphasis being placed on the
'Dutch disease'19 literature. Historically, the 'Dutch disease' literature
originated from a discussion of the problems associated with managing
revenue from a booming sector of the economy.20 Popularized, among
others, by the works of Cordon and van Wijnbergen, the 'Dutch dis-
ease' concept has come to play an increasingly important role in the
discussion of the macroeconomic impact of temporary resource discov-
ery, in general, and foreign aid, in particular. This section will extend
the discussion of this same issue presented in Chapter 3, in order to es-
tablish the empirical basis for the explicit incorporation of the 'Dutch
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disease' effect within the prototype African model developed in Chap-
ter 6.

The argument runs as follows. Revenue is obtained from a booming
sector. If part of this is spent on non-traded goods (the 'spending ef-
fect'), this leads to a real appreciation in the relative price of non-
tradables relative to tradables. This, in turn, draws resources (the 're-
source movement effect') out of the booming sector into the non-traded
sector (Corden 1984, van Wijnbergen 1984). The growth effect of such
a resource shift is considered to be negative, since traded sectors are
characterized by 'learning by doing' (i.e., dynamic) externalities, which
will have a higher and positive effect on growth (van Wijnbergen 1984
& 1986a, Edwards & van Wijnbergen 1989). It should be noted, how-
ever, that the exact form which this effect takes could also depend on
the flexibility of prices within the factor market. Corden notes that if
the effects of the boom

have raised the real wage in flexible-factor price model, then with a
rigid real wage it would reduce unemployment instead, while if it
would have reduced the real wage in the flexi-price model, it would
generate unemployment in the fix-price case. (Corden 1984: 369)

This analysis has its origins in the 'dependent economy model' of
Salter (1959) and Swan (1960). In both models, small economies are
assumed to be price takers within international markets, and hence their
terms of trade is taken as given. However, changes in the external econ-
omy (such as might be associated with a rise in overseas prices, or ex-
cess demand) may disturb the pre-existing equilibrium. This could re-
sult in a switching of demand from the traded to the non-traded sector.
This, in turn, could entail a rise in the price of domestic, or non-traded
goods and, hence, a subsequent supply reaction. Nonetheless, the final
result will depend on a number of factors, including the relative speed
and magnitude of different effects (Swan 1960: 55-62). Within Salter's
formulation, the reaction to such changes, of, say, higher foreign prices
or excess demand, will depend on two main factors. Firstly, on their
impact on domestic price; and secondly, on the elasticity of substitution
between the traded and the non-traded sector from the supply side, and
the elasticity of demand substitution from the demand side (Salter
1959: 230). Focusing on these issues the 'dependent economy' model
helps to understand such sectoral disequilibrum.

Edwards and van Wijnbergen (1989) argue for similarities between
the discovery of natural resources and aid inflows and, hence, for sim-
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ilarities in the macroeconomic impacts of both. This similarity takes a
number of specific forms. Firstly, both increase foreign exchange avail-
ability, with little or no additional use of domestic factors of produc-
tion. Secondly, the impact of both is almost certainly temporary in na-
ture. And finally, both come in the form of additional foreign exchange
but will, at least partially, be spent on non-traded goods, thus placing
upward pressure on the real exchange rate (Edwards & van Wijnbergen
1989: 1485). The policy conclusion of this observation is that subsidies
to the traded sectors are essential since a 'Dutch disease' type of prob-
lem is likely to occur (van Wijnbergen 1986b: 130). Although their
characterization of aid and the discovery of natural resources as tempo-
rary could be questioned, the other two observations made by Edwards
and van Wijnbergen are important and justify the use of the 'Dutch
disease' approach for analysing the impact of aid.

In order to link the relative price effect of capital inflows with the
two-gap model, van Wijnbergen (1986b) derived his analysis of the
'Dutch disease' effect from a reinterpretation of the two-gap model. He
emphasized that an ex ante wedge between the saving and trade gaps
implies ex ante a home goods market disequilibrum. A binding trade
gap corresponds to excess supply of home goods, and therefore, Keyne-
sian unemployment; and a binding savings gap to excess demand for
home goods, and therefore, classical unemployment.21 Using this basic
structure, Wijnbergen studied the differential impact of aid which
comes in the form of traded goods, or assets easily convertible into
such goods, but which may also partly be spent on non-traded goods.
This could have an effect on the home goods market and hence, on the
real exchange rate. He concludes that substantial, and especially short-
term, aid flows in countries which have less access to foreign capital
will place upward pressure on the real exchange rate (van Wijnbergen
1986b).

5.3.2 Aid, the 'Dutch Disease' and the African
Context

A number of country-specific studies have been undertaken with the
aim of assessing the possibility that a 'Dutch disease' effect may be
present in various African countries. Younger (1992) presents an ac-
count for Ghana and shows the existence of 'Dutch disease' effect in
relation to that country. In Younger's study aid not only leads to an ap-
preciation in the real exchange rate, through inflation, but also to finan-
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cial crowding out of the private sector through governments steriliza-
tion of inflows in the pursuit of a tight credit policy, which usually is
imposed by international lenders. Benjamin et al (1989) constructed a
CGE model for Cameroon with the objective of studying the impact of
the oil boom and its 'Dutch disease' effect. Their results point to the
important differential impact of a boom in the importable and export-
able goods sector, owing to imperfect substitution between these. The
impact in the latter, which is generally agricultural, being negative
while that in the former, which is mainly manufacturing, could in fact
be positive.22 Kayizzi-Mugerwa (1990) formulated a model of Zambia,
which aims to examine the impact of copper prices within that country.
The model's underlying theoretical formulation is the 'Dutch disease'
literature and the author maintains that the 'Dutch disease' model is
largely validated in the case of Zambia. A similar study, which analy-
ses the Egyptian experience of an increase in oil exports within a
'Dutch disease' model framework, is reported in de Macedo (1982). In
contrast, in examining the effects of the coffee boom in Tanzania, Mu-
sonda and Luvanda (1991) fail to accept the validity of the 'Dutch dis-
ease' model for Tanzania. Rather, they emphasize the importance of
examining the pattern of the distribution of gains from the booming
sector in determining its overall outcome. Love (1994) has shown the
'Dutch disease' effect of diamond production in the agricultural sector
(excluding livestock)23 of the Botswana economy.24 Given this evi-
dence of the existence of the 'Dutch disease' effect highlighted in indi-
vidual studies, I will now examine the evidence using cross-section and
time series data relating to Africa. However, before proceeding to the
estimation, I will first examine how the theoretical connection to the
African case is made.

Van Wijnbergen (1986a) uses the 'Dutch disease' model to analyse
one of the effects of Aid in Africa. He notes that, by partially being
spent on non-traded goods, aid places upward pressure on the real ex-
change rate. This leads to the contraction of the traded sector and the
expansion of the non-traded one. This contraction - or 'de-industriali-
zation', to use the original term - and real appreciation results from
what is termed 'the spending effect' (Neary & Wijnbergen 1986: 15-
17). Within a typical 'Dutch disease' model, this spending effect not
only raises the demand for 'specific factors', which are initially em-
ployed within the booming sector, but also, and perhaps more impor-
tantly, the demand for intersectorally mobile factors, such as labour.
This requires either a rise in the wage rate or a fall in the relative price
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either a rise in the wage rate or a fall in the relative price of non-traded
goods, the latter bringing about an increase in the level of unemploy-
ment. This is labelled the 'resource movement effect' and reinforces
the spending effect (Neary & Wijnbergen 1986: 19).

According to Wijnbergen (1986a), the resource allocation conse-
quences of the 'Dutch disease' in Africa is to shift labour from agricul-
tural cash-crop production in rural areas to service employment, mostly
in urban areas. The resulting increase in labour costs within the external
sector effectively reduces its competitiveness. Applying this theory to
data for a number of African countries, he concludes that 'increases in
real volume of aid causes real appreciation.' However, White (1992)
notes that Wijnbergen's estimations suffer from mis-specification (out-
performed by a first-degree autoregressive process), multicollinearity,
wrong t-values and auto correlation. In section 5.3.3, below, I will also
correct for possible spurious regression problems, mis-specification and
multicolinearity. Before that, however, it is worth questioning whether
his theoretical description tallies with a typical African economy.

The contention in this section is that the theoretical reasons for-
warded to describe the mechanism of casual links does not actually fit
with the stylized facts for a typical African economy, even though the
final conclusion arrived at could be similar.25 Moreover, the approach
followed contains a number of serious deficiencies, and hence, an alter-
native, empirically more robust, approach is required. Such an ap-
proach is discussed below. Firstly, I would argue that mobility of re-
sources does not occur that easily, especially in the short run. Thus, in
the short run, inflation arising from supply bottlenecks in the non-
traded sector is likely to represent a more important influence than de-
mand for labour, as hypothesized by van Wijnbergen. Thus, the spend-
ing effect is likely to be important in bringing about inflationary pres-
sure. Secondly, in most urban areas in Africa there exists sufficient la-
bour to meet the demand that may arise from the non-traded sectors,
such as services. Thirdly, in the medium to long run, peasants may
change their product mix. Thus, although the spending effect may re-
sult in a real appreciation in exchange rate, this will usually take place
in the context of idle labour in urban areas and a sticky production
structure in both the non-traded and traded sectors, especially for per-
ennial crops and minerals. Hence, we cannot be sure how the market
clears. However, within a dependent economy framework, these new
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sets of rigidities could express themselves in the form of domestic in-
flation.

To sum up, the following major problems may be found with the
existing literature. Firstly, as discussed above, the propagation mecha-
nism through which the spending effect works may operate differently
in Africa from other parts of the world. Secondly, while most studies
are based on aggregated export data, disaggregation by commodity may
actually result in differential intrasectoral variation. Thirdly, most time
series studies could well be spurious since they do not formally test for
the stationarity assumption. Indeed, the ECM model, which would have
explicitly addressed the disequilibrum phenomena involved in this the-
ory, is hardly employed in the literature. Thus, in order to rectify these
shortcomings, the following simple, linear in parameter, model is for-
mulated. This model, which explicitly emphasizes the spending effect,
is formulated based on some stylized facts relating to Africa. 'Dutch
disease' effects are examined empirically using data from various Afri-
can economies.26 The formulation deliberately emphasizes the spending
effect and its inflationary consequences since this is more relevant
within the African context. Thus, using equations [1] to [6] below, we
will specify the hypothesized relationships.

The first important mechanism is that the foreign inflow (F), to-
gether with other factors (O), will positively affect the demand for non-
tradables (DDNT),

dDDMr

This demand for non-tradables can lead to the appreciation of the
real exchange rate, defined as the ratio of foreign price (Pj) multiplied
by the nominal exchange rate (e). (In other words the local currency
value of the foreign to domestic price,

j L = f{DDNT), f (DDNT) < 0 [2]

where/ is the first derivative.

Combining equations [1] and [2] yields equation [3],
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0 [3]
dF»A

Note that 0* within equation [3] also includes other determinants of
the real exchange rate.

Although this is the general mechanism through which the impact
of foreign inflows on the real exchange rate may be captured, neverthe-
less it does not represent an adequate specification for estimation, since
it fails to clearly identify other determinants of the real exchange rate
falling within O*. Thus, notwithstanding the objective of this study,
which is to isolate the impact of capital inflows on the real exchange
rate, it is nevertheless necessary to locate this analysis within the
broader framework under which the real exchange rate is determined.
In order to accomplish this, we first identified what Edwards (1989)
terms the equilibrium exchange rate 'fundamentals'. These variables
are then used in specifying our empirical equation.

Three main determinants of the real exchange rate may be identi-
fied: firstly, the level of the equilibrium exchange rate (e*); secondly,
the deviation of the (index of) macroeconomic policy (Z) from its sus-
tainable level (Z*); and thirdly, the nominal devaluation {Er-Et.\) (Ed-
wards 1989: 133).27 Using Edwards' formulation the dynamics of the
real exchange rate behaviour is given by,

A loget = 0{loge] - loget_x} - X{Zt - Z,*} + ̂ {logEt - log£M } [4]

where: e is the actual exchange rate, Z an index of macro policy; ,
and are positive parameters designed to capture adjustment process.

In turn, the equilibrium real exchange rate is determined, inter alia,
by external terms of trade (ToT), the level and composition of govern-
ment consumption of non-tradables, technological progress, capital ac-
cumulation, and finally, capital, exchange and trade controls. Examin-
ing these in order, a deterioration in terms of trade brings about a de-
preciation due to the income effect on demand for non-tradables,
which, in turn, leads to lowering of their prices. However, a substitu-
tion effect could work against this and, hence, what the net effect might
be remains an empirical question. Secondly, the level and composition
of government consumption of non-tradables will also depend on
spending effects, which will raise the demand for non-tradables, as well
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as income effects due to high taxes, which reduces demand for these.
Thirdly, technological progress could have a negative impact on the
relative prices of tradables to non-tradables through its effect on in-
come, which raises the demand for non-tradables. However, this may
be tempered, or even offset, by the factor augmentation impact of tech-
nology. Fourthly, the impact of capital accumulation will also depend
upon within which sector it is carried. Thus, investment in the non-trad-
ed sector might lead to depreciation in the real exchange rate through
its supply effect. And finally, capital, exchange and trade controls will
also affect the equilibrium real exchange rate. Thus, by substituting
these determinants of the equilibrium exchange rate into the real ex-
change rate equation set out above, the real exchange rate, in reduced
form, may be specified as follows:

log - ^ Uri + y2 y + y3 log(Gc) +

y4 Dev + y5 \og(ToT) + y6 l o g ^ ) [5]

where: is GDP growth assumed to show technological change; Gc

government consumption expenditure assumed to show governments
spending on the non-traded sector; Dev is nominal devaluation; ToT is
terms of trade; F foreign inflow.

It should be noted that the constant term i captures, among other
things, the impact of the variation of the macroeconomic policy from
its sustainable level. With the exception of the coefficients for F and
Dev (which are expected to have negative and positive coefficients, re-
spectively), the sign for the other coefficients are indeterminate a priori.
Hence, their sign will depend on the relative weight of substitution and
income effects, as well as on income and factor augmentation impact,
in the case of technology.

5.3.3 Estimation Results
5.3.3.1 Empirical approach
Estimation results for equation [5] in a reduced form, using cross-
sectional and time series data for 12 developing counters are reported
in Edwards (1989). A modified version of Edwards' formulation is also
used by van Wijnbergen (1986a)28 for estimating the 'Dutch disease'
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effect of aid in six African countries. Both estimations are carried using
a simple OLS and the results of these lend support to the hypothesis of
the existence of a 'Dutch disease' problem. However, the estimations
might well suffer from spurious regression, which is discussed below.

Tables 5.7 and 5.8 report estimation results based on a sample of
countries from three regions of Africa. For each of these regions, one
equation is specified for each aggregate commodity group. We have
used four commodity groups, based on the modified UNCTAD price
index constructed for each region. The results reported below differ
from previous studies in at least four respects. Firstly, they are based on
a consistent macroeconomic cross-section and time series data con-
structed for each country within each of the three regions. Secondly,
they are commodity specific. Thirdly, the data is tested both for station-
arity and for the existence of co-integration among the variables (see
Tables 5.6a-5.6c). Depending on the results of these tests, an Error
Correction Model (ECM) is fitted to the data. By starting from a sec-
ond-order ECM, Hendery's General to Specific (GS) approach is fol-
lowed in order to arrive at a parsimonious functional form. And finally,
unlike in previous cross-country studies for Africa, a structural break
(Chow) test is undertaken in order to test the validity of pooling the
data across countries. The general first-order ECM equation estimated
for each commodity group and region is given below. (See Appendix
4.1 for a specification of the econometric approach used.)

A logf ^-1 = a + A log(F? ) M + A log(7br) + A log(Gc) +

ADev + Ay + log(i^ \_2 + A log(ror)M + A log(Gc )/_1 +

1 NT .

[6]
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Table 5.6c Co-integration test for the 'Dutch disease' model

Equation

ESA
Agr. raw material
Beverage
Food
Minerals

NA
Food

WCA
Agr. raw material
Beverage
Food
Minerals

Johanssen
likf&lihnnH
IIIVdlllvHJU —

ratio

137.37
133.18
134.69
136.2

110.32+

179.74
181.46
172.35
175.5

Mackinnon
critical value

5%

94.15
94.15
94.15
94.15

102.14

94.15
94.15
94.15
94.15

1%

103.18
103.18
103.18
103.18

111.01

103.18
103.18
103.18
103.18

The Johansen test used assumes a linear deterministic trend in the data with intercept, no trend,
in the test VAR (i.e., the Co-integration equation (CE), as an indicator of long run equilibrium
relation, has no trend).
+ assumes intercept but no trend in CE and no intercept in test VAR.

5.3.3.2 The data
Real exchange rate is derived using a nominal exchange rate (World
Bank, World Tables, 1994), price of aggregate commodities (re-com-
puted from the UNCTAD series) and a domestic price (GDP defla-
tor).29 Terms of trade are derived using an export and import unit price
index (World Bank, World Tables, 1994). Government consumption
expenditure (IMF, GFS) is used as a proxy for government spending on
non-tradables. Finally, capital inflow is derived by taking the difference
between the current and preceding year's stock of bilateral, multilateral
and private debt stock, plus grants (World Bank, World Tables, 1994).
All flows are considered, since all may place pressure on the real ex-
change rate.30 The real level of capital inflow, which is deflated by im-
port unit price for each country, is also used. The results of the time se-
ries analysis and estimation results are given in Tables 5.6 to 5.9. These
results will be discussed in the following section.

5.3.3.3 Estimation results
Tables 5.7 and 5.9 provide the first- and second-order estimation results
for equation [6]. Both tables are presented in order to allow comparison
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between the two formulations. Unless the two formulations are iden-
tical, or nearly identical, from an econometrics perspective, it is usually
preferable to use the second-order ECM. Thus, in the context of this
book the second-order ECM accommodates an extended foreign inflow
and government spending lag structure, which is theoretically more
plausible. Therefore, the following discussion is based on a second-
order ECM, with the exception of agricultural raw materials and bever-
age equations for the WCA region, which are based on the first-order
ECM.

(a) East and Southern Africa (ESA)

The econometric results for this region confirm the existence of a
'Dutch disease' effect only within the food and beverage sectors. Al-
though the second-order ECM for beverage suggests the possibility of
'Dutch disease' problems, as can be read from the coefficients of capi-
tal inflow indicator, its first-order ECM confirms its existence. Thus, it
is noted that the impact of capital inflows will vary across commodi-
ties.

Two of the findings based on this estimation are worth examining
further. Firstly, the apparent absence of 'Dutch disease' effects; and
secondly, the finding that government consumption expenditure, which
is assumed to show government spending on the non-traded sector, is
negative and significant in almost all cases. Before arriving at Tables
5.7 and 5.9, a number of experiments based on different financial in-
struments were undertaken. l The estimation resulting from these is
basically similar to the one reported above. The use of both logarithms
of government consumption and capital inflows as regressors within
the same equations is undertaken after checking for possible correlation
between these. The level of such correlation is found to be 0.15, which
does not create a multicolinearity problem. The major finding arising
from the results presented in this section is that government consump-
tion has both short- and long-run elasticities ranging from -0.18 to
-0.60. The use of a rigorous econometric specification and estimation
yields different results from those arising out of previous studies, such
as that undertaken by van Wijnbergen (1986a). Specifically, the direct
effects of capital inflow on the real exchange rate are limited only to
the food and beverage sectors. Furthermore, if capital inflows are used
to finance government consumption expenditure, in almost all cases,



T
ab

le
 5

.7
 

F
ir

st
-o

rd
er

 E
C

M
 r

es
u

lt
s 

fo
r 

E
q

u
at

io
n

 5
 (

co
ef

fi
ci

en
ts

 a
re

 e
la

st
ic

it
ie

s)
 (

lo
n

g
-r

u
n

 v
al

u
es

 a
ft

er
tr

an
sf

o
rm

at
io

n
 l

is
te

d
 in

 A
p

p
en

d
ix

 4
.1

)

C
o

m
m

o
d

ity
 

-

E
S

A
A

gr
. 

ra
w

 m
at

.
(t

-v
al

ue
s)

B
ev

er
ag

e
(t

-v
al

ue
s)

F
oo

d
(t

-v
al

ue
s)

M
in

er
al

s
(t

-v
al

ue
s)

N
A

F
oo

d
(t

-v
al

ue
s)

W
C

A
A

gr
. 

ra
w

 m
at

.
(t

-v
al

ue
s)

B
ev

er
ag

e
(t

-v
al

ue
s)

F
oo

d
(t

-v
al

ue
s)

M
in

er
al

s
(t

-v
al

ue
s)

C
on 0.
79

3.
08

*
-0

.1
8

-0
.7

9
1.

00
2.

3*
0.

43
2.

0*
*

0.
55

2.
0*

*

0.
39

2.
4*

2.
09

4.
5*

0.
75

1.
6#

1.
79

3.
8*

A
F_

1

0.
00

2
0.

08
0.

06
1.

9*
*

0.
04

2.
3*

-0
.0

1
-1

.0
4 0

S
h

o
rt

 r
u

n

A
T

oT

-0
.0

7
-0

.9
0

0.
85

6.
0*

-0
.3

7
-2

.2
*

0.
56

4.
1*

0.
97

6.
6*

0.
48

3.
3*

A
G

-0
.5

1
-4

.9
*

-0
.5

9
-2

.6
*

-0
.2

0
-3

.0
*

-0
.2

2
-1

.1
3

-0
.5

4
-4

.0
*

-0
.3

8
-2

.5
*

-0
.2

2
-2

.5
8*

A
D

ev

0.
00

04
1.

52
-

0.
02

15
2.

12
**

0.
28

1.
6#

0.
00

27
3.

5*

0.
00

17
7

2.
9*

A
y

-0
.2

4
-1

.3

0.
03

9
0.

26

-0
.2

8
-1

.6
#

0.
12

0.
77

F.
2

0.
01

0.
12

-0
.3

5
-1

.5
#

0.
25

1.
46

0.
23

3.
7*

-0
.1

4
-1

.5
-

-2
.6

-5
.0

*
-0

.1
2

-1
.2

8
-0

.1
2

-0
.4

7
0.

05
1.

07

T
o

T
j

-0
.2

0
-0

.6
9

3.
4

3.
4*

0.
17

0.
27

-0
.1

5
-0

.6
0

-0
.7

9
-3

.5
*

6.
16

1.
7#

*
2.

08
5.

6* 2.
6

1.
5-

-0
.0

3
-0

.1
9

L
o

n
g

 r
u

n

-0
.4

5
-3

.4
*

0.
69

3.
0*

-0
.2

1
-1

.6
#

-0
.2

1
-2

.2
*

-1
.2

1
-2

.3
3*

-0
.0

3
-0

.4
0

D
e

v
j

0.
00

15
1.

25
0.

00
25

0.
52

0.
00

26
0.

86
0.

03
24

3.
26

*

0.
03

7
0.

14

0.
02

0.
93

0.
00

22
0.

72
-0

.0
3

-2
.4

*
0.

00
29 1.
3

y_
i

-0
.3

3
-1

.2
8

-0
.6

5
-0

.3
2

-0
.6

6
0.

31
0.

62

2.
15

2.
6*

-0
.7

6
-6

.0
1

-2
.2

1*
-7

.0
9*

0.
07

0
1.

02

I

(C
on

tin
ue

d)



T
ab

le
 5

.7

C
o

m
m

o
d

ity

E
S

A
A

gr
. 

ra
w

 m
at

.
(t

-v
al

ue
s)

B
ev

er
ag

e
(t

-v
al

ue
s)

F
oo

d
(t

-v
al

ue
s)

M
in

er
al

s
(t

-v
al

ue
s)

N
A

F
oo

d
(t

-v
al

ue
s)

W
C

A
A

gr
. 

ra
w

 m
at

.
(t

-v
al

ue
s)

B
ev

er
ag

e
(t

-v
al

ue
s)

F
oo

d
(t

-v
al

ue
s)

M
in

er
al

s
(t

-v
al

ue
s)

(C
on

tin
ue

d)

R
E

R
j

-0
.2

5
-3

.2
5*

-0
.1

1
-2

.4
*

-0
.2

3
-4

.0
*

-0
.3

5
-4

.3
*

-0
.4

7
-4

.7
*

-0
.0

3
-0

.8
6

-0
.2

9
-4

.1
1*

-0
.0

6
-1

.1
4

-0
.2

9
-4

.0
*

A
d

j. 
R

2

E
C

M 0.
34

0.
32 02

4

0.
28

0.
44

0.
50

0.
58

0.
39

0.
49

L
e

ve
l@ 0.
96

0.
60

0.
69

0.
87

0.
86

0.
50

0.
69

0.
35

0.
33

C
hO

W 2.
2*

2.
75

*

2.
6*

2.
26

*

2.
5*

2.
7*

1.
19

*

0.
94

*

0.
95

*

D
ia

g
n

o
st

ic
 c

h
ec

k

R
es

et 0.
32

(0
.5

8)
0.

84
(0

.3
6)

0.
40

(0
.5

3)
0.

19
(0

.6
6)

0.
31

(0
.5

8) 6.
3

(0
.0

2)
0.

22
(0

.6
4) 3

(0
.0

9)
0.

95
(0

.3
3)

Ja
rq

u
e

-
B

e
ra

0.
00

4*

1.
47

*

2.
5*

2.
2*

0.
83

*

6.
7

1.
05

*

0.
05

*

2.
22

*

M
ul

tC
++

E
Lo

w

E
Lo

w

E
Lo

w

E
Lo

w

V
Lo

w

V
Lo

w

V
Lo

w

V
Lo

w

V
Lo

w

N
ot

es
:

* 
S

ig
ni

fic
an

t 
at

 1
 %

 a
nd

 b
et

te
r;

**
 s

ig
ni

fic
an

t 
at

 5
%

 a
nd

 #
 s

ig
ni

fi-
ca

nt
 a

t 
10

%
 (~

 c
lo

se
r 

to
 1

0%
).

@
 T

he
 

lo
ng

 r
un

 c
oe

ffi
ci

en
ts

 a
nd

th
ei

r 
t-

va
lu

es
 a

re
 c

om
pu

te
d 

us
in

g
th

e 
W

ic
ke

ns
 a

nd
 B

re
us

ch
 (

19
88

)
an

d 
G

ur
ne

y 
(1

98
9)

 a
pp

ro
ac

h 
(s

ee
A

pp
en

di
x 

4.
1)

.
T

he
 lo

ng
-r

un
 (

le
ve

l) 
R

2  is
 o

bt
ai

ne
d

fo
rm

 th
is

 s
am

e 
re

gr
es

si
on

.
_1

, 
_2

 s
ho

w
 o

ne
, t

w
o 

pe
rio

d 
la

gs
.

A
ll 

va
ria

bl
es

 a
re

 a
s 

de
fin

ed
 in

E
qu

at
io

n 
5.

+
 F

or
 e

xa
m

in
in

g 
th

e 
de

gr
ee

 o
f

m
ul

tic
ol

lin
ea

rit
y 

si
m

pl
e 

co
rr

el
at

io
n

am
on

g 
re

gr
es

so
rs

 <
 0

.2
5 

is
 c

on
-

si
de

re
d 

E
xt

re
m

el
y 

Lo
w

 (
E

Lo
w

),
 <

0.
50

 V
er

y 
Lo

w
 (

V
Lo

w
) 

an
d 

<
 0

.6
0

Lo
w

 (
ac

ce
pt

ab
le

).
F

or
 th

e 
di

ag
no

st
ic

 te
st

s,
 v

al
ue

s 
in

br
ac

ke
t 

ar
e 

P
-v

al
ue

s.

II 5 I 5r I t to



212 Chapter 5

Table 5.8 Country (constant) dummies used in the estimation of
Table 5.7 (those significant at 1% or better)

Commodity

ESA
Agr. raw mat.
Beverage
Food
Minerals

WCA
Country
Beverage

NA
Country
FOOD

Bot-
swana

-0.75

Ethiopia

0.17

-0.65

Zaire
-0.34

Algeria
1.52

Country

Kenya

0.79

0.75

Egypt
0.60

Mada-
gascar

1.31
0.70
0.60

Tanza-
nia

0.96
0.22

0.90

Zambia

0.35

-0.45
0.31

this will be the main channel through which the 'Dutch disease'
effect might operate. Since most aid flows are targeted at governments,
this is likely to represent an important propagation mechanism.

Within the mineral-based estimation, contrary to our theoretical ex-
pectation, long-run capital inflows are found to have a statistically sig-
nificant positive effect on real exchange rate within the first-order
ECM, and a statistically insignificant but positive coefficient in the sec-
ond-order ECM. As with the WCA region, the regional price index for
the ESA region showed a general rising trend.32 This, combined with a
statistically significant short- and long-run positive impact of devalua-
tion, is likely to work against a direct 'Dutch disease' effect.

A number of other features relating to other determinants of the real
exchange rate are also worth highlighting. Firstly, the terms-of-trade
indicator is found to be statistically significant only for the beverage
sector and, in the short run, the food sector. It has a positive coefficient,
indicating the prevalence of the substitution effect. Devaluation is
found to be important in the short run and only within the mineral sec-
tor. As an indicator of technology, real GDP growth is found to be im-
portant in the short run within the beverage and food sectors, and in the
long run within mining. In all cases the coefficient exhibits a negative
value, indicating the importance of the income rather than the factor
augmentation effect.
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To sum up, a common phenomenon observed within the region is
that adjustment coefficients are relatively higher than for the WCA re-
gion, with the exception of minerals. With the exception of beverage
(for which the ECM coefficient stands at 9 per cent), the adjustment
coefficient ranges from 27 to 37 per cent, meaning that 27-37 per cent
of past errors are corrected for in the current period. Within all the
models, values for the relevant diagnostic tests are quite acceptable.
Perhaps more importantly, evidence for the 'Dutch disease' is not ap-
parent within the minerals and agricultural raw materials sectors. How-
ever, government expenditure is, in general, found to have a statistic-
ally significant negative coefficient, which leads to a real appreciation.
Thus, depending on how government expenditure is financed, there
could be room for capital inflows to affect the real exchange rate indi-
rectly.

(b) North Africa

In the database upon which this work is based, three commodity groups
were specified for North Africa. These are agricultural raw materials,
food and minerals. The application of the model to agricultural raw
materials and a minerals-based real exchange rate could not pass the
co-integration test. This indicates the absence of a long-run relationship
between these variables. Thus, the estimation is undertaken only for the
food-based real exchange rate, for which a co-integration relationship is
found.

As summarized in Table 5.9, the estimation confirms the existence
of 'Dutch disease' problem in the long run, although its potency is low.
However, a strong long-run 'Dutch disease' effect could be expected,
depending on how government consumption expenditure is financed.
Long-run terms of trade are also found to have a negative elasticity,
highlighting the importance of the income effect. An interesting aspect
of this model is its high adjustment coefficient, which, standing at 77
per cent, indicates a rapid adjustment capability within the region.

(c) West and Central Africa

For the WCA region, we begin from the estimation for the agricultural
raw materials-based real exchange rate. As can be seen from Table 5.7,
and as might be suggested by the theory, the coefficient for capital in-
flows has a strong and statistically significant value in the long run.
Terms of trade, on the other hand, has a positive effect on the real ex-



218 Chapters

change rate, although its short-run effect is less potent. In common with
the ESA region, this result would tend to indicate the importance of a
substitution effect. As expected, nominal devaluation also has a statisti-
cally significant positive impact in the short run. However, caution
should be exercised in relation to this result, since the lagged value of
the real exchange rate is significant at only around a 20 per cent level.
The results of the remaining diagnostic tests are all quite satisfactory.
Hence, the findings of this model might reasonably be taken as sug-
gesting the possibility of a 'Dutch disease' effect.

The results of the food-based real exchange rate model are very
strong in relation to the entire range of diagnostic tests. The existence
of a direct 'Dutch disease' effect arising from foreign inflows is not
supported by the data. However, as in the previous cases, government
consumption expenditure has statistically significant negative long- and
short-run values. Depending on how the latter is financed, a 'Dutch dis-
ease' effect may be traced. The coefficient in relation to terms of trade
is positive in the short run, suggesting that the substitution effect re-
mains important. Technological progress, again measured as real GDP
growth, has a negative effect in the short run, owing to the income ef-
fect, but a positive effect in the long run, due to its factor augmentation
impact.

The estimation for the beverage category also produces similar re-
sults. Again, the diagnostic test results are very strong, with these re-
sults suggesting possible direct 'Dutch disease' effects in the long run.
This suggestion is supported by the statistically significant negative
value of current government expenditure, which could partly be fi-
nanced by aid. The terms of trade effect shows similar results as that
for food and agricultural raw materials, having a positive coefficient
with a high potency, especially in the long run. The effect of devalua-
tion is not found to be statistically significant, either in the short or long
run. The long-run growth effect is negative, suggesting the importance
of an income effect.

Contrary to our theoretical expectation, the indicator of capital in-
flows within the minerals equation shows a positive coefficient in the
short run. However, these coefficients are not found to be statistically
significant at conventional levels of significance. The price index of
minerals, ores and metals for the region rose sharply between 1972 and
1980, and again from its lowest level in 1986 to its highest in 1989. As
with the ESA region, this, combined with the nearly zero impact of de-
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valuation, could work against a possible 'Dutch disease' effect. How-
ever, government consumption expenditure exhibits a statistically sig-
nificant negative coefficient, in the short run. Terms of trade are found
to have no effect within this model, while technological progress has a
negative impact, associated with an income effect, in the short run. In
relation to the beverage and mineral models, 26 per cent and 43 per
cent, respectively, of past errors are made up for in the current period.
This is comparatively high by the standard of the other two commodi-
ties and might be related to the capacity utilization possibility within
these sectors, as noted in Chapter 4.

In sum, there would appear to be similarities between the results
from the ESA region and the WCA region. Firstly, within this region
the 'Dutch disease' effect is directly observed only in relation to the
agricultural, and to some degree, the beverage sectors. However, in
almost all cases, government current expenditure exhibits a statistically
significant negative coefficient. If part of the latter is financed by for-
eign inflows, then the 'Dutch disease' effect could work its way
through that. Secondly, with the exception of the food sector, in gen-
eral, terms of trade is found to have a positive impact on the real ex-
change rate, with a particularly strong long-run impact. This underlines
the importance of the substitution effect. And thirdly, in the case of
food and agriculture-based real exchange rates, adjustment to equilib-
rium is found to be extremely slow. However, the results for the bever-
age and mineral-based real exchange rate suggest a faster adjustment,
owing to capacity utilization, as described in Chapter 4.33

5.3.4 Summing Up
In this section an attempt has been made to assess the empirical validity
of the macroeconomic impact of aid on the real exchange rate. This
analysis emerges from a discussion of the 'spending effect', within a
classic 'Dutch disease' framework. The study not only proposes an al-
ternative propagating mechanism relevant for Africa, but also attempts
to assess the empirical validity of such a mechanism, using recently
developed econometric techniques.

The results indicate that the 'Dutch disease' effect varies across re-
gions and commodity categories. However, previous studies were not
able to identify such variation, because these studies were based on an
aggregate real exchange rate index. Moreover, most of these studies
used simple OLS estimation techniques, without giving due attention to
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the non-stationarity of each series, nor to the co-integration behaviour
among the variables. In contrast, this study explicitly adopts a proce-
dure, which takes account of these issues, in conjunction with an ECM
approach. This not only rectifies the shortcomings of previous studies,
but also highlights the potential for new time series econometrics to
explain the temporal and permanent impact of real exchange rate fun-
damentals, on top of providing an in built error correction mechanism.

Based on this analysis, one may conclude that a 'Dutch disease' ef-
fect can be observed in the food and beverage sectors of the ESA re-
gion, the food sector of the NA region and the agricultural raw materi-
als and beverage sectors of the WCA region. Interestingly, in almost all
cases, government spending on the non-traded sector is found to have a
statistically significant negative elasticity. Thus, insofar as part of this
spending is financed by foreign inflows, a 'Dutch disease' effect may
be observed indirectly. This is entirely plausible since most capital
flows in Africa are directed to the public sector. However, the policy
implications of the above finding should not necessarily always be an
across-the-board devaluation. Rather, for import-dependent economies
(such as those examined in this study), policies such as devaluation
should be analysed within a broader overall macroeconomic context. In
other words, account should be taken of the contractionary impact of
devaluation, as well as its implications for public expenditure. On the
other hand, a case for protecting other traded sectors may also be made.
The findings summarized within this section would also tend to support
the view that there is a need for serious macroeconomic management,
in the face of capital inflows, whether they come as aid, or in some
other form. In this respect, an important instrument of macroeconomic
management is government spending and how it is financed. Thus, Af-
rican macro modelling should, ideally, take account of such considera-
tions. Hence, the African prototype model developed in the following
chapter will explicitly attempt to incorporate these considerations.

5.4 PRIVATE INVESTMENT AND IMPORT
COMPRESSION: ECONOMETRIC RESULTS

Sections 5.2 and 5.3, focused on the possible macroeconomic problems
associated with foreign inflows. It is clear, however, that foreign in-
flows do have a positive impact. Indeed, one of the most important pos-
itive effects of such inflows in relation to Africa stems from the possi-
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bility that they offer to tackle the foreign exchange, or import, con-
straint which these countries face. This effect may be examined empiri-
cally by focusing on private investment and identifying the various de-
terminants of such investment. This avenue of enquiry will be pursued
within this section.

Determinants of private investment have been analysed using a va-
riety of different theories. The accelerator model (Clark 1917, Keynes
1936, Chenery 1952), the Tobin-q model (Tobin 1969) and the user
cost model (Jorgenson 1963) are the basic models upon which much of
the analysis is based. Within the African context the application of the
Tobin-q model is limited, since capital markets in that Continent re-
main extremely rudimentary. Thus, the competing models, in relation
to this analysis, are Jorgenson's user cost model and a modified accel-
erator model, which incorporates the specificity of African economies.
Jorgenson's user cost model is difficult to employ in Africa, partly as a
consequence of data problems relating to depreciation and cost of
capital and labour. Moreover, the model assumes substitution between
these factors of production. However, this assumption is less plausible
in Africa, where foreign exchange constraints are pervasive. The pri-
vate investment function, set out below, is basically an accelerator-
based model (Chenery 1952), modified to accommodate the external
constraint to private investment in developing countries (FitzGerald et
al. 1992). FitzGerald et al.'s work is further extended by allowing the
inclusion of other relevant variables, and formulating this within an
Error Correction Model. This externally-constrained private investment
function is specified below. Its estimation result, following a unit root
and co-integration test, is reported below.

The Model
Private (p) investment (I) is defined as reflecting the adjustment of
capital stock (K) to its desired level

Ip=X(Kp-Kpt_x) [1]

where: X is an adjustment coefficient.

The desired capital stock is further defined as,

Kp = b,Yt + b2Kgt_x + b3M^b4JA + b5DG [2]
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where Mis level of import, JA an indicator of capital flight and DG the
level of public debt.

Substituting [2] into [1] and taking the first difference of the result,
to circumvent the capital stock data problem, yields equation [3], which
is estimated below,

Ip = px AY( + /?2/gM + Pi*MA + PAUA + fl5ZA + Ipt.x [3]

where /?,= 6/ and Z^ public borrowing.

Equation [3] is estimated using pooled data for the sample of coun-
tries in each of the three regions. The estimation is preceded by the
analysis of the time series properties of the variables used (Tables 5.10a
-5.10c). The series are, in general, nonstationary and co-integrated.
Due to lack of sufficient data ZA and J are omitted from the estima-
tion. The results of this estimation are given below.

East and Southern Africa

M = 0.04Aln| -£- | + 0.56Aln[ ^ ] +0.68Alfp 0 | | n[
(0.32) (4.3)* (4.3)*

+

(-3.8)* (-0.80) (10.2)* (2.2)*

-024Mad-025Uga
(-2.4)* (-2.2)*

R2-adj = 0.35 Jarque-Bera = 3.27* Chow = 1.5*
Reset =1.7 LM = 2.2(0.15) R2-level = 0.44
BG = 3.8(0.03) n = 76
Values in bracket are t-values.
* significant at 1% ** at 5% and A at 10%
Country constant dummies Mad = Madagascar, Uga = Uganda, CAR =
Cent. African Republic, Gab = Gabon, Nig = Nigeria and Alg = Algeria
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West and Central Africa

l O.28AlnfJ U-J
(1.7)- (1.4)

i ] + 0.74Alnf—

(4.5)*

-0.391n

(-6.4)*

i l -1.281

(2.8)*

A + 0. l l l

(-0.92)

i l -S .Olnf^ l + 2.72

(4.7)* (-9.0)*

\2Gab-032Nig
(-5.1)* (4.6)* (1.8)**

R2-adj = 0.34 Jarque-Bera = 0.10
Reset = 2.2 LM= 1.5(0.23)
BG = 0.44(0.65) n=114
Values in bracket are t-values.
* significant at 1% ** at 5% and A at 10%.

Chow =1.9
R2-level = 0.59

North Africa

(1.1) (3.1)*

(-6.4)*
L — 1 +3-8

(-2.6/ (0.81)

R2-adj = 0.33 Jarque-Bera = 0.57
Reset = 0.39 LM = 0.32(0.57)
BG = 2.8(0.07) n = 57
Values in bracket are t-values.
* significant at 1% ** at 5% and A at 10%.

Chow = 3.4
R2-level = 0.36
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Two important features of the private investment functions, esti-
mated above, are worth noting. Firstly, the result conclusively supports
the hypothesis that private investment in Africa is externally con-
strained. Thus, it is reasonable to assume that the import compression
argument is a valid one. These results also indicate that the long-run
impact of import compression is stronger than its short-run impact.
Hence, it is entirely plausible that short-run coefficients might show the
role of intermediate imports while the long-run coefficient might imply
capacity creation. Thus, research using disaggregated imports could
represent a productive area for future study. The second noteworthy
feature of the above estimation is that the results suggest crowding-in
within the ESA region and crowding-out in the NA region. However,
the coefficients for public investment in relation to the WCA region are
not found to be statistically significant. This result underscores the var-
iation in the impact of public investment, which exists across regions,
as well as its positive impact in relatively less developed regions such
as ESA.

5,5 CONCLUSION

In this chapter, the macroeconomic impact of external finance in Africa
was examined from three angles. Firstly, by way of the fiscal response
literature; secondly through the 'Dutch disease' effect; and finally, in
relation to the financing of imports and investment.

To date, the government's fiscal response to external finance has
been studied exclusively within an optimization framework. This ap-
proach not only is inherently inconsistent, because of the additive as-
sumption, but also diverges from the reality of the situation within de-
veloping countries, in general, and African economies in particular.
Thus, section 5.2 proposes an alternative decision-making framework,
based on a number of stylized facts in relation to Africa. By using an
Error Correction Model (ECM), an empirical analysis of the fiscal re-
sponse to external finance is made. The results indicate firstly, that the
impact of capital inflows on taxes varies across different types of capi-
tal inflows and regions. Thus, in general, bilateral flows are found to
have a negative impact on direct taxes, while private inflows have a
similar negative impact on indirect taxes. Secondly, capital inflows are
also likely to have a strong positive impact on current government ex-
penditure within the three regions identified in this study. Indeed, it is
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argued that the combined effect of these may push the government
away from a sustainable path of financing its deficit.

Section 5.3 questions both the empirical approach and certain as-
pects of the theoretical underpinnings forwarded in order to describe
the propagating mechanism of the 'Dutch disease' in Africa. Building
on this discussion, a new estimation of the 'Dutch disease' effect, using
an ECM framework is undertaken. A number of conclusions may rea-
sonably be drawn based on these results. Firstly, it is desirable to cal-
culate a commodity-specific real exchange rate, since the impact of
capital inflows will vary across commodities. Secondly, the empirical
evidence confirms the existence of a 'Dutch disease' effect in the food
and beverage sectors within the ESA, agricultural raw materials and
beverage sectors within WCA, and, finally, the food sector within the
NA region. And, thirdly, government current expenditure is found to
lead to an appreciation in all regions, and for all commodity categories.
Hence, if the latter is to be financed by external inflows, then the
'Dutch disease' effect will reveal itself through these.

Finally, section 5.4 describes the externally constrained nature of
private investments in Africa. This result emphasizes the importance of
financing imports in a bid to accelerate investment. No definitive con-
clusion may be arrived at in relation to the impact of public investment
within the WCA region. However, a crowding-in and crowding-out ef-
fect does appear to be taking place within the ESA and NA regions,
respectively. In sum, the results presented in this chapter underscore the
need to take explicit account of a range of additional considerations in
relation to macro modelling in Africa. Hence, such considerations will
be incorporated into the prototype African model, developed in the next
chapter.



, Modelling Africa Within a Global
Economic Framework

6.1 INTRODUCTION

In the preceding chapters, the trade and finance problems of Africa
were examined from both theoretical and empirical angles. In this
chapter, I will attempt to locate these problems within a global econ-
omy context. This is important for two main reasons. Firstly, it helps
one to identify the position of Africa within the world economy. Sec-
ondly, it allows one to assess the extent to which Africa's entry into the
world economy represents an obstacle to development efforts being
undertaken in that continent. This exercise will be formally undertaken
using the increasingly popular methodology of modelling North-South
economic interaction. Notwithstanding the proliferation of such mod-
els, the modelling of the South remains, at best, rudimentary. Indeed,
almost no examples of North-South models focusing specifically on
Africa have been developed to date.1

In this chapter, an attempt will be made to examine both the the-
oretical and practical efforts at modelling the South within a North-
South framework. The chapter is organized as follows. Section 6.2
sketches the broader theoretical framework within which most current
North-South models fall. In section 6.3 some of the more important of
the existing North-South models are examined. Based on this review,
section 6.4 attempts to draw out a number of lessons for improving the
modelling of the South. These lessons form the basis for the develop-
ment of an alternative North-South model focusing specifically on Af-
rica. This model is fully developed in section 6.5.

227
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6.2 BASIC THEORETICAL MODELS

6.2.1 The Mundell-Fleming Model
In open economy macroeconomics, modelling the interaction of fi-
nance and trade between countries and the analysis of related policy is-
sues are formulated around what is termed the Mundell-Fleming model,
or, following Vos (1994), the Meade-Mundell-Fleming model. As Vos
(1994) notes, the model's foundation was laid by Robert Mundell
(I960, 1963, 1968) and J. Marcus Fleming (1962), who extended the
pioneering work of Mead (1951), focusing on the Keynesian internal-
external balance-adjustment analysis (see Vos 1994: 65-66). Following
Vos (1994) and Hallwood and MacDonald (1994), among others, the
basic structure of the model may be described as follows.

Assuming two countries, North (N) and South (S), their output sup-
ply and demand (equations 1 and 2) and similar demand and supply
equation for credit (equation 3) may be given by,

YN=DN(YN,r)+Ms(YsJ)-MN(YNJ~l) [1]

Ys=Ds(YS9r)+Ms(YsJ)-Ms(YS9*-1) [2]

BN+Bs+H=LN(YN9r) + Ls{YS9r) [3]

where: Z), is aggregate domestic demand consisting of private con-
sumption, investment and public expenditure that varies positively with
income Y and negatively with the real interest rate r\ § = Ps IPN which
is the terms of trade; Bt the supply of domestic credit; Z, the demand for
credit; //the world stock of reserves treated as an outside asset; Mt im-
port demand.

Based on the model's further assumption, that a perfect capital mar-
ket exists, interest rates tend to equalize across countries. Import de-
mand (Mi) and, implicitly, export supply will depend on income and
terms of trade. The model's solution also depends on the exchange rate
regime which is in operation. With a fixed exchange rate the money
supply may be taken as endogenous, while it is best considered as ex-
ogenous under a flexible exchange rate regime. Based on these as-
sumptions, Diagram 6.1 summarizes the equilibrium condition for the
world economy.
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In Diagram 6.1 equilibrium for the world economy is attained at
point is, where both the money (LM) and the product (IS) markets are in
equilibrium within the two countries. This ensures a unique level of
interest rate. Once such a framework is developed, it is quite straight-
forward to analyse the impact of different policies relating, say, to the
impact of financial flows from North to South (see Vos 1994: 68-70
for such an analysis). Indeed, this basic formulation has been expanded
upon and modified by a number of authors with the aim of overcoming
some of the limitations of this basic formulation. Thus, according to
Vos' survey, the basic model has been extended to include private and
public sector demand in Frenkel and Razin (1987) while imperfect sub-
stitution between domestic and foreign assets is treated in Kouri and
Porter (1974) and Dornbusch (1980) (see Vos 1994: 68-69).

6.2.2 The Theoretical Basis of Recent North-South
Models

Notwithstanding the importance of the Meade-Mundell-Fleming model,
the relevance of such an IS/LM approach in analysing North-South in-
teraction remains limited. This is because the behaviour of agents and
the structure of the economy, which is assumed to be the same in the
two countries, could, in fact, vary significantly between them. A good
example of this relates to differential access to capital markets (see Vos
1994: 70). This suggests the desirability of using different models for
the economies of the North and South, which, in turn, implies that the
interaction between the two economies may depend on the underlying
theory about the structure of these economies. This also represents an
important theoretical justification for the proliferation of North-South
models in general. Thus, following the works of Ocampo (1986), Vos
(1989b) and Dutt (1990),2 the following discussion will outline the
major theoretical classification of North-South models. This will help
to locate the model, which we develop in section 6.3, within the rele-
vant literature.

Most existing North-South models may be classified under three
theoretical strands, which may be formulated by assuming a common
Lewis-type economy in the South and combining this with either a
neoclassical, Kaleckian or a Neo-Marxian North. Following the ap-
proach of Dutt (1990), I will first outline the incomplete general
framework he has developed. The different theoretical approaches will
then be defined according to their assumption of 'model closure' for



Modelling Africa Within a Global Economic Framework 231

the general framework. This thematic classification is also helpful in
understanding the theoretical underpinnings of the recent North-South
models, which are examined in section 6.3 and which will inform the
version of the model developed in this book.

6.2.2.1 The general framework
In the general framework, the two economies, North (n) and South (s),
are assumed to produce a single good N and S, respectively. Both use a
Leontief technology, incorporating labour (L) and capital (K) as factors
of production. The S good is assumed only to be a consumption good,
while the N good is both a consumption and investment good, which
can be used in both regions. These assumptions imply the following
two quantity and price equations, given as:

XH=c:Ln+c'nL,+g"KH+g'K, [1]

Xs=c"sLn+cs
sLs [2]

[3]

[4]

with -±>ai,i = n,s [5]

where a\ is the technologically fixed capital-output ratio, clj denotes the
consumption of goody in region / per worker employed in region /, a§
is the employment-output ratio, g is the rate of growth of capital, r the
rate of profit, W is the money wage (rate) and P prices (measured in
terms of a common currency with exchange rate fixed at 1).

It is further assumed that only profit earners save a constant frac-
tion, sn, of their profit. The total consumption expenditure of wage and
profit earners is also assumed to be split between N and S goods, with a
constant fraction, a, being spent on N goods. Workers in the South are
assumed not to save and to consume only Southern goods, while
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Southern profit-earners are assumed to save a constant fraction, sS9 and
spend a constant fraction, b, of their consumption expenditure on N
good, the rest being spent on the S good. Labour and capital are as-
sumed to be internationally immobile. These assumptions imply,

cn
nLnPn = a [WnLn +(l-snynPnKn] [6]

c"sLnPs = (1 - a)[WnLn + (1 - sn)rnPnKn] [7]

c:LsPs=WsLs+(\-ss)V-b)rsPnKs [8]

<LsPn=V-Ss)brsPnKs [9]

Substitution of equations 6 to 9 into equations 1 to 4 yields,

-'T

where: k = —- and ^ = - j L



Modelling Africa Within a Global Economic Framework 233

Assuming away capital flows, balance of payment requires balance
of trade, which implies

(1 - a)\WnK +(!-*„ >nPnKn ] = g'PnK, + (1 - ss )brsPnKs [14]

which, in turn, implies,

(1-a) = gs
+(\-ss)brs [15]

Substitution of equations 15 and 3 into equation 2 implies3

snrn=g" [16]

s,r,=g' [17]

Equations 16 and 17 show that, with balanced trade, total income
equals total expenditure, in each region, so that saving equals invest-
ment. The above framework can be represented by five independent
equations, numbered 10, 12, 13, 16 and 17, comprising ten variables,
WJPn, WSIPS9 rn,rS9g

n, gsKJXn,Ks/Xs,kmd n and is clearly inde-
terminate. (In other words, the number of equations does not equal the
number of variables.) Focusing on the long-run issues we may assume
a given stock of capital in the short run and hence, k is assumed fixed.
The condition for the long-run steady-state, equilibrium, where we will
treat k as a variable to be determined, entails that Kn and Ks must grow
at the same rate. Hence

g"=gs [18]

Having substituted equation 18, which implies equations 12, 16 and
17 into 10, we arrive at equation 19. However, four more equations are
required, in order to close the model. Sections 6.2.2.2 to 6.2.2.4. give
us alternative closure rules, which allow us to arrive at a solution to the
following general model:

k =

\ -1

[19]
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where g is the common growth rate of capital stock.

6.2.2.2 The Solow-Lewis model
In this model the North is assumed to be a neoclassical economy, with
perfect competition prevailing within the goods market. Full employ-
ment of labour and capital is assumed at all times, with growth deter-
mined by the natural rate, n. The production of the Southern good is
constrained by the extent of capital accumulation. Assuming flexible
and unlimited labour supply at a given real wage a la Lewis (1954),
investment from profits will increase output in the long run. The fixed
wage, however, may also be explained by a standard neo-Marxian ar-
gument. Thus, the biologically required, socially necessary labour time,
taken in conjunction with Marx's description of moral and historical
considerations implies a certain wage level below which workers will
not work. At this wage level, these workers will join the reserve labour
force (see Dutt 1990: 18). These assumptions imply,

n n rim

— = a, [20]

— = a[ [21]

g"=n [22]

Ps

[23]

where Vs is the fixed real wage. Substitution of equations 21 and 23 in-
to 13 implies,

7i = Vsal+rsal [24]

which yields a relation between rs and the terms of trade, a, shown by
OT in panel (b) of Diagram 6.2. Equation 17 yields another relation be-
tween gs and rSy shown by OS in panel (d) while equation 16 gives the
relation between gn and rn shown by ON in (c). Substitution of equation
20 into 12 yields,
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l = ̂ -a»+rX [25]

which gives the Northern wage-profit frontier shown as AB in panel
(a). From equation 22 the level of gn is fixed at rate n, and panel (c)
determines (* indicates equilibrium values) g"* and rn*, and rs*, gs* 7i*
and (Wn/Pn)* are determined by diagram 6.2. K* may be determined by
substituting equations 20 and 22 into equation 10, in order to arrive at

k* = -1 [26]

V»* (real wage in North) which equals (Wn/Pn)(Pn/Ps)
1 a, where a (the

weight, given by 0<#<l) is also determined since (Wn/Pn)* and n* are
determined. This will complete the model solution.

This model may be used to explore the effects of changes in the pa-
rameters of the model on economic interaction between the two re-
gions. One notes, for instance, that technological change (understood as
lower aos and a\) in the South results in a deterioration in terms of
trade of the South. Conversely, within this model, Northern growth is
found to improve the terms of trade of the South. Other similar para-
meter changes and their impact are discussed in detail in Dutt (see Dutt
1990: 163).

Models developed by Findlay (1980, 1981) and Alogoskoufis and
Varangis (1992) may be broadly classified under this category. The
World Bank's Global Economic model, Bank-GEM (Peterson et al.
1991, Pedersen 1994), may also be taken as falling under this category.
This is because the model is based on the NIESR (National Institute of
Economic and Social Research) and the London Business School
global economic model, both of which incorporate similar features to
the Solow-Lewis model, in the long run. However, the London Busi-
ness School model uses an IS/LM framework to solve for its major en-
dogenous variable, including trade volumes (see Allen & Vines 1994).4
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6.2.2.3 The Kalecki-Lewis model
As with the Solow-Lewis model, within this framework the South is
assumed to have a Lewis-type economy. Hence equation 21 is as-
sumed. Along Kaleckian, or following Dutt, Kalecki-Steindl lines, the
North is assumed as characterized by excess capacity. This implies that
equation 20 should not be assumed. Instead, a strict inequality, given in
equation 5, is applied for i = n. Thus, three equations are required in
order to close the model. The first comes from the Lewisian assump-
tion, which may be expressed by equation 24. The second is the
Kalecki-Steindl desired accumulation function given by

[27]

with both partials being positive. The third is a Kaleckian mark-up pric-
ing equation, given as

[28]

where z is the fixed mark-up rate.

Substitution of equation 27 in equation 12 and solving for rn gives

which, when substituted into equation 27 implies gn is a rising function
of rn , which we assumed to be concave and given by GG in panel (b)
of Diagram 6.3. Its intersection with ON, given by equation 16, deter-
mines gn* and rn*. As before, in panel (d), AB is the wage-profit fron-
tier. However, because of excess capacity, the economy must lie inside
this frontier, such as at point C, where (Wn/Pn)* is obtained using equa-
tion 28. Note also that at point C, the inequality of equation 5 (for i = n)
is satisfied. OS in panel (a) shows equation 17 and solves for rs* and
gs*. In panel (c) OT represents equation 24 and solves for rc*. Substitut-
ing rw* into equation 29 solves for (Xn /Kn)*. Substituting this and the
common rate of growth into equation 19 solves for k*.

Analysis of parameter changes using this model reveals a number of
interesting results. For instance, a rise in mark-up rate, which pushes
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the GG curve downward, is associated with a deterioration in terms of
trade of the South. A similar deterioration in terms of trade may result
from productivity growth associated with technological change in the
South, while growth in the North may improve the terms of trade of the
South. (See also Dutt 1990: 169 for a similar analysis, in relation to
other parameter changes.)

Among the existing North-South models, some of which are exam-
ined in section 6.3 below, Taylor (1981, 1983, 1991), Darity and Fitz-
Gerald (1982), IMF's MULTIMOD (Masson et al. 1990), Vos (1994),
Sarkar (1994, 1996) may all be considered as falling under this broad
category.

6.2.2.4 The Neo-Marxian North and a Lewis South model
Problems exist with the labelling of this type of model. The widely cit-
ed model developed by Vines (1984), as well as the published version,
developed by Molana and Vines (1989), have both wrongly been
termed '... along Kaldorian lines'. Molana and Vines' model essen-
tially assumes a Lewis-type economy within the South.5 The North is
also assumed to have surplus labour with an exogenous real wage and
the level of output taken as supply-determined rather than Keynesian
(Molana & Vines 1989: 444). Following Dutt (1990), the economy of
such a North might better be termed Neo-Marxian than Lewisian. Cer-
tainly, it is wrong to label such models as Kaldorian, since Kaldor ex-
plicitly assumed that in the North, 'prices are administered' using
mark-up, that there is excess capacity and hence, that output is demand
determined through 'a stock adjustment mechanism' (Kaldor 1976:
705). After correcting for this oversight, Sarkar (1994, 1996) developed
various North-South models. However, Sarkar's models are best under-
stood as broadly falling under a Kalecki-Lewis classification, as de-
scribed in section 6.2.2.3, above.

In terms of our equations, full capacity utilization in both North and
South is assumed. This implies that equations 20 and 21 hold. The
South is assumed to have a given real wage so that equation 23 also
holds. Similar assumptions for the North implies,

for a given Vn, which is fixed, say, for Neo-Marxian reasons.
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Inserting equation 21 into equation 13 implies 24, as in the first model.
This gives the OT line in panel (b) of Diagram 6.4. From equations 16
through 18 we get,

[31]

which gives OR in panel (d). Substitution of 20 into 12 yields equation
25, which gives line AB in panel (c). In panel (a), ON shows equation
30 for a given Vn. Curve CD in panel (b) is derived from OR, AB and
ON in the diagram and plots the locus of rs and TT, which satisfy equa-
tions 25, 30 and 31. The intersection of OT and CD in panel (b) deter-
mines rn* and n*. rs* and (Wn /Pn)* can be read from the rest of the
diagram. Substitution of the rates of profit into equations 16 or 17 de-
termines g*9 and substitution of this and equation 20 into 19 implies,

k* = (I-a)

Analysis of various parameter changes using this model is under-
taken in Dutt (see Dutt 1990: 165). It is interesting to note that within
this model, technical progress in the South (represented by lower a^
and a\) implies a deterioration in its terms of trade, while a similar
improvement in the North improves the terms of trade of the South. As
noted above, the Vines (1984) and Molana and Vines (1989) models
may broadly be taken as falling under this general category.

6.2.2.5 Some points about capital flows
The models outlined above are based on general macro and trade link-
ages. The emphasis on such a framework is justifiable for primary com-
modity-exporting countries like those in Africa, since such trade link-
ages are central in understanding macroeconomic performance. As
demonstrated by Vos, '... capital flows do not alter the pattern of
asymmetric adjustment' within such an economy (Vos 1989b: 130-38).

Following this line of argument, Vos (1989b) and Dutt (1990) have
extended the above framework for the analysis of capital flows from
North to South. Both assume that part of the capital stock in the South
is owned by the North, and that the North earns and remits profit from
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that stock. Within this framework, a further assumption is that capital
inflows to the South can be thought as a function of North-South profit
differential. This implies, among other things, either the complete own-
ership of the South's capital by the North ('crowding-out') (Vos 1989b:
132, Dutt 1990: 177-81), or no involvement at all by the North (Dutt
1990: 177-81). The complete crowding-out of the South by the North
is further accentuated if the saving elasticity of the North is larger than
that of the South (see Dutt 1990: 177-81).

The main reason underlying this crowding-out is that, given the sty-
lized fact of lower income elasticity of primary goods and a relatively
high savings rate in the North, capital exports6 entail a faster growth in
the supply of commodities than in Northern demand for these. This, in
turn, leads to deterioration in the terms of trade of the South (Vos
1989b: 138). This result stands in stark contrast to the Ricardian H-O-S
and the 'new trade theories' model prediction of gains from trade, dis-
cussed in Chapter 2. Rather, the result accords more closely with the
predictions of non-orthodox models. Moreover, the fact that most Afri-
can countries are becoming increasingly dependent on aid with com-
paratively limited access to international banks underlines the impor-
tance of theories of official capital flows and the credit-rationing
theories discussed in Chapter 2. Vos (1989b, 1994) has formulated the
credit-rationing argument in an international banks context. These theo-
retical avenues are briefly discussed below and are integrated into the
model developed in this chapter.

To sum up, this section has clearly demonstrated that the view of
the economy, or the stylized facts adopted by the researcher, implies
different closure mechanisms and hence, more often than not, different
results. Such a thematic classification helps to understand the existing
models, which are examined in section 6.3 below. Thus, the following
section will examine the practice of global modelling, focusing primar-
ily on how the South is modelled, with the aim of arriving at lessons
relevant to the modelling exercise undertaken in this chapter.

6.3 STANDARD NORTH-SOUTH LINKAGES

The standard linkages in North-South models may broadly be classified
as financial and trade. These linkages serve as propagating mechan-
isms for the impact of macro-policy changes across the two regions,
and usually run from North to South. The discussion of these linkages
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will proceed at two levels. Thus, financial linkages will be examined in
section 6.3.1, and trade linkages in section 6.3.2.

6.3.1 Financial Linkages
Most North-South models take account of financial flows, linking
North with South. However, the emphasis that is placed on finance, rel-
ative to trade linkages varies from model to model. For instance the
models of, inter alia, Muscatelli and Vines (1991), Murshed (1990) and
Vos (1994) place more emphasis on financial linkages compared with
other North-South models such as MSG2 (McKibbin & Sachs 1991),
the IMF's MULTIMOD (Masson et al. 1990) and Project LINK (Ball
1973). Hence, in this section I will examine how these financial linkag-
es are established within a number of existing models.

In the UNCTAD model (see Ball 1973), which is also used by Proj-
ect LINK as the model of the South, net factor payments are related to
external deficits and export revenue. Important financial variables such
as exchange rate and net foreign capital inflows are assumed to be de-
termined exogenously. This exogenously given external finance is spe-
cified as affecting the level of reserves, which, in turn, affects the level
of imports, and hence, investment. This specification allows for the
possibility of depicting the phenomenon of 'import compression.' This
is important, since import compression is reported to be widespread,
not only in the relatively more advanced developing countries, such as
Brazil (Fritsch 1988), but also throughout the less developed countries
of Africa (Ndulu 1986, 1991 andRattso 1992b).

Within the MSG2 model (McKibbin & Sachs 1991), all new loans
to the least developed countries (LDCs) are assumed to remain in his-
torical proportions. All other capital inflows are derived from the con-
sistency that requires world balance of payments to sum to zero. For
the US, Japan, Germany, the rest of the OECD and OPEC, the current
account is determined under the assumption that domestic agents have
free, unrestricted access to international borrowing and lending at in-
ternational rates. For LDCs the scale of borrowing is set exogenously,
by consideration of country-specific risk. In modelling commercial
flows to LDCs, the MSG2 model emphasizes the supply-determined
nature of such flows, and hence the importance of credit rationing to
the South.

In Beenstock's (1988) North-South econometric model, the finan-
cial linkage is established following the 'loanable-fund' doctrine. The
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supply of such funds from OPEC and North is equated to the stock of
LDC debt, as well as the North's public debt and capital requirement.
This stock equilibrium, coupled with capital market specification for
the North, determines the interest rate. Interest rates, in turn, affect the
debt service of the South, which is included in the balance of payment
equation for the South. The other financial linkage is aid, which is in-
cluded in the balance of payment equation of the South, as being exo-
genously determined by the North. Indebtedness of the South is ap-
proached as follows. LDCs have a desired debt position in stock terms.
In the short run the desired may differ from the actual, reflecting ad-
justment costs. Reserve movements are determined residually through
the balance of payment identity. In the long run, the South could have a
desired reserve that might be attained by controlling imports, stimulat-
ing exports or altering the exchange rate. Although the total supply of
funds and its effect on interest rate is based on the classical 'loanable-
fund doctrine', the modelling of capital flows to South does not follow
a specific financial theory. Rather, it is derived from a consistency rule,
which, in the case of aid, is exogenously given. The Beenstock model
also adheres to the assumption that capital flows to the South are large-
ly demand driven. Hence, the model neglects supply conditions in the
North which are emphasized in other models.

In the OECD model INTERLINK (OECD 1988), financial linkages
are established through the use of capital flows. The capital flow to
each country is a function of short-term interest rate differentials, ex-
pected rates of currency depreciation/appreciation, and domestic and
foreign current balances. Foreign interest and exchange rates are taken
as exogenous within the single country model. In the linked model,
changes in interest rate, exchange rate and money supply of a country
are specified as affecting macro variables in other countries, through
their influence on capital flows. Hence, the effects of these variables
may be felt throughout the whole system. These equations are subject
to strong cross-country parameter restrictions, which, together with
appropriate weighting matrices, ensure global consistency of net capital
flows. Basically, the financial linkages specified in the INTERLINK
model are based on portfolio choice theory. Indeed, the model's par-
ticular strength lies in the use of appropriately valued asset and liability
stocks in the determination of capital flows.

The World Bank's Global Economic model, Bank-GEM (Peterson
et al. 1991 and Pedersen 1994), focuses on three types of external cap-
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ital flows. These are FDI, debt-creating flows and foreign-asset hold-
ings of the private sector. FDI is set as being determined by the same
factors as domestic investment: namely, foreign real rate of interest as
an indicator of portfolio choice; domestic GDP as an indicator of mar-
ket size or policy success; and the real exchange rate, which affects
profitability. In modelling debt-creating flows, individual LDCs are
assumed to receive a fixed share of official concessional funds, the ex-
act size of which will depend on growth of income within OECD coun-
tries. Disbursement of official non-concessional loans will depend on
GDP growth of the borrower (as a proxy for creditworthiness), the cur-
rent account balance (representing financing requirements), and the
previous period's net disbursements (as an indicator of borrower be-
haviour). Public commercial borrowing is projected by imposing the
growth rate of official non-concessional borrowing, assuming that this
falls within the general borrowing strategy of the LDC in question.

Finally, commercial borrowing of the private sector constitutes the
residual component of the balance of payments. Portfolio returns and
risks associated with portfolio holding, as well as risk differential by
domestic and foreign investor, and hence, two-way flow approaches
may be used to define the foreign assets of the private sector. Hence,
these assets, sometimes referred to as 'capital flight', may be defined as
a function of: (1) domestic income growth (which may be associated
with lack of opportunities at home or policy credibility); (2) domestic
and foreign inflation; and (3) the lagged ratio of foreign asset holdings
to total wealth of the private sector within a 'normal' portfolio. The
short-term capital flows of the private sector are set as a function of
price and volume of imports (in order to show trade credits, which
might finance imports), while those of the public sector are defined as
the official foreign reserve flows of the balance of payment. The
change in reserves is modelled as an adjustment to a desired stock
level, which will depend on the dollar value of the exchange rate, as
well as the price and volume of imports. Finally, the percentage change
in nominal exchange rate is related to the percentage change in domes-
tic and foreign inflation differentials. In general, the Bank-GEM finan-
cial modelling is informed by a Mundell-Fleming framework, since
financial markets are assumed to clear for world interest rates in an
integrated world capital market. Within this framework, private capital
inflows are seen as being determined along the lines of a portfolio the-
ory of finance (see Alemayehu 1994 for details about Bank-GEM).
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Muscatelli and Vines' (1991) study also focuses on financial link-
ages. They begin their North-South model by outlining a number of
possible causes of the debt crisis. Firstly, domestic policies pursued by
the South; secondly, global macroeconomic shocks which result from
changes in interest rates, the fiscal and monetary policy adopted by the
North, as well as fluctuations in commodity and oil prices; thirdly,
creditors' failure to assess risks; and fourthly, trade restrictions applied
in the South. The debt crisis has resulted in a variety of expenditure
switching and reducing effects. Of these, the former effect was found to
have led to inflation, while the latter to import compression and fiscal
adjustment, characterized by reduced public spending and high interest
rates in the short run. The expenditure reducing effect was also found
to have had supply-side effects on long-run growth and developmental
potential, with implied demand-side impacts.

In order to locate the above problems in the context of North-South
interaction, Muscatelli and Vines (1991) identify the macroeconomic
linkages between the two regions. Hence, in the modelling approach
adopted, the South is assumed to depend on North for its exports, im-
port of capital goods, and finance. Conversely, the North is assumed to
depend on the South in order to meet its demand for raw materials.
Further, it is assumed, through the operation of international capital
markets, that the economic behaviour of the South can influence that of
the North, and vice versa. Thus, the perceived probability of default is
likely to adversely affect capital inflows to the South, with a rise in
interest rates also having the effect of depressing investment in the
South. This, in turn, will affect the short-run demand for Northern
goods, and may also have long-run supply effects, as the supply of
commodities declines. Moreover, a rise in interest rate will have a
negative effect on the debt service costs of the South. Recognition of
these linkages has led various authors to focus their attention on three
specific areas, in seeking a solution to the debt crisis. Firstly, domestic
policies of the South; secondly, macroeconomic policies pursued by
OECD countries; and thirdly, measures specifically aimed at reducing
the level of outstanding debt.

Murshed (1990) also seeks to explain the debt crisis of the 1980s as
representing a recent manifestation of ongoing North-South macro-
economic interactions. For him, the crisis as a whole, its emergence and
possible solutions are all rooted in this interaction. Murshed notes a
number of stylized features of North-South interaction in the 1980s.
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Two such features are a contractionary monetary policy in the North
and the intensification of a protectionist tendency toward Southern
goods. Such policies have resulted in the collapse of commodity prices
and the evolution of indebtedness into a fully blown debt crisis. Ad-
justment programs designed to tackle debt problems have resulted in
entitlement losses and low growth rates. In his model, the North is de-
picted as functioning in a Keynesian fashion, with income assumed as
being demand determined. In the goods market, the financial linkage is
established by making Northern absorption partly a function of interest
payments on Southern debt. Within this model, disposable income of
the North is also set as being boosted by commercial tariffs levied on
Southern exports. Capital flows from North to South are set to be a
function of interest rates (as in a Mundellian or MacDougall approach),
while the South's debt is related to balance of payments. Finally, the
balance of payments itself is assumed to depend on macroeconomic
conditions in the North.7 Having analysed the overall model, Murshed
concludes that 'the debt crisis as a whole is best viewed as a painful
spillover of Northern macroeconomic policy onto the South'.8 In gen-
eral, Murshed's model focuses quite sharply on financial interactions
relating to macro policy and macroeconomic conditions in the North
and their repercussions on the South.

In MULTIMOD (Masson et al. 1990), a model developed and main-
tained by the IMF, the financial linkages of the finance-constrained
developing country is formulated based on its capacity to service exter-
nal debt. This capacity is measured by comparing the interest on debt to
export ratios of LDCs, to an expected or targeted value for a similar ra-
tio, which is exogenously given. In this specification, exchange rate is
allowed to have an influence on capital flows to the South. Economic
activities in the North will also affect the numerator and denominator,
and hence, the overall value of this ratio. A sort of 'import compres-
sion' mechanism is predicted when the South's ratio passes the targeted
threshold level. The theoretical basis of this approach is a rudimentary
credit rationing mechanism based on solvency criteria. Finally, since
exports are used in the computation of the relevant ratios, it is reason-
able to conclude that MULTIMOD's approach may be used, not only to
indicate insolvency, but also short-term liquidity problems.

In Vos' (1994) model, which is termed STAC, financial linkage is
established by letting North have unrestricted access to capital markets,
while the access of the South is rationed on the basis of an imperfect
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creditworthiness assessment. This assessment is based on perceived
payment capacity, which is calculated by relating interest payment to
exports, in a similar fashion to that undertaken in MULTIMOD.
Moreover, financial flows from the North are linked to public and pri-
vate investment by way of the deficit. Imports are determined as resid-
ual, thus capturing the 'import compression' phenomenon. Other offi-
cial flows are taken as being exogenously determined. In Vos (1989b,
1994), as well as Darity and FitzGerald (1982), the theory of credit ra-
tioning by oligopolistically functioning international banks is applied in
modelling the linkages between the regions. The basic argument of
these approaches is that the behaviour of the suppliers, who are basi-
cally the international and commercial banks of the North, needs to be
taken account of in the determination of such flows. Hence, in relation
to lending to the South, the focus is mainly on credit rationing. In Tay-
lor (1981), and Marquez and Pauly (1987), the South's dependence on
capital inflows from the North is recognized and understood to result
from technological or capital input dependency. The extent of this de-
pendency, which is equal to the regions trade deficit, is assumed to be
determined by political factors. Indeed, following Vos (1989b), Taylor
(1991) has attempted to model these financial linkages. Finally, the
models of Findlay (1980, 1981) and Molana and Vines (1989) do not
consider capital flows at all.

To sum up, recent global models have attempted to incorporate dif-
ferent aspects of financial flows. However, the emphasis, the selection
of variables and the specification adopted will vary depending on the
theoretical approach chosen or the accounting framework adopted.
Most existing models which focus on the North emphasize the Mun-
dell-Fleming and portfolio theories of capital movements in modelling
financial linkages. However, there are also a growing number of North-
South models which are based on theories of credit rationing and oli-
gopolistic banking behaviour. Indeed, the latter approach is quite plau-
sible in explaining private bank flows to African countries, which are
usually considered to be the worst risk. Thus, in modelling these flows
to Africa a theoretical framework based on oligopolistic banking be-
haviour will be very important. Hence, this approach, together with
some other specific features of African macroeconomics not considered
in existing North-South models, will be taken into account in building
the model set out in this chapter.
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Table 6.1 Summary of financial linkages

North-South models
Uses interest rate
from integrated
capital market

Uses dis-
aggregated
capital flows

Beenstock1988

Darity&FitzGerald1982

INTERLINK, OECD, 1988

MULTIMOD (IMF) Masson et al. 1990)

Murshed 1990

Muscatelli & Vines 1991

MSG2 (McKibbin & Sachs 1991)

STAC (Vos 1994)

Taylor 1981; Marquez & Pauly 1987

Findlay 1980,1981; Molana & Vines 198

UNCTAD, Project LINK (1973)

Bank-GEM (Peterson et al. 1991,
Pedersen 1994)

Yes
No

Yes

No

Yes

No

No, but yes
across N

No

No

No

No

Yes

Limited
Limited

No

No

No

No

No

Limited

No

No

No

Yes

North-South models

Focus on debt,
default and N
macro policy
effect on S

Focus on import
compression

Beenstock 1988

Darity&FitzGerald1982

INTERLINK, OECD, 1988

MULTIMOD (IMF) Masson et al. 1990)

Murshed 1990

Muscatelli & Vines 1991

MSG2 (McKibbin & Sachs 1991)

STAC (Vos 1994)

Taylor 1981; Marquez & Pauly 1987

Findlay 1980,1981; Molana & Vines 1989

UNCTAD, Project LINK (1973)

Bank-GEM (Peterson et al. 1991, Peder-
sen 1994)

Yes
No

No

Limited

Yes

Yes

No

Yes

No

No

No

No

No
No

No

Yes

No

Yes

No

Yes

No

No

Yes

No

(Continued)
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Table 6.1 (continued)

North-South models

Beenstock 1988

Darity&FitzGerald1982

INTERLINK, OECD, 1988

MULTIMOD (IMF) Masson et
al. 1990)

Murshed 1990

Muscatelli & Vines 1991

MSG2 (McKibbin & Sachs
1991)

STAC (Vos 1994)

Taylor 1981; Marquez & Pauly
1987

Findlay 1980,1981; Molana&
Vines 1989

UNCTAD, Project LINK (1973)

Bank-GEM (Peterson et al.
1991, Pedersen 1994)

Comprise
credit

rationing
behavior

in/V

No

Yes

No

Yes

No

No

Yes

Yes

No

No

No

No

Focus on
supply side

determination
of flows

(liquidity, risk)

No

Yes

Limited

Yes

No

Yes

Yes

Yes

Yes,

No

No

Yes, but
limited

Focus on the
demand side
determination

of flows

No

Yes

Limited

No

Yes

Yes

Yes, through
consistency rule

Yes, through
deficit financing

Yes, through
deficit financing

No

No

Yes

Trade Linkages
At least two basic approaches have been used in modelling trade link-
ages between North and South: firstly, one which ensures endogenous
determination of the relevant trade variables (i.e., exports, imports and
their prices), and secondly, an approach based on trade or market share
matrices. In relation to the first of these approaches, three important
aspects may be outlined. The first of these relates to the nature of the
market, with the North usually assumed to specialize in industrial
goods production and the South in primary goods. The market for in-
dustrial goods clears for quantity, or, in some models, for price, while
that of primary goods clears only for price. Secondly, it is noteworthy
that some models move beyond this simple but illuminating classifica-
tion, and disaggregate commodities into at least four to five commodity
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groups. Thirdly, a number of models focus explicitly on the impact of
financial variables on the primary commodity market. The second ap-
proach, using trade share metrics, also has a number of variants. Thus,
bilateral trade may be estimated directly, from a linearized Armington
formulation (Hickman & Lau 1973), by using an estimation of total
exports, by allowing variation in the share matrices (Klein & van Peter-
son 1973), or by emphasizing measures of competitiveness (Samuelson
& Kurihara 1980).

A very common approach, used in most recent global economic
models, is to establish the link between North and South through the
specification of the supply of exports from one region, with the demand
for imports in the other. This approach has been adopted by, among
others, Krugman (1979a), Taylor (1981, 1983, 1991), Marquez and
Pauly (1987), Masson et al. (1990), Vos (1994), Muscatelli and Vines
(1991) and Moutos and Vines (1988). In none of these models, with the
exception of MULTIMOD, are commodities disaggregated. Rather,
usually an aggregate manufactured good is specified for the North, and
an aggregate primary commodity for the South. However, as described
below, the models differ as to how they specify their trade linkages, as
well as the assumptions made about the nature of the goods market.

In the UNCTAD model, Project LINK, an attempt is made to model
the South. However, the specification of the import/export equation, or
trade linkage, for the South is carried in a very simple manner. Thus,
exports are simply related to an index of world trade and a ratio of ex-
ports to world price, while imports are related to GDP, lagged real for-
eign inflows, deflated by import price, and the real exchange rate. The
major trade linkage is established through market shares. The initial
LINK exercise was to estimate the import function of each country, for
a given level of world trade. Subsequently, world-level consistency is
achieved by making the total world level of trade an adjusting variable.
This is termed the Mini-Link. This approach assumes that the level of
world trade is the only adjusting variable. An alternative approach,
termed the Maxi-Link, is employed in the final version of the Project
LINK model. The Maxi-Link is a modified Armington formulation,
and is estimated by relating actual to estimated exports. The latter are
estimated based on share matrices, estimated imports, a partial adjust-
ment specification of such estimates in the preceding period, and a
trend term (see Klein & van Peterson 1973). When constructing models
the size of Project LINK and Bank-GEM, the use of a simplified struc-
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ture is understandable. However, it should be pointed out that this sim-
plicity might come at the expense of ensuring the use of theoretically
and empirically sound adjustment mechanisms.

Table 6.2 Summary of trade linkages

North-South models
Uses

trade share
matrices

Uses
endogenous

determination of
trade variables

Alogoskoufis & Varangis 1992
Beenstock1988
Darity&FitzGerald1982
INTERLINK, OECD, 1988
MULTIMOD (IMF) (Masson et al, 1990)
Murshed 1990
Muscatelli & Vines 1991
MSG2 (McKibbin & Sachs 1991)
STAC (Vos 1994)
Taplin 1973
Taylor 1981; Marquez & Pauly 1987
Findlay 1980,1981; Molana & Vines
UNCTAD, Project LINK (1973)
Bank-GEM 1991, 1994

North-South models

Alogoskoufis & Varangis 1992
Beenstock1988
Darity&FitzGerald1982
INTERLINK, OECD, 1988
MULTIMOD (IMF) (Mas. et al '90)
Murshed 1990
Muscatelli & Vines 1991
MSG2(McK. & Sachs 1991)
STAC (Vos 1994)
Taplin 1973
Taylor 1981; Mar. & Paul 1987
Find. 1980,'81; Mol.&V. 1989
UNCTAD, Project LINK (1973)
Bank-GEM 1991, 1994

1989

Directly links
macro

variables to
commodity

market

Yes
Yes
No
No
No

Limited
Limited

No
No
No
No
No
No
No

No
No
No
Yes
No
No
No
No,
No
Yes
No
No
Yes
Yes

Uses
disaggre-

gated
commod-

ities

No
No
No
Yes
Yes
No
No
No
No

Yes
No
No
Yes
Yes

Yes
Yes
Yes
No
Yes
Yes
Yes
Yes
Yes
No

Yes
Yes
No
No

In goods
market the

North is
quantity

clearing while
South is price

clearing

Noa

Nob

Yes
Noc

Yes
Yes
Nob

Nob

Yes
Nob

Yes
Nob

Nob

Nob

a interest also clears both are price clearing c price clearing in the North is limited
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The Bank-GEM model followed two approaches in dealing with
trade linkages. The first was to use a modified Armington-type specifi-
cation. The modification relates to the inclusion of price pass-through
effects, a time trend9 and the use of an error correction method within
the estimation. This approach is then used in the specification of trade
in manufactures (SITC 5-9). For trade in food and beverage (SITC
0+1), raw materials (SITC 2+4) and energy (SITC 3), a similar ap-
proach to that used in Project LINK is proposed. However, it is not
clear which version of the LINK'S linkage mechanism is to be used.10

Neither does the Bank-GEM model clearly explain the market structure
used in its commodity market. For manufactured goods it seems that a
middle path between monopoly and perfect competition is chosen.
However, there is no guarantee that the price specification used will
yield the intended results (see Peterson et al. 1991: 18). Indeed, within
such a set-up, price is more likely to be flexible than fixed.

A global trade model, very much in the tradition of the export share
matrix, is that of Taplin's (1973) model of world trade.11 Taplin's mod-
el (discussed at length in Chapter 2) is based on the 'Expanded World
Trade Model (EWTM)', developed by the Research Department of the
IMF for the short-term forecasting of trade flows and analysis of eco-
nomic policies. The version discussed here treats the world as divided
into 27 countries and regions, comprising each of the 25 developed
countries, the CEMA (the former 'socialist' countries) and the rest of
the world (RW). The RW encompasses the developing countries in to-
tal. The level of imports for each developed country is determined by
an import function. Economic activity (measured as autonomous
spending) and relative prices are both represented as explanatory fac-
tors within the import function. However, due to a shortage of relevant
information, economic activity and exports are used to determine the
imports from the CEMA region. The imports of the rest of the world
are set as a function of current and past foreign exchange receipts. The
level of exports of each country and region are obtained by distributing
the forecasted imports by an export share matrix. In common with
Project LINK, export share matrices lie at the heart of the system.
Thus, using Armington's approach, the share matrices are estimated by
regressing the change in market shares onto a proportionate change in
price ratio.

Another widely cited global model is MSG2, in which the linkage
between North and South is set in a vertically integrated fashion. The
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North produces consumption and investment goods, while the South
supplies primary inputs, including oil, for use in the North's production
process. Thus, the demand for goods from the South is a derived de-
mand for Northern goods. Output of the North is specified, in a Cobb-
Douglas form, as a function of value added and primary inputs. Value
added is further specified, also in Cobb-Douglas form, using capital
and labour as inputs, while primary inputs are defined as a Cobb-
Douglas function of oil and non-oil primary inputs. Oil is then specified
as a Cobb-Douglas function of domestic production and imports from
OPEC. For goods from OPEC and the LDCs, a single world uniform
price is assumed. Prices of commodities from the South and OPEC are
defined by a mark-up over a basket of OECD goods. By making this
mark-up, a positive function of the demand for OPEC and LDC exports
- in effect, the price of OPEC and the South's commodities - are as-
sumed to be demand determined. However, the downside of this as-
sumption is that it overlooks the important distinction that the oil mar-
ket clears for output and the primary commodity market for price,
which is taken as a stylized fact in most recent North-South models.
However, a useful development incorporated into the MSG2 model is
the use of an integrated or nested production structure. Although the
MSG2 specified such relations at an aggregate level, the method may
also be applied in relating sectoral supply to sectoral demand, within
the two regions or countries. The specification of such sectoral linkages
would allow for the examination of the sectoral implications of macro
linkages in general, and of trade linkages in particular.

Based on Vernon's (1966) theory of 'product cycle', Krugman
(1979a) has formulated trade patterns that emerge from technological
change within a North-South framework. He assumes a world of two
countries, consisting of an innovating North and a non-innovating
South. Innovation takes the form of developing new products, which
could, after a lag, be produced in the South. The lag in the adoption of
new technology by the South gives rise to trade. Interestingly, Krug-
man concludes that the

North always exports new products and imports old products... Each
good is at first produced in and exported by the North; then when tech-
nology becomes available to South, the industry moves to lower wage
country. Case studies in such a world reveal a Vernon-type product cy-
cle. (Krugman 1979a: 260)
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Although his theory cannot usefully be applied to the South in general,
Krugman's general point remains valid for particular countries, particu-
larly in East Asia. However, its relevance to low-income, institutional-
ly-weak African countries remains very limited.

One of the trade linkages used in the North-South model developed
by Alogoskoufis and Varangis (1992) relates to an attempt to link the
fiscal condition of the North with the primary commodity price of the
South. This is a very small model, which is analytically similar in struc-
ture to that of the Mundell-Fleming model. In the section of the model
dealing with the North, for a given set of supply and demand parame-
ters, macro equilibrium depends on the relative price of commodities to
manufactures, and on the real interest rate. A similar equilibrium struc-
ture is also maintained in the section dealing with the South. Finally,
the two models are combined and solved for the equilibrium values of
real interest rate and relative prices. The model conveys an important
point, that the relationship between world interest rate and primary
commodity prices could be negative or positive, depending on the ori-
gin of shocks. Thus, if demand and supply shocks originate, say, from
the North, the relationship between real interest rate and relative prices
is negative. This result indicates the presence of a strong linkage be-
tween the fiscal deficit in the North and price of primary commodities.
The model developed by Beenstock (1988) also emphasizes such com-
modity and financial market linkages.

In the IMF's MULTIMOD (Masson et al. 1990), trade in goods is
disaggregated into three basic commodity groups: oil, primary com-
modities and manufactures. Trade in oil is assumed to take place at a
unique world price, which is determined exogenously. For the industri-
alized countries a domestic demand equation determines oil consump-
tion, with oil imports determined as a residual, once domestic sources
have been tapped. For the two groups of LDCs specified in the model,
namely capital importing and capital exporting, exports of oil are taken
as endogenous and world demand is equated with world supply. Any
increase in demand is shared between the two regions in fixed propor-
tions, with production passively responding to demand at a given price.
Primary commodities produced by the South are assumed to have per-
fectly flexible prices, which will ensure market clearing. Relative price
changes in favour of primary products, or profitability, are assumed to
induce a shift of resources into this sector, with associated positive re-
percussions. Manufactured products are assumed to be produced by all
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countries and are mark-up priced. With the exception of high-income
oil earners, the import and export of manufactures is taken as endoge-
nous to the model.

The trade linkage is established with the North's export of manu-
factures, through an export equation that comprises foreign absorption
and real effective exchange rate as explanatory factors. Another trade
linkage is established with the commodity imports from the South us-
ing an import function, which contains the variables for Northern GDP
and real exchange rate as arguments. Owing to the endogenous deter-
mination of the main linkages,12 the model is characterized as a dy-
namic version of the Mundell-Fleming model. An important feature of
MULTIMOD is its market structure. Specifically, manufactured goods
are (fix-price) quantity clearing, while primary commodities are (flexi-
price) price clearing.

The North-South models of Taylor (1981, 1983, 1991), Darity and
FitzGerald (1982), Marquez and Pauly (1987), Vos (1994) and Sarkar
(1994, 1996), among others, are also based on a similar market struc-
ture, with the Northern goods market clearing for output, and commod-
ity markets for price. These models fall under the same theoretical
grouping as the Kalecki-Lewis models discussed in the previous sec-
tion. In contrast, the trade linkages within the models of Findlay (1980,
1981), as well as Molana and Vines (1989), describe a perfectly com-
petitive market within both regions. These markets accommodate
goods produced using a neoclassical production function.13 Thus, in
these models, the demand for imports within each region will depend
on relative price and real income.

In the OECD's INTERLINK model, volume of imports and price of
exports are determined endogenously, with domestic demand, costs and
international prices used as explanatory variables. However, with the
exception of energy suppliers, non-OECD countries are taken as price
takers, with their export prices assumed to follow that of competitors.
Food and raw materials are taken as a function of demand within the
OECD. Such single-country estimates are passed to the trade linkage
model where a consistent export volume (by way of share equations)14

and import price estimates are determined. This is undertaken by allo-
cating country-based estimates of global import demand among indi-
vidual exporting countries, which, in turn allows for the determination
of import prices for each country. The main determinant of the export
share is the export market growth elasticity which, itself, depends on
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past trends, competitiveness and the commodity export composition of
a country. These export and import prices are, in turn, passed to the in-
dividual country models, as revised inputs. The process is then iterated,
in order to arrive at an internationally consistent model solution. Global
consistency between import and export volume is enforced by com-
bining the structure of the system, as described above, with parameter
restrictions across a set of export volume equations. In general, this
trade linkage is similar to the one used in Project LINK and proposed
for use by Bank-GEM. However, while in LINK, consistency is
achieved by estimating exports, allowing for possible factors to influ-
ence the share-based estimation, parameter restriction plays a signifi-
cant role in INTERLINK.

6,4 SUMMING UP

So far, in this book, I have examined both the theory and practice of
North-South modelling. The theoretical section of this discussion has
shown that the assumed stylized facts, or view of the economy, will
determine the structure of the North-South models which are devel-
oped. As a result, the implications of particular shocks or policies could
vary across different types of model.

An interesting conclusion may be arrived at when these theoretical
models are contrasted with the stylized facts in relation to Africa. As
described in Chapter 1, African countries are price takers within the in-
ternational commodity market, with the market for their commodities
characterized by price clearing. An 'unlimited' labour supply is also
found to represent a plausible hypothesis for most of these countries.
Moreover, African nations will tend to trade with (Northern) countries,
which have excess capacity, and which are dominated by big firms with
price-making capacity. In fact, as demonstrated by Yeats (1991), for
some commodities, such as metals, African countries will tend to pay
an average premium of 23 per cent above the unit value for other devel-
oping countries (Yeats 1991: 201). The discussion presented in Chapter
1 also shows the extent to which African countries are dependent on
aid. These countries are also likely to be the worst risk for private lend-
ers, and commercial banks in particular. These stylized facts under-
score the relevance of the Kalecki-Lewis model in depicting analyti-
cally the incorporation of these national economies into the world econ-
omy. However, this incorporation would not be complete without, first,
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describing the financial interaction of these economies. Hence, the dis-
cussion relating to official inflows presented in Chapter 2, combined
with an international credit-rationing hypothesis, will need to be inte-
grated into the Kalecki-Lewis model, in order to strengthen the rele-
vance of this model for Africa. This line of argument stands as the main
justification for adopting this structure in the model constructed in the
following section.

Two other important issues arise from the survey of models present-
ed in this chapter. Firstly, undertaking a survey of existing models is
extremely important in identifying the specific linking mechanisms,
which will need to be incorporated during model construction. Hence,
the linkages identified within these models will be used to guide the
construction of the model set out below. Secondly, the above survey
demonstrates that the modelling of the South remains extremely rudi-
mentary. Indeed, in the case of Africa, such modelling has been ne-
glected almost entirely. The major implication of these findings is that
insufficient account has been taken of the basic macro features of the
South within existing North-South models. This implies a need to iden-
tify the salient macro features of African economies, as was undertaken
in Chapter 3, and to integrate these within a North-South modelling
framework. Hence, the following section will be devoted to such an ex-
ercise.

6.5 AFRICA WITHIN A NORTH-SOUTH FRAMEWORK:
A NEOSTRUCTURALIST GLOBAL ECONOMETRIC
MODEL (AFRIMOD)

The specification of the North-South model outlined below is based on
the theoretical North-South models of Taylor (1981, 1983, 1991), Dar-
ity and FitzGerald (1982), Kanbur and Vines (1986), Murshed (1990)
and Vos (1994), as well as on the empirical models of Marquez and
Pauly (1987) and Masson et al. (1990). In relation to the theoretical
discussion set out above, the basic characteristic of the model is its ef-
fort to combine a Kaleckian/Keynesian North, a Lewis-type economy
for the South, and an oil-producing and -supplying region (representing
the OPEC countries). The North and OPEC will be dealt with in a very
limited fashion, with an attempt to develop and elaborate upon the
modelling of Africa taken as the prime objective. This approach stands
in opposition to the current practice in North-South modelling, in
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which the focus has, mainly, been on elaborating upon the section of
the model dealing with the North. All parameters, with the exception of
two equations, and some ratios, have been econometrically estimated.
This means that the model may also be interpreted as an empirical
model. The discussion will be organized as follows. In sections 6.5.1 to
6.5.5, a North-South model will be specified. Although the specifica-
tion set out below takes a linear form, all estimations are undertaken
using a log-log model. However, in order to ensure compatibility with
the identities specified in the model, appropriate conversion of the log-
log model is undertaken. Section 6.5.6 outlines some practical analyti-
cal solutions, which help in understanding the major issues, which are
addressed within the model. Finally, a glossary of symbols used and
coefficients estimated is given at the end of the chapter.

6.5.1 The North
The modelling of the North adopted in this book is not an elaborated
one. There are two main reasons for this: firstly, the focus of the book
is mainly on the modelling of the South, and Africa in particular; sec-
ondly, if need be, an elaborated model of the South developed in this
book may be combined with the existing models which have an elabo-
rated North. Notwithstanding the existence of a number of models in-
corporating an elaborated North, I have specified below a less elabo-
rated model of North, based on Taylor (1981). The use of this less
elaborated model for the North has two desirable consequences. Firstly,
it allows one to specify the North along theoretical lines, which are best
suited to the purposes of this book. Secondly, incorporation of this less
elaborated model for the North allows one to understand the interaction
of the two regions and hence, subsequent feedback effects of the North
on the South.

6.5.1.1 The major macro aggregates sub-bloc
The North is assumed to be an economy with excess capacity, with
output taken as being demand determined, along Keynesian/Kaleckian
lines. This is given by equation 1, which is the aggregate equilibrium
condition, and the basic closure of the model for the North.

QN =CN +IN+GN +XN -MN [1]
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The demand component comprises a simple consumption function that
depends on income (equation 2), an investment function, which de-
pends on income and world interest rate (equation 3) and exports and
imports (given in equations 4 and 5, respectively). By making the two
regions, OPEC and the South, the destination and source for exports
and imports of the North, respectively, equations 4 and 5 ensure a trade
linkage among the three regions.

CN=a2+b2QN [2]

IN =a3+b3QN-c3iw [3]

XN = PM$ (MM* + MM* ) + M0T + otXN [4]

MN = MRS
N + Poil (MO° + XONA + XOWC ) + otMN [5]

The Northern (manufactured) price equation (equation 6) is based
on a Kaleckian mark-up pricing approach, which assumes an oligopo-
listic market structure in the North. The specification follows recent
works of Taylor (1981, 1983, 1991), Darity and FitzGerald (1982),
Marquez and Pauly (1987) and Vos (1994). It is positively related to
prices of intermediate inputs, comprising wages, imported raw materi-
als and oil price, and inversely related to excess capacity in the North.

PM* = a6 +b6Poil +c9wN +d6PR -e6EXCAP [6]

Following a Kaleckian/Kaldorian tradition, private saving is as-
sumed to come from profit and non-wage income, which, in turn, de-
pends on the mark-up pricing scheme specified in equation 6. Follow-
ing Murshed, the level of saving is further augmented by factor income
from abroad as well as interest income from Southern debt. Since such
income usually accrues to multinational firms and banks, their propen-
sity to consume out of these factor incomes is assumed to be negligible.
This is given in equation 7.

iw(DCN-JN-J0T)+jps

Factor payment receipts from the South is formulated based on a
historical trend of factor payments and foreign direct investment (FDI)
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to South. Thus, the coefficients in equation 8 below are average ratios
of factor payments to FDI for the years 1983-90.

fps = asFDIOT + bsFDINA + csFDIwc + dsFDIES [8]

The North also interacts with the OPEC (oil-producing and -export-
ing countries) through its oil consumption function, which is given in
equation 9, as well as subsequent demand for oil imports, which is
given by equation 10. Consumption of oil in the North is related to
price of oil, the price of a substitute, such as coal, and the level of eco-
nomic activity in the North.

COILN =a9- b9Poil + c9Pcoal + d9QN [9]

MO° = (CoilN - Qoil N ) - XONA - XOWC [10]

6.5.1.2 The official capital flows sub-bloc
Following Vos (1994), the deficit of the North may be specified as in
equation 11, where it is financed by issuing bonds, or by assuming that
the government in the North is a borrower, having preferential access to
international capital markets.

DEFN = ADCN =GN+ iwDCN + AFs-tN(\- PoilmN)QN [11]

However, the Vos version of this is extremely aggregated and does
not specify how inflows to the South are determined and allocated.
Hence, a major extension of Vos' approach is undertaken by further
specifying official capital flows to the South, using equations 12 and
13. As discussed in Chapter 2, given the total inflow to the South (in
equation 11) as a policy variable in the North, or determined by the
North's affordability criteria, the allocation of the total inflow across
the South, given by equation 12, is based on the theoretical approaches
of, inter alia, Ruttan (1992), OECD (1985), Mikesell (1968), Mosley
(1987), Dudley and Montmarquette (1976), and McGillivary and White
(1993). This literature emphasizes economic, strategic and political
self-interest, as well as developmental/humanitarian considerations. Of
these, economic considerations are represented by the first two argu-
ments within equation 12, strategic and political self-interest by the
third argument and developmental/humanitarian considerations by the
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fourth argument. This specification is extended to include indicators of
relative repayment capacity (represented by the fifth argument in equa-
tion 12), since this represents another important economic variable not
considered in the literature. As shown in Chapter 4, the formulation of
equation 12, using an ECM, allows the error correction term to capture
not only the impact of recent past budgetary practices but also previous
historical/colonial ties.

6.5.1.3 The foreign direct investment sub-bloc
Following the discussion presented in Chapter 2 and the empirical
analysis of Chapter 4, equation 13 is specified using a simple 'eclectic'
approach to the determination of foreign direct investment (Dunning
1993) and theory of industrial organization (Helleiner 1989). The first
argument in this equation shows market size, the second is used to
capture the concentration of FDI in the mining sectors of most African
countries, the third argument is a dummy, which indicates the number
of countries who followed a programme of deregulation, or adopted a
structural adjustment package or similar policy incentive, and finally,
the lagged dependent variable is used to capture other historical consid-
erations, as well as 'economies of specialization' or internalization used
in pursuing FDI. In the first two arguments the variables are computed
relative to other South, in order to indicate the choice faced by North-
ern agents.

A ~ C'13 -13 | ^ | '13 1 i mr I fJ3]

Both equations 12 and 13 are fitted to the three regions, which form
the focus of this study.
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6.5.1.4 The commodity sub-bloc
The commodity sub-bloc arises out of the empirical analysis presented
in Chapter 4. Ideally the modelling of the commodity could have been
undertaken along the lines of Hwa (1985) and Ramanujam and Vines
(1990), both of which are based on the theoretical work of Adams and
Behrman (1976).15 However, this could not be carried out due to the ab-
sence of available data on stockholding. As discussed in Chapter 4, the
commodity bloc specified in equations 14 and 15 indirectly addresses
the stockholding behaviour of Northern agents. Following an econo-
metric analysis, the equilibrium version is found to be relatively the
better and hence, this version below is used.

Xi
dd=al4+bl4QN -cjw-duU^A [14]

Solving equation 14 for PRJ and taking the log of the result gives
equation 14.1. This equation is used for estimating the simultaneous
equations-based model (given in Appendix 4.3). Results reported in
Table 8.2 below refer to the ECM-based estimation of equation 14.

PR, = al4+bl4QN-cl4iw+dl4PQN-el4Xi
dd [14.1]

[15]

where: k is the number of lag period and i stands for commodity /.

i = xt n°]

Equations 14 and 15 are used for four commodity categories (/ =
1...4) consisting of food, beverage, agricultural raw material, and, fi-
nally, metals, ores and minerals. As discussed in Chapter 4, as well as
in Bond (1987), this distinction is found to be empirically important.
Thus, through equation 16, the global commodity market for each com-
modity category clears for price (i.e., flexi-price). As discussed in
Chapter 2, this is in line with various studies relating to the functioning
of commodity markets, starting from the classic works of Prebisch
(1962) and Singer (1950). Following a lag period, the price derived in
this market, in turn, determines the supply of exports from Africa
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(equation 33). Moreover, through the identity given in equation 50,
supply from Africa has an effect on global supply, which is given in
equation 15. Thus, as illustrated in Diagram 4.1 of Chapter 4, the global
commodity market and African supply are dynamically linked.

6.5.2 The South: Africa
6.5.2.1 The major macro aggregates sub-bloc
Within this sub-bloc, the South is divided into two regions, comprising
Other South (OT) and Africa (A). The latter, in turn, is further divided
into three sub-regions, based on the UNECA classification. These are
East & Southern Africa (ESA), North Africa (NA) and West & Central
Africa (WCA).16 As discussed in Chapter 1, an historic and economic
justification for such a classification, based on the nature of each re-
gion's interaction with Western Europe, may be found in Nzulu et al.
(1979) and Amin (1972). The model specified below is a prototype
model used for each region. The rest of the World and Other South cat-
egories are, on the whole, assumed to be exogenous to the model, the
major features of which are outlined below.

Unlike the North, the South is assumed to be a supply-constrained
economy. In general, the long-run, supply-constrained nature of such
economies may be depicted by a production structure characterized by
full-capacity utilization (Taylor 1981, 1983). However, in Africa, the
past two decades have witnessed some vital sectors of the economy be-
ing faced with under-capacity utilization, arising from problems relat-
ing to the supply of imported inputs. This has been especially true of
manufacturing, which is dependent on intermediate imports, as well as
those sections of the agricultural sector which are dependent on imports
of fertilizer and transport facilities. This theme has recently been taken
up in the 'import compression' literature in general, and by Ndulu
(1986, 1991) and Ratts0 (1992a) in particular. Hence, I have explicitly
incorporated these considerations in modelling the South through
equations 18, 19 and 20. All type of foreign inflows, except foreign
direct investment (FDI), are specified as determining the level of im-
ports.

In relation to public and private investment, these are linked to the
level of imports through equations 18 and 19. As discussed in Chapter
3, as well as in FitzGerald et al. (1992), the investment functions are
based on a theoretical framework that depicts the externally constrained
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nature of investment in developing countries. Given the flow of foreign
finance (whether based on trade or on external borrowing), as well as
outflows of foreign exchange (with debt service payment included), the
level of imports is defined (by way of equation 20) as an accommodat-
ing variable. The level of reserves is also assumed to be zero, which is
not an unreasonable assumption, given the precarious nature of reserves
in Africa. A further simplifying assumption which is employed is that
(after settling external financial obligations, including capital flight) all
types of aid are best considered as representing an additional source of
external finance, which will enhance the level of imports. Although this
assumption is very limiting in the context of 1970s Africa, where proj-
ect aid was important, it is quite relevant for the 1980s and 1990s.
Moreover, equation 20 is also central in incorporating the basic themes
summarized in the import compression literature. This equation depicts
a situation in which imports are squeezed by foreign obligations, of
which debt servicing is central.

Thus, equations 17-23 together summarize the major macro bloc of
the South. Beginning with equation 17, this equation illustrates the sup-
ply of output from the South (the estimation procedure for the capital
output ratios is discussed below).

QA = a\l +°'APIAP+ CJA

uwhere: aAP -
AP

g = 4 = *is + KQA + <\*MA + dnIAgtx [18]

subject to: If
Ag <aM

where: * shows desired level of investment, is the share of M that
went to the public sector investment, superscript / is the foreign ex-
change-constrained level of investment.

= I*AP = *i9 + KQA + cl9MA + dl9IAgti [19]

subject to: i*Ap< (\~a)M
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MA=XA+AFA+ABA + FDIA + iwJs -AJA-

where: A: = 6, candd

Con A = a2\ + b2\poii + c2i*FA + d2lQA [21]

Equation 21 summarizes consumption of oil by the South. However,
unlike Marquez and Pauly (1987), in which oil consumption of the
South is considered to be a substitute for capital in the context of cost
minimization, we argue here for its complementary. Thus, it has a rela-
tively rigid (inelastic) demand that depends on its own price, availabil-
ity of external finance and the South's level of output. The econometric
estimation would also appear to lend support to this position.

MM* = a22 + b^PM* + c22QA + d22AFA [22]

XOA = a23 + b23Poil + c2,FDIAt_x [23]

Equation 22 gives manufactured imports of South, which is speci-
fied as a function of own price, domestic demand and availability of
foreign inflows. The export of oil function, specified in equation 23 is
not used in relation to the ESA region, since that region does not pro-
duce oil. Rather, exports of oil are assumed to depend on the relative
(to coal) price of oil, economic activity in the North and supply induc-
ing factors such as FDI. Since the econometric analysis did not produce
a statistically significant result in relation to the price of coal and
Northern economic activity, they are omitted from equation 23. The
importance of supply factors in oil export functions is discussed in
Oshikoya's (1989) model for Nigeria. He uses output of oil as a regres-
sor. However, since the relationship between output and exports are
proportional, this is tantamount to regressing a variable on itself. Thus,
in order to rectify this shortcoming, lagged (domestic) investment in
the sector is used within this model. The latter, however, turns out to be
statistically insignificant while FDI remains significant. Hence, this
serves as justification for the inclusion of FDI within equation 23.
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6.5.2.2 The fiscal response sub-bloc
The fiscal response of the South to external finance is modelled using
equations 24-32. Considering the empirical findings of Chapter 5, gov-
ernment fiscal response in most African countries is assumed to depend
on the influence of an uncertain external economic environment (par-
ticularly in relation to foreign inflows), as well as the political economy
of deficit financing. Following the discussion presented in Chapter 5,
tax revenue is modelled using equations 24 and 25, which deal with
direct tax and indirect taxes, respectively. Government expenditure and
borrowing, as well as the relevant identities, for this sub-bloc are mod-
elled using equations 27-32, where Z represents borrowing from banks
along with resource transfers from the private sector, Z# + Zpr (see
Alemayehu et al. 1992 and FitzGerald 1993).

+c24AFA [24]

Tf = a25 + b25Cp + c25(X + M)A + d25AFA [25]

TA=Td
A+rf+otGRA [26]

GA = a21 + b21TA + c21AFA + d21GA (_1} [27]

SAg=TA+otGRA-GA [28]

SAp= "29+b29QA [29]

SA=SAg+SAp [30]

AFA=AFAg+AFAp [31]

ZA=ZB+Zpr=IAg-SAg-AFAg [32]
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6.5.2.3 The commodity export supply sub-bloc
The supply of exports from Africa is modelled based on the analysis
presented in Chapter 4. As described in this chapter, the real exchange
rate-based model fits the data best and, hence, it is this version of the
model, which is employed here. The ECM version of the export supply
equation (equation 33) shows both the short-run and a long-run impact
of price and capital formation indicators. The short-run parts of the ar-
gument are based on (latent) capacity utilization theory (Wickens &
Greenfield 1973, Goldestin & Khan 1978, Chu & Morrison 1986 and
Hwa 1985). The last argument in equation 33 is used to indicate the
problem of capital formation (investment) in the sector. The lag struc-
ture (i.e., k) is five to six years when i is beverage or minerals while
one to two years for food and agricultural raw materials.

XRM = a33 + bj^] + c*Kt_k [33]

6.5.2.4 The 'Dutch disease5 sub-bloc
The interaction between equations 33, 34 and 35 describes a 'Dutch
disease' possibility, which was discussed in detail in Chapter 5. Using
the alternative framework set out in this book, foreign inflows could
lead to an appreciation in the exchange rate, through the demand that
might be created in the non-traded sector. Indeed, the latter could fur-
ther affect the performance of the traded sector, through equation 33
above. Thus, the econometric result obtained in Chapter 5 is based on
the reduced form equations derived from the broader framework given
in Edwards (1989). However, in order to make the specification con-
sistent within the North-South model specified in this chapter, the fol-
lowing two steps are followed. Firstly, in equation 34, domestic price is
set as a function of excess demand and other determinants of price. At
the second stage the real exchange rate is defined, in equation 35, using
the nominal exchange rate, which is assumed fixed, as well as the price
of exports, which was determined in the commodity sub-block of the
model.

For economies with an important food sector, Taylor (1983) has de-
scribed the formation of prices using excess demand. Within a national
macroeconomic framework, and when data permits, the disaggregation
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of excess demand into food and non-food sectors has quite profound
implications (see Taylor 1983: 39^8). However, in the estimation
given below, an aggregate version of a similar equation is used. This
equation incorporates the possibility of imported inflation, or a mark-up
pricing effect, and also explicitly employs foreign inflows. Moreover,
by using an ECM, price stickiness is also assumed. The basic specifi-
cation is given by equation 34.

PQA = a34 + bu AFA + c34MUP [34]

ePR
RERAi = — - i = 1 ..4 , for the four commodity categories [35]

Q

6.5.3 Major Oil Exporting Countries (OPEC)
The total output of OPEC is assumed to depend on demand for oil both
in the North and South which, in turn, depends on the level of output
for each region, as shown in equation 36.

Qo = mNoQN + mSoQs f36J

Given the import of oil to the North (equation 10) and that of Africa
(equation 21), oil imports for the rest of the South are derived as resid-
ual (equation 37). Although imports and consumption of oil may safely
be assumed to be equal in the ESA region and the majority of countries
in WCA (equation 21), this assumption does not hold for NA and the
major oil producers of WCA (Gabon, Cameroon and Nigeria). Thus, oil
consumption for oil-producing countries actually equals production less
exports.

MOgr=Qo-M0°-CeaA [37]

MM{? =moNPoilQo [38]

Jf -MM{*)-otMo +iwJo [39]

Finally, equation 38 summarizes the portion of OPEC's income that
is spent on Northern goods, with the remainder, including interest in-
come on savings, saved in international banks, as per equation 39.



270 Chapter 6

6.5.4 International Banking
This section is based on the work of Darity and FitzGerald (1982) and
Vos (1994). In this literature, in contrast to the pure theory of capital
movement discussed in Chapter 2, international banks are assumed to
work on a segmented capital market, characterized by credit ration-
ing.17 In order to capture this phenomenon, we begin by specifying the
basic closure of this bloc (equation 40),

ABS+PN = AJOT +AJN+AJO+AJA- ADCN [40]

AJN = aAX + bAXJN + cAX(iw-rN)t_x [41]

AJA=a42+b42JA [42]

Following Vos (1994), equation 40 equates the supply of funds
from the three regions, net of Northern government demand for deficit
financing, with the demand for credit by South, as well as the private
sector of the North. Equations 39, 41 and 42 summarize the supply of
funds. The credit rationing is effected as follows. First, priority will be
given to Northern firms, as specified in equation 43.

ABdpN=a«+b«IN f43J

The remainder of funds are, then, directed to the South. The supply
of credit to the South could, in principle, be specified using two ap-
proaches.

In Vos' model, suppliers' perception of default is believed to be in-
ferred from a critical outstanding stock of bank debt to export earning
ratio (Vos 1994: 218). From the borrower's perspective Vos' model
essentially maintains that there is a certain debt management scheme,
which is employed by Southern governments. Hence, the demand for
bank loans in the South is limited by a maximum targeted level for the
interest to foreign exchange earnings ratio.18 Thus, the ratio essentially
implies the possibility of downward adjustment of demand for foreign
inflows by Southern borrowers, based on their own assessment or debt
management scheme, irrespective of supply. Here, demand is not nec-
essarily supply determined, and neither is it perfectly elastic.

On the other hand, the IMF's MULTIMOD (Masson et al. 1990)
follows quite a different formulation, comparing an interest-to-export
ratio with a certain critical maximum as an indicator of repayment ca-
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pacity. Thus, the ratio basically determines supply, with demand, by the
South, implicitly assumed to be perfectly elastic. Both suppliers and
borrowers are assumed to use the same indicator. By ensuring that this
ratio lies well below the target level, borrowers may ensure an increase
in the supply of funds.

Based on the experience of Africa, detailed in Chapter 1, the ab-
sence of debt management and the existence of nearly perfectly elastic
demand are likely to represent the more realistic set of assumptions.19

Hence, MULTIMOD's approach is followed. Moreover, since the
South represents an aggregate category, Vos' (1994) model does not
detail a mechanism which may be used to show how bank flows are
allocated among borrowers in the South. Consequently, Vos' model is
extended to incorporate the assumption that Africa represents a poorer
risk category than the rest of the South and hence, that it is only allo-
cated surplus capital, once demand for such capital from the rest of the
South has been met. The latter, in turn, will be determined by its his-
torical maximum share, which is assumed to be exogenous within this
model. There are two main reasons why this is likely to represent a re-
alistic picture for African countries. Firstly, as documented by Eaton
and Gersovitz (1980) and Odedokun (1996), bank flows to these coun-
tries are likely to be supply constrained. Secondly, Kasekende et al.
(1995) describe how such flows to Africa are characterized by a high
level of supply volatility. Hence, these flows are given as in equation
44.

ABA = AB*N
+pN - ABd

pN - ABOT [44]

where: ABA<AB, AB is the historically determined maximum.

The second extension to Vos' model relates to the allocation of
funds across Africa. In this study, the debt service ratio (equation 47) is
used as the relevant indicator of both solvency and liquidity in the Afri-
can context. This is consistent with the findings of Kasekende et al.
(1995) and other recent studies which focus on short-term flows to Af-
rica. Given the debt service ratio, the allocation mechanism developed
in this study is based on the relative position of each African region's
solvency indicator to the target level for the same ratio set by suppliers.
Thus, it is assumed that although Africa is a worst-risk category among
Southern borrowers, allocation of inflows destined for Africa will de-
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pend on the relative level of the debt service ratio for each region. This
is formally given as follows,

ABAi=?7iABA [45]

[46]

(1 + Ms )BAJ + JW*FA + Pr mAi + otDS,
y L J

where: A* is exogenously determined maximum debt service ratio (for-
mulated by suppliers). Xi is debt service ratio of the ith risk group (re-
gion) in Africa. The sum of in equation 46 over n adds to 1.

Once this credit rationing is effected, the financial market eventu-
ally clears for interest rate, by way of equations 43 and 3.

6,5.5 Identities Used

XRAi = XRu, + XRNAi + XWCi [48]

where: i = 1.. .4, the four commodities.

XAi = JTxRAi + otXA + PoilXOA [49]

^ , [50]

AJA = AJES + AJNA + AJWC [51]

QA=QES+QNA+QWC
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6.5.6 Some Partial Equilibrium-based Analytical
Solutions

In this section some basic and partial analytical solutions to the above
model are set out. The results are partial, since general equilibrium ef-
fects and stability conditions of the model are not discussed. However,
although partial, this discussion does help to synthesize some of the
major theoretical underpinnings of the proposed model.

The South
Owing to the focus of the study, the South is left as relatively disaggre-
gated, with total output determined using the output-capital ratio, given
in equation 17. Since output in the South is assumed to be both private
and public capital constrained, an increase in capital will raise output.
However, such capital flows do have macroeconomic effects, one of
which is the fiscal response.

The fiscal response
An important aspect of the South part of the model is the attempt to
show the fiscal posture of the South within a North-South framework.
Thus, inserting equations 24, 25 (using identity 26), 27 and 18 into a
definition of public deficit (iAg-SAg) from equation 32 and solving for
Zs results in,

Z = (<318 + a21 - a24 -a25) + (Z>18 -b 2 4 )Q A +

(cu -c25)MA+(c21 -c24 -d25)AFA -otGRA + [6.7a]

b21TA + ^18^-1 ~ b*CP " C*X + d21GAt-\

The fiscal deficit in the South is financed either through foreign in-
flows, which are usually predetermined in the North, or through domes-
tic financing (Z). Thus, the public deficit is adjusted by a partial fin-
ancial crowding-out process, presumed in Z, that would affect Ip, either
directly or through the imposition of an inflationary tax. This phenom-
enon is not examined further in this study. However, crowding-in/out,
in its rudimentary form may be seen in the model by examining the
effect of Ig on Ip.

From the above equation, leaving aside the equilibrium effects, eco-
nomic activity might induce a deficit through the demand that it creates
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for investment, but may also dampen it through its effect on govern-
ment revenue. The net effect will depend on the two elasticities (b\%
and 624). Similar effects may also be read from the coefficients of im-
ports. This partial result shows that foreign inflows have a negative im-
pact on the deficit, through its expenditure-inducing (en) and revenue-
depressing effects (the sum of c24 and d2s). However, the general equi-
librium effect could be different, since foreign inflow, through imports,
may induce a rise in output. Foreign trade, expansion in private con-
sumption (openness of the economy) and government efforts in en-
hancing non-tax revenue could also help to reduce the government def-
icit. On the other hand, the deficit is positively related to the levels of
investment and government consumption.

The commodity market
The unique feature of this North-South model is the inclusion of a com-
modity model sub-bloc, which is commonly built independent of a
global macroeconomic model. This market is assumed to be a flexi-
price market that encompasses Northern agents running a stock in order
to meet demand/supply for commodities. The market functions through
the equilibrium condition outlined in equation 16. Using equations 14-
16, the partial model for price could be given by,

It can be read from the first-order partial derivative of the above
equation that for a given level of demand, an increase in supply of com-
modities will negatively affect the price level. This value is given by,

^ [67c]
d ht-k duQst-\

This is a consequence of the flexi-price structure of markets under
which commodity producers of the South operate. Moreover, Southern
price is negatively related to current and lagged real exchange rate,
world interest rate, profitability and the possibility of financing invest-
ment within the export sector. Thus, notwithstanding the hypothesis
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that a high level of supply leads to high income, owing to a strong be-
lief in 'the small country assumption' or ultimately Say's law, the
adoption of a global framework helps in identifying the possibility of a
deterioration in terms of trade. This solution not only highlights the
'fallacy of composition in policy advice' but also the point that, unless
the production/marketing structure is changed, individual country ef-
forts could ultimately be self-defeating at the aggregate level.

The 'Dutch disease5

A characteristic observed in many African countries' interactions with
the North is the phenomenon of the 'Dutch disease'. As described in
Chapter 5, the focus here is on what is termed the 'spending effect',
which, in turn, will affect the supply of exports. Thus, foreign inflow,
through its spending effect, will raise the demand for non-tradables,
which will affect the real exchange rate, as defined in equations 35-34.
Following a one-period lag, this, in turn, will have an effect on the
traded sector, which may be depicted by equation 33. Hence, incorpo-
rating equation 34, by inserting the lagged values of equation 35 into
equation 33 and taking its first-order partial derivative with respect to
foreign inflow, gives,

d XRA = - V 3 4 ^ , - *
d FA (au+

where: k is periods of lag.

This partial equilibrium result shows that the 'Dutch disease' impact
of foreign inflows for a given level of nominal exchange rate may be
detrimental to exports, if it is large enough to offset its impact on capi-
tal formation within the export sector. Generally, the non-traded sector
is positively related to the current and lagged level of foreign inflows
and inversely related to export-enhancing factors. This highlights the
policy dilemma of export promotion and domestic production, espe-
cially of food.

Southern macro balance
The macro balance of the South is derived by combining the private
and public investment, saving and foreign inflows components within a
single ex-post identity, which equates the saving gap with foreign in-
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flow. Thus, imports of the South (equation 20) are substituted into the
two investment equations (18 and 19). This ensures that the import
compression phenomenon is taken into account. By inserting equation
17 into equation 29, Southern savings may also be linked with the cap-
ital-constrained output of the South. Finally, the investment and saving
gap is set to match the level of foreign inflows, coming in the form of
aid, FDI and bank loans, in order to yield the macro balance equation
for the South. This latter equation is then solved for the Southern level
of output. Since the resulting algebra is extremely long, the analysis
presented in this section is based on some of the values of first-order
partial derivatives.

QA _ £25

d

d
d

d
d

:\Y\C

d
d
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1
d
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, (c,,+c19)^
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] 8 _ C i 9 _ C 2 7 )

~b24)

[6,7e]

[6.7fl

[6.7g]

[6.7h]

From equation 6.7e it can be seen that, given the investment and
saving elasticity, the level of output in the South is directly related to
the level of imports. Thus, when imports are scarce, as is the case in the
1980s, the level of investment, and consequently output, will also be
adversely affected for a given level of the capital output ratio.

Similarly, from equation 6.7f, if (a) the demand impact of Southern
output on investment is larger (or smaller) than its impact on savings,
and (b) import elasticity, with respect to the cost of borrowing from
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banks, is larger than its elasticity with respect to interest revenue from
capital flight, then this could indicate the existence of a direct (or in-
verse) relationship between world interest rate and Southern level of
output.

The impact of capital inflows and debt stock on the level of output
may be read from equations 6.7g and 6.7h. The partial results suggest
that for a given level of income elasticity of investment and saving, the
impact of debt stock on output of the South will depend on the level of
interest rate (both concessional and non-concessional) as well as the
sensitivity of investment to imports. In the case of capital flows, their
fiscal impact also matters, and this may be inferred from the values of
C24, c25 and c2i.

The North
As indicated above, the Northern model is kept at a highly aggregated
level, owing to the fact that the focus of this study is mainly on Africa.
Hence, the partial analytical solution for the North is limited to the dis-
cussion of North's macro balance. Equilibrium in North may be at-
tained by ensuring that the North's macro balance holds. That is, the
investment-saving gap, including the fiscal deficit, should equal the
external gap, given as imports, plus net factor and current transfer re-
ceipts less exports. Combining the deficit, as defined in equation 11,
with equations 3, 4, 5 and 7 in the North's macro balance equation (i.e.,
IS + DEF = M-X + NFP + NCTr), and solving the result for one im-
portant macro variable in the North, say investment, can help to high-
light the partial implication of the model in the North. Since the result-
ing algebra is extremely long the following discussion is, again, based
on the first-order partial derivative of such an investment equation.

^- = sN(B + BMs + DCN -JN-J0T)~DCN [6.7i]

•J~- = (1 - mNPoil )tN + SNT i^NPoil + WN^N ) fi- W

Equation 6.7i shows that the ex-post level of investment is posi-
tively related to interest-yielding lending. It is also inversely related to
the cost of borrowing. In both cases the saving rate is important. The
latter result underscores the importance of saving on net lending. As
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could be expected in a Keynesian set-up, investment is positively re-
lated to the level of output (equation 6.7j). However, a rise, either in the
level of intermediate inputs or in its price, may depress investment, if
saving from the mark-up based profit, excluding the wage based com-
ponent, is less than the tax revenue levied on intermediate imported
inputs.

The international financial market
The credit-market component of the model highlights the segmented
nature of this market. It also highlights how credit rationing is put into
practice, with the South often being the last to be allocated such credit.
However, eventually, the market will clear for world interest rate, as
can be shown using equations 3, as well as equations 39-43. We may
arrive at the equilibrium solution for this market by letting excess de-
mand clear for world interest rate. Solving this final equation for world
interest rate gives the following partial equilibrium solution,

a43 + a3b43 + b3b43QN+BA +B0T+ADCN -JN -JO-JA -JOT [6.7k]

c3b43

The result indicates that interest rate is positively related to invest-
ment demand as well as the demand for credit in both North and South.
However, it is inversely related to the deposit and crowding-out effects
of cost of investment financing (C3).

6.5.7 Parameters of the Model
Two sets of parameters are used in the above model. In general, the
model is based on the single-equation ECM-based estimation of the
functions specified above. The main results of this econometric study
are discussed in Chapters 4 and 5 of this book. However, for a few
equations, parameters are derived using different sources and methods.
Hence, section 6.5.7.1 outlines this latter type of parameter, while sec-
tion 6.5.7.2 discusses the estimation approach used and lists the com-
plete parameter values of the model.
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6.5.7.1 Parameters derived and used from previous studies
(a) Capital output ratio

The capital output ratio used is derived from an estimation of a similar
equation to that of Sarmad (1990) and Khan and Reinhart (1990). The
approach is based on a production function, designed to show the im-
pact of public and private investment, together with other productivity
indicators captured by the constant term on growth of real output. Al-
though, in terms of the relevant diagnostic test, the function is not satis-
factory, nevertheless it represents a better approximation than existing
estimates such as that undertaken by Sarmad (1990), since his sample
contains only two countries from Africa. Table 6.3 summarizes the es-
timated coefficients derived from equation 17 for each region.

Table 6.3 Regional capital-output ratio parameters

Region/ ~ (N ~ (N ~ £
Parameter a17 values) a values) 9 values)

ESA -0.36 (-7.5) 0.37 (1.5) 1.62 (4.0)
NA -0.17 (-2.2) 0.46 (2.3) 0.38 (1.0)
WCA -0.36 (-7.5) 1.09 (4.1) 1.96 (4.5)

(b) Capital flight from Africa

The values used in relation to this analysis are based on those of Her-
mes and Lensink (1992). In their econometric estimation using an 'ex-
clusive' definition of capital flight (Vos 1990),20 they report the follow-
ing results, which have similar regressors as the equation specified in
our model.

47/7, = -0.06 + 0.92 (AFS/YS) + 0.02 REXHS4- 0.02 FINC
(-3.57) (10.97) (2.83) (-0.076)

n = 66 adjR2 = 0.66 F = 25.31

where: AJ = capital flight; Y = GDP; AFS = annual flow of long-term
debt; FINC = exchange rate adjusted interest rate differential between
domestic and US financial asset; and REXH84 = the overvaluation of
the effective exchange rate with 1984 as equilibrium year.
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Vos' re-estimation of the same data, with the aim of determining the
coefficients of stock adjustment (Vos 1994: 339) resulted in marginal
coefficients ranging from 0.18 to 0.24, with a constant term lying be-
tween -0.03 and 0.01. Based on the latter, the constant parameter 0.01
and the marginal coefficient of 0.24 are used. The findings of Hermes
and Lensink (1992) in relation to the impact of capital inflows are also
worth noting. However, my own estimation - using stock of capital-
based outflows, generated using flow data running from 1970, but ex-
cluding the financial incentive variable for 18 African countries - indi-
cates an insignificant coefficient for the capital inflow variable. The
stock adjustment coefficient also lies in the range of 0.05 to 0.11. How-
ever, owing to the possible problem with my stock data formulation, I
have opted to use the estimation based on Hermes and Lensink (1992),
re-computed in Vos (1994: 339).

AJA/YA = 0.01 + 0.24 (JAIYA)t_x

(0.19) (6.38)

R2 = 0.36 F = 107.7 n = 65 (t-values in brackets)

6.5.7.2 Estimated parameters of the model
Assuming no specification problem a system estimation for all equa-
tions would ideally have rendered efficient estimates. However, this en-
tails a major problem for a model of our size. Hence, a more manage-
able, three-step approach is adopted in this study. Firstly, a number of
essential equations, such as those relating to the global commodity
market, are simultaneously estimated. Secondly, the potential use of
bloc recursivity is exploited when that is possible. (For example, the
result of the global commodity sub-bloc is incorporated into the Afri-
can supply of commodities, as discussed in Chapter 4.) And finally, for
other estimations, resort is made to a single equation error correction
model (ECM).21

Unless otherwise expressed, all the estimations are undertaken using
a log-log model. Thus, coefficients reported in Table 6.4 below may be
interpreted as elasticities. The econometric estimation of the model
starts from a second-order ECM. However, when the second-order
ECM produces similar results to that of its first-order variant, I have
opted for its first-order form, on the grounds of parsimony. All pa-
rameters of the model are reported in Table 6.3. When the coefficient
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reported is not an estimated one, this is noted. In general, two estimated
coefficients for one explanatory variable are given. These values refer
to the short-run (change, column 2) and long-run (level, column 4) val-
ues for the regressor in question. The lag length of the regressors is
reported in columns 3 and 5. Column 6 provides remarks about the de-
gree of the ECM and other relevant information. The following exam-
ple illustrates how Table 6.4 may be read.

In the main text of the model, detailed in this section, each equation
is set out in a standard format. Thus, equation number 2, is given by,

CN = a2 + biQN

The first-order ECM estimation for this equation is formulated after
transforming CN and QN into logarithmic form and rewriting it as

AlnCV = ai + bibXnQN + bi* inQw -1 - C2lnCw -1

Thus, in Table 6.4, the first column lists all coefficients of the re-
gressors, including the lag-dependent coefficient, given by c2 in the
above example. Column two summarizes the short-run values of these
regressors (b2 in the example above), with the level of lags listed in the
third column. The fourth column gives the long-run value of the regres-
sors (6*2 in the above example) and fifth column lists the level of lag
for the latter (-1 in the example above). The last coefficient (c2) gives
the error correction term, which is labelled as lag dependent in the ta-
ble.
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Table 6.4 Estimated parameters of the model

The North (N)

Parameters
Short-run Long-run Remark/reference

for more information

a2

b2

a3

bz
c3

a6

be

*
e6

a8

bs
c8

d*
a9

th
CQ

Cfo
a«

C12

Lag depend.
ai2

/>12

fa
ai2

/)12

e^2
Lag depend.
ai3

C13

Cfi3

Lag depend.
aw
bn
C13

Lag depend.
aw
*>13

C13

Value

16.40

0.60
0.27
0.89

-0.09
1.50

0.09
0.33
0.35

-0.16
0.50
0.48
1.42
3.50

-2.60
-0.58
0.89
0.38
8.00

4.40
-2.04
-0.13
5.50

-1.56
2.02
3.13

-1.25
-5.50

0.73

0.63

-0.2

Lag

-1
-1

-1

-1

-1

Value

-1.91
-0.51
-0.89

-2.29

-0.86

-0.17
-1.50

-1.00

-0.66
-1.11
0.71

-0.19
-0.09

Lag

-2
-2
-1

-2

-1

-2
-2

-1
-1
-1

-1
-1

on the estimation

OLS estimation from Mar-
quez & Pauly (1987) model

OLS estimation; see App. 6.1

OLS estimation from Mar-
quez & Pauly (1987) model

average ratio; see App. 6.1

OLS estimation; see App. 6.1

see Chapter 4, section 4.2.2

see Chapter 4, section 4.2.2

see Chapter 4, section 4.2.2

see Chapter 4, section 4.2.1

see Chapter 4, section 4.2.1

see Chapter 4, section 4.2.1
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The North (N)

Parameters
Short-run Long-run Remark/reference

for more information

Lag depend.
au (i=Agr.)
bu
Cu

du
Lag depend.
a15(i=Agr.)

C15
a14(i=Bev.)
bu
Cu

du
Lag depend.
ai5(i=Bev.)

C15
Lag depend.
au (i=Food)
bu
Cu

du
Lag depend.
ais(i=Food)
615

C15
Lag depend.
ai4(i=Min.)
bu
Cu

du
Lag depend.
ai5(i=Min.)
615

C15
Lag depend.

Value

-3.70
0.38

-0.15
-0.17

-0.01
0.08
0.30

0.90
-0.003

-0.32

3.6
0.003
-0.15

-0.86
0.36

-0.19
-0.92

2.4
-0.16
-0.74

-0.42
-0.01

-0.31

1.62
0.07
0.49

Lag

-1

-1
-1

-1

-2
-5

-1

-1
-2

-1

-5

Value

-0.82

0.01
-0.25
-0.48
-0.67

0.25
0.09

-0.19
-0.78

0.06
-0.57
-0.59

0.23
-0.02
-0.39
-0.39

0.13
-0.13
-0.52

0.21
-0.11

-0.34
-0.53

0.09
0.48

-0.80

Lag

-1

-1
-2
-1
-1

-1
-2
-1
-1

-1

-1
-2
-1
-1

-2
-3
-1

-1
-2

-1
-1

-2
-6
-1

on the estimation

see Chapter 4, section 4.4

from Maximum Likelihood (Fl
estimation, see App. 4.3

see Chapter 4, section 4.4

see Chapter 4, section 4.4

see Chapter 4, section 4.4

see Chapter 4, section 4.4

see Chapter 4, section 4.4

see Chapter 4, section 4.4
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East & Southern Africa (ESA)

Short-run
Parameters

Long-run

Value Lag Value Lag

Remark/reference
for more information
on the estimation

ais
6i8

C18
Lag depend.
a19

&19

C19

Lag depend.
a2i
/?21

c2i
Lag depend.
a22

b22

C22

c/22

Lag depend.
a24

b24
c24
Lag depend.

a2s
b25

c25
cf25

Lag depend.
a27
depend.(ecm2)

/?27

*>27

C27

Lag depend.
a29

*>29

Lag depend.
a33 (i=Agr.)
&33

C33

Lag depend.
a33 (i=Bev.)
jb3 3

c33

Lag depend.
a33 (i=Food)

0.62

2.9

0.68
0.56

-0.80
-0.92

0.85
-0.25
0.74
0.03

0.60
1.10

-0.70
0.46
0.42

-0.40

0.58
0.56
0.01

0
0.96

0.35
0.33
0.18

0.40
-0.05

0.16

-1

-1
-2

-2

0.02
0.20

-0.21

-0.11
0.51
0.21

-0.25

-0.25
0.05

-0.70

-0.03
0.07
0.03

-0.44

0.31
-0.08
-0.40

0.13
0.15

-0.01
-0.21

-0.49

0.51
0.01

-0.53

0.45

-0.73

-0.03
0.17

-0.14

-0.06
-0.41

-1
-1

-1
-1
-2
-1

-1
-1
-1

-1
-1
-1
-1

-1
-1
-1

-1
-1
-1
-1

-1

-2
-2
-2

-1

-1

-2
-3
-1

-1

see Chapter 5, section 5.4

see Chapter 5, section 5.4

First-order ECM, see App. 6.1

First-order ECM, see App. 6.1

see Chapter 5, section 5.2

see Chapter 5, section 5.2

see Chapter 5, section 5.2

First-order ECM, see App. 6.1

see Chapter 4, section 4.3

see Chapter 4, section 4.3

see Chapter 4, section 4.3
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East & Southern Africa (ESA)

Short-run
Parameters

Long-run Remark/reference
for more information

/?33

Lag depend.
a33 (i=Min.)
/>33

C33

Lag depend.
a34

depend.(ecm2)
/>34

C34

C34

Lag depend.

Value

0.20
0.23

0.004
0.14

-0.10

Lag

-2

-1

-1

Value

0.04
-0.34

0.43
-0.18

0.60
0.01
0.02

-0.02

Lag

-1

-6
-1

-1
-2
-2

-2

on the estimation

see Chapter 4, section 4.3

ECM, see App. 6.1

North Africa (NA)

Short-run Long-run Remark/reference
Parameters for more information

Value Lag Value Lag on the estimation

ais
/>18

C18

Lag depend.
aig

619

C19

d19

Lag depend.
a 2 i

*>21

C21

c/21

Lag depend.
a22

b22

C22

Lag depend.
a23

*>23

Lag depend.
a24
&24

c24
Lag depend.

-0.40

-0.20
0.29

-1.22
-0.97

3.33

-0.55
0.43

-0.40
-0.71

0.56

-0.15

-0.02
0.11

-0.25

0.12
-0.17

-0.19

-0.14

0.16
-0.64

0.33

-0.52

0.19
-0.50

0.45
-0.05
-0.60

-1
-1
-1

-1
-2

-1

-1

-1
-1

-1

-1

-1
-1

-1
-1
-1

see Chapter 5, section 5.4

see Chapter 5, section 5.4

First-order ECM, see App. 6.1

First-order ECM, see App. 6.1

First-order ECM, see App. 6.1

see Chapter 5, section 5.2
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North Africa (NA)

Short-run
Parameters

Long-run Remark/reference
for more information

a25

fcs
C25

d2s
Lag depend.
a27
depend. (ecm2)
far
*>27

C27

Lag depend.
a33 (i=Agr.)
^33

c33
Lag depend.
a33 (i=Food)
bzz
c33
Lag depend.
a33 (i=Min.)
*>33

bzz
Lag depend.
a34

b3A

C34

Lag depend.

Value

-2.10

0.92

-0.05

0.52
0.38
0.08

-2.05
0.63
0.61

0.20
-0.52

-1.04
0.48

-0.40
-0.003

0.54

Lag

-1
-1

-1
-1

-1

-1

-1

Value

0.36
-0.04
-0.48

-0.54
0.32

0.02
-0.33

0.52
0.12

-0.22

0.31
-099

0.39
0.59

-0.62

0.05
0.18

-0.08

Lag

-1
-1
-1

-1
-2

-2
-2

-2
-2
-1

-2
-1

-2
-6
-1

-2
-1
-1

on the estimation

see Chapter 5, section 5.2

see Chapter 5, section 5.2

see Chapter 4, section 4.3

see Chapter 4, section 4.3

see Chapter 4, section 4.3

ECM, see App. 6.1

West & Central Africa (WCA)

Parameters
Short-run Long-run Remark/reference

for more information

a18

6i8

C18

Lag depend.
aig

C19

d19
Lag depend.
a 2 i

621

Value Lag

-0.50
0.27
0.64

4.00
0.28
0.74

0.10
-1.10

Value

0.17
0.31

-0.33

0.50
1.15

-0.04
-0.39

-0.10

Lag

-1
_1
-1

_1
-1

-1

-1

on the estimation

see Chapter 5, section 5.4

see Chapter 5, section 5.4

First-order ECM, see App. 6.1
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West & Central Africa (WCA)

Short-run Long-run Remark/reference
Parameters for more information

Value Lag Value Lag on the estimation

C21
Lag depend.
a22
t>22

C22

d22
Lag depend.
a23

b2*
C23
Lag depend.
a24

b2A
c24
Lag depend.
a25

b2*
of25

Lag depend.
a27
depend. (ecm2)
bzi
b27

C21

c27
Lag depend.
a2g

b29

Lag depend.
a33 (i=Agr.)
*>33

Lag depend.
a33 (i=Bev.)
f>33

bn

c33

Lag depend.
a33 (i=Food)
bzz
c33

Lag depend.
a33 (j=Mln.)
&33

&33

a34
depend. (ecm2)

0.03

1.80
-1.01
0.33
0.04

-1.60

0.17

-1.00
1.41

-0.40
0.63
0.02

-0.20

0.85
0.36
0.02
0.02

-0.70
1.55

-0.50
0.48

-1.00
0.18
0.13

-0.65
0.27
0.18

-0.3

-1

-1

-1

-1
-5

-1

0.02
0.18

-0.03
0.06
0.03

-0.50

0.54

-0.30

0.49
-0.09
-0.38

0.20
0.01

-0.31

-0.25
0.15

0.03

-0.22

0.35
-0.33

0.08
-0.12

0.13
0.07

0.06
-0.26

0.03
0.06

-0.15

-1.28
0.39

0.38

_1
-1

-1
-1
-1
-1

-1

-1

-1
-1
-1

-1
-1
-1

-1
-2

-2

-2

-1
-1

-2
-1

-2
-6

-6
-1

-2
-2
-1

-2
-6

First-order ECM, see App. 6.1

First-order ECM, see App. 6.1

see Chapter 5, section 5.2

see Chapter 5, section 5.2

see Chapter 5, section 5.2

First-order ECM, see App. 6.1

see Chapter 4, section 4.3

see Chapter 4, section 4.3

see Chapter 4, section 4.3

see Chapter 4, section 4.3

ECM, see App. 6.1
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West & Central Africa (WCA)

Short-run
Parameters

Long-run

Value Lag Value Lag

Remark/reference
for more information
on the estimation

bzA
bzA
C34
Lag depend.

0.02
-0.02
0.22

-1
-1

0.005

0.03
-0.02

-2

-2
-2

OPEC and International Banking

Parameters

mNO

mSo
irioN
341

641

c 4 i
Lag depend.
a42

£43

643

X*

Short-run

Value Lag

0.00038
0.0008

0.22
-1.38

6
-0.02

0.01
0.24

18
0.34
0.40
30%

Long-run

Value Lag

0.27 -1

-0.41 -1

Remark/reference
- for more information

on the estimation

Average using data 1983-90
Average using data 1983-90
Average using data 1983-90
See section 8.8.1b above
ECM.seeApp. 6.1

Vos (1994), see section
6.5.7.1b above

Average using data 1983-90
Vos (1994)
Assumed

Note: The values of coefficients are estimated results without any sign change. The
sign in the model specification is theoretical expected sign. Thus, in equation 3 the
interest rate coefficient is -c3 = -0.09.
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Glossary of symbols used

N
S
A
ESA
NA
WC
OT
A,
T

SAP, §Ag

ABA

ABd
pN

AB0T

ABN
s+pN

ADCN

AFA

AFAp

AFOT

AFS

AJo, A,,OT, N

Us

bN

CM

Cp

COILA

DCN

North
South
Africa
East and Southern Africa
North Africa
West and Central Africa)
Other South (excluding Africa)
Debt service ratio
Mark-up rate in North (Price)
Output-capital ratio of the private and public sector,
respectively
Net commercial bank credit flow to Africa
North private sector demand for bank credit
Net commercial bank credit flow to Other (non-African)
South
Net commercial bank credit flow to South and North's
private sector
Northern government debt (flow)
Foreign inflows (net of commercial bank lending and
FDI) to Africa
Foreign inflow to the public sector of Africa
Foreign inflow to the private sector of Africa
Foreign inflows (net of commercial bank lending and
FDI) to Other (non-Africa) South
Foreign inflows (net of commercial bank lending and
FDI) to South
Flow of saving deposit in international banks by OPEC,
Africa Other South and North
Bank mark-up rate over world interest rate on Southern
borrowers
The labour output ratio in North
Consumption in North
Private consumption in Africa
Consumption of oil in Africa
Consumption of oil in North
Northern government outstanding debt
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DEFN

e
DSR or, A

EXCAP
FA

FDIS, FDIA:

For

Jps
Fs

GA

GDPmi

GN

H Ni

I A, Ag, Ap

IN

Is
Ys

o, A,OT, N

gp

MMfg
o,A

MN,

MO°N

MUP

Deficit in North
Nominal exchange rate (Africa)
Debt service ratio of Other South and Africa
respectively
Excess capacity in North
Stock of foreign inflows (net of commercial bank
lending and FDI) to Africa

or Direct foreign investment, FDI to South, Africa and
Other South
Stock of foreign inflows (net of commercial bank
lending and FDI) to Other (non-Africa) South
Factor payments for South
Stock of foreign inflows (net of commercial bank
lending and FDI) to South
Government consumption expenditure in Africa
GDP in mining sector
Government expenditure in North
Commodity stock demand (North)
Commodity stock supply (North)
Investment in Africa, Africa public sector and private
sector, respectively
Investment in North
Investment in South
GDP in South
World interest rate
World interest rate on concessional
Saving deposit in international banks by OPEC, Africa,
Other South and North
Capital stock in public and private sectors in Africa
Import of manufactured goods by OPEC and Africa,
respectively.
Import of North and other South respectively
Import propensity of oil consumption in North
Import propensity of oil consumption in South
import propensity of OPEC for Northern goods
Import of oil by North
Import of primary commodities by North from Africa
/=1...4
Manufactured unit price index
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othDSi Other debt service component (discrepancy)
otGRA Other government revenue
otMN Other imports of North
otXN Other exports of North
Pcoai Price of coal
PMfg

N Price of manufactured goods of North
Pon Price of oil
PQA Domestic price in Africa
PQN Domestic price in the North
PRi Export price of primary commodities from Africa
PrinAi Principal payment by Africa
QN, QOT, QA Output in North, other South and Africa, respectively
QOILN Output of oil in North
Q Growth rate of African output

)Ap Saving of Africa, public and private, respectively
A, sg, sp Saving of North & Africa (total, public and private),

respectively
Tax rate in North
Total revenue, Direct and indirect tax revenue,
respectively in Africa
Wage rate in North
Global supply of primary commodities from South
Export of the North
Export of Africa (total)
Export of oil by Africa (total)
Export of oil by North Africa and West and Central
Africa, receptively

XRAi Export Supply of primary commodities from Africa
Xss si Global demand for primary commodities from South
Y** or, A Per capita income of other South and Africa

respectively
ZA Total resource transfer from Africa
ZB Public borrowing from banks
Zpr Resource transfer from private to the public sector

tN ^-
A, * A

WN

XOA



The Effect on Africa of
7 External Shocks Generated

in Developed Countries

7.1 INTRODUCTION

In this chapter, an attempt will be made to assess the impact of a range
of global shocks on African economies, using the model specified in
Chapter 6. The chapter does not exhaust the full potential of
AFRIMOD for the analysis of external shocks and economic policies.
Rather, the model will be used to examine a number of crucial external
shocks and policy simulations. The chapter is organized as follows.
Section 7.2 describes the accounting framework used in the model.
This framework serves both as a consistent database of the world and
as a base run value in the calibration of the model. Section 7.3 briefly
discusses the model solution algorithm employed, the stability condi-
tions of the model and calibration procedure followed. In section 7.4
the results of selected external shocks and policy simulations are dis-
cussed. Finally, section 7.5 brings the chapter to a close by highlighting
a number of conclusions arising out of the preceding discussion.

7.2 WORLD ACCOUNTING MATRICES (WAM) AS
DATABASE FOR AFRIMOD

Vos (1988, 1989a), Luttik (1992) and de Jong and Vos (1995b) have
developed a global accounting framework, which organizes trade and
financial data by source and destination. This framework, termed the
World Accounting Matrix (WAM), consists of four sub-matrices.
These are labelled (1) current, (2) capital account transaction by origin
and destination, (3) gross domestic investment, and (4) gross national
saving. These sub-matrices are supplemented by an assessment of

292
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stocks of international assets and liabilities as well as GNP (see Dia-
gram 7.2a below).

Diagram 7.2a A World Accounting Matrix torn countries
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Source: Luttik (1992: 34).

The WAM approach assumes the existence of a direct link between
current and capital account flows, the domestic resource gap and bal-
ance of payments. Employed within a global context, this implies that
world export of goods, services and transfers should equal world im-
ports of goods, services and transfers, and, thus, that the world current
account should sum to zero. World foreign saving should also sum to
zero, since some countries will be in surplus, while others in deficit, in
each accounting year. Similarly, global saving should equal global in-
vestment. For the world economy, comprising / countries, this may be
summarized1 as follows (see Vos 1988 & 1989a, Luttik 1992, de Jong
&Vos 1995b).

S, - / , s Et - t = AFA, - [7.1]

[7.2]
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[(AFA, - AFL,) + (ARES, + EO, )] = 0 [7.3]

where: S = gross national saving, / = gross domestic investment, E =
export of goods and non-factor services, M= import of goods and non-
factor services, R = net factor income and current transfer from abroad,
FA = change in total external financial assets, FL = change in total

external financial liabilities, RES = change in reserves, EO = errors
and omissions.

The WAM rests on equation [7.1], which is the basic accounting
framework for each country. For the world economy, the conditions
under equations [7.2] and [7.3] will then follow logically.

These equations form the basic identities for the world economy.
Based on these relationships, countries and regions are linked within
the WAM through trade and financial matrices, organized by origin and
destinations (Luttik 1992: 22). This WAM framework in matrix format
is set out in Diagram 7.2a. The Northeast quadrant shows gross domes-
tic investment, the Northwest quadrant summarizes the current account,
the Southwest quadrant, national savings and the Southeast quadrant,
the flow of funds account. These flow categories may be combined
with satellite matrices/vectors and applied to stock data (see Luttik
1992 for details).

The WAM improves upon existing global accounting frameworks
in a number of specific respects. Firstly, it maintains consistency at a
global level; secondly, it explicitly allows for aggregation or disaggre-
gation within its framework; and thirdly, it shows the origin and desti-
nation of transactions. Owing to these attributes, the WAM may use-
fully serve as a database for the analysis of trade and finance within a
global framework.2 Hence, in this study, this framework, with its 1990
value, will be used to adjust our regional data in order that it may ac-
cord with the 1990 WAM format.

Table 7.2b shows the WAM for 1990. The WAM values summar-
ized in this table will be used as the accounting framework for the
model developed in Chapter 6. The year 1990 is taken as the base year,
since this is the latest year for which a WAM is available. The use of
this WAM ensures global consistency, as explained in equations [7.1]-
[7.3]. Thus, the final solution of the model is calibrated around the
1990 WAM values. The African data in the WAM is grouped accord-
ing to whether it relates to North Africa (NA) or Sub-Saharan Africa
(SSA).
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The NA data is used directly, while an adjustment is made to the
SSA data. Thus, in relation to SSA, a two-step process is adopted.
Firstly, regional data for all countries within WCA and ESA regions is
compiled, based on the UN-ECA classification. Then, since this re-
gional data obviously does not tally with the WAM-based data, the
WAM-based SSA data is allocated between WCA and ESA regions,
based on the proportion of the two derived from the regional data com-
piled.

7.3 MODEL SOLUTION ALGORITHM AND STABILITY
CONDITIONS

7.3.1 Model Solution
The model is solved with the Guass-Seidel algorithm, using EVIEWS
software. Guass-Seidel is a fairly standard, and widely used algorithm
for large-scale simultaneous equation models. The beauty of Guass-
Seidel lies in its ability to render a solution without going through the
difficult processes of derivatives, matrix inversion and similar proce-
dures usually required in arriving at a numerical solution. Such proce-
dures are extremely difficult in large-scale models. Rather, Guass-
Seidel employs an iterative scheme, starting from an initial guess, until
some specified tolerance level is reached. Obtaining convergence will
usually depend on a variety of factors (see Heien et al. 1973, Press et
al. 1989 for more details on these).3

Having solved the model using this algorithm, the solution for the
year 1990 is calibrated using only the constants, in order to yield the
actual values for 1990.4 Each endogenous equation is included in the
model in its full ECM dynamic form. For almost all equations the solu-
tion reproduces substantially closer values to that of the base run. In or-
der to ensure a full reproduction of the base run, the constant values for
each endogenous equation are calibrated. This method of calibration
maintains the slope coefficients, which are the behavioural and struc-
ture indicators, intact. The latter coefficients are assumed to be more
important than the constant terms.
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Notes to Table 7.2b: USA=United States of America, JAP=Japan, GERM=Germany, UK=United
Kingdom, ODC=other developed countries (i.e., Canada, France, Italy, Belgium, Luxembourg,
Denmark, Greece, Ireland, The Netherlands, Portugal, Spain, Austria, Iceland, Norway, Sweden,
Switzerland, Finland, Australia, New Zealand, Israel and South Africa), EEU=Easter Europe,
LDCot=Developing Countries excluding Africa, OBC=Official Banking Centers, INT=lnternational
Organizations; NA=North Africa and SSA=Sub-Saharan Africa.
Sources: WAM Database (electronic), Money and Finance Research Group, ISS, The Hague,
The Netherlands. See also Jong et al (1993) for details of the country classification.

7.3,2 Stability Conditions
The stability condition of the model depends on the four excess de-
mand functions. The first of these, for the commodity market, is a flexi-
price market, and, hence, the excess demand in the market is assumed
to clear for world commodity price. The second demand function, for
the non-traded sector in South, is assumed to clear for domestic price
Ps. The third function, for the Northern goods market, clears for quan-
tity of output, QN, owing to our assumption of a Keynesian framework.
And, finally, the excess demand for bank loans, is assumed, after credit
rationing, to clear for world interest rate. Equations [7.8] and [7.9] de-
pict the Northern government bond market and macro determination of
imports in South, respectively. These excess demand functions, in their
general form, may be given by the following equations (see Vos 1994).

^ Dc(QN,QsJw9PR, PQA)] [7.4]

DN (&,, QA,iw,PR,PQA)] [7.5]

^ = f[EDB (QN9 QA , iw9PR9PQA)] [7.6]

^ = f[EDA (QN, QA , /;, PR9 PQA)} [7.7]

DEFN(QN, iw,PR)-ADCN=0 [7.8]

MA-XAi-AFf=0 [7.9]
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where: EDA, EDB, EDC and EDN, indicate excess demand in African
non-traded goods, international banking, commodity, Northern goods
markets, respectively; t is time, and AFA

net net capital inflows to Africa
(see the glossary of symbols used in Chapter 6).

Vos (1994) has analysed the general linear and nonlinear stability
conditions of his STAC model. (This model has similar theoretical un-
derpinnings to the model developed in this book.) Having analysed the
trace of the matrix and the determinant of the Jacobian, he concludes
that these stability conditions do, in fact, hold (Vos 1994: 305-9). Since
AFRIMOD is completely linear, the Jacobian for the model is equal to
the determinants of the coefficient matrix.5

The existence of a numerical solution for AFRIMOD suggests that
the Jacobian is non-singular and, hence, that there is no local stability
problem. Nevertheless, in spite of the theoretical analysis of the trace of
the matrices (reported in Vos 1994), as well as the numerical explora-
tion undertaken as part of this study, it is worth examining the validity
of the model's stability conditions using a structural sensitivity analy-
sis. Such an analysis is usually undertaken in two stages. Firstly, the
symmetry and linearity of the model is examined, with a view to as-
sessing the stability of multipliers. And secondly, the sensitivity analy-
sis itself is undertaken (Zellner & Peck 1973: 154-62, Jamshidi 1989:
48-67).6 The latter is computationally expensive for large models like
AFRIMOD and also requires the use of specially designed software.
Hence, such an analysis is not pursued here. However, various runs
(using Eviews) are experimented with, in order to assess the sensitivity
of the model. The results of this analysis indicate that the model is
fairly stable. Additional supporting evidence with respect to the stabil-
ity of the model is also provided by symmetry and linearity tests for
selected variables. These are reported in Table 7.3 below.

Table 7.3 shows the Zellner-Peck test of symmetry (SYM) and line-
arity (LIN) for the two 'types' of simulations (relating to policy and
external shocks) analysed using the model. The result is based on the
formula given below (see Zellner & Peck 1973, Jamshidi 1989).

Let the deviation from the base run for a variable y in period t be
given by,

where: >>,,o is the value of y in period / for the base run andyu is value
of y in period t after policy or external shock change by units.
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Then,

f}Sy,,A+Syi,-A\
SYM(A, -A) = —f [7.10]

LIN{kA, A) = —^ [7.11]

where: k is an amplification factor (assumed to have a value of 2 in the
test below), SYM and LIN stand for symmetry and linearity, respec-
tively.

If the model's response is characterized by symmetry and linearity,
the value of SYM and LIN coefficients will approximate zero since the
numerator will be zero (see Zellner & Peck 1973, Jamshidi 1989). The
upper limit is usually difficult to establish. For instance, Jamshidi
(1989) took 0.5 as the upper threshold, while Zellner and Peck consider
a numerical value of around 0.3 as the threshold. Following the original
formulation adopted by Zellner and Peck, the best judgment about the
values may be made by conceptualizing the results (SYM and LIN) as
percentage deviations for mean absolute distance from the base run.

The first three columns of Table 7.3 report the test results for a
Northern policy simulation of a ±5% change in the level of aid to the
South. The remaining columns report test results for an external shock
simulation of a ±1 point change in world interest rate. The values re-
ported are results obtained using the formula of symmetry and linearity,
given as equations [7.10] and [7.11] for / = 9 (1990-98). As can be read
from Table 7.3, these values are, on the whole, close to zero. However,
some variation does exist across variables. Thus, the export variables
are found to depart from linearity and symmetry, while, for the public
deficit, the results show perfect linearity and symmetry. Such disparity
is possible because each variable reacts differently, both as a conse-
quence of its own dynamics, as given by the equation which represents
it, and due to the general equilibrium effect.7 Based on the results sum-
marized in Table 7.3, it is fair to conclude that the model is linear and
symmetrical and that it, at least, has local stability. This, in turn, en-
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sures the stability of multipliers. However, as noted by McKibbin and
Bok (1993), the main problem with many large macroeconometric
models is that they are unstable. Indeed, this would appear to be true
for a number of the AFRIMOD variables, such as those relating to ex-
ports. In such a situation, McKibbin and Bok (1993) suggest a careful
constraining of parameter estimates as a solution.

Table 7.3 Zellner and Peck symmetry and linearity test

Policy simulation
(aid to the South)

Variable

PRA
PRB
PRF
PRM
PDEF ES
PDEF NA
PDEF WC
XR ES
XR NA
XR WC
Q ES
Q NA
Q WC

SYM (±0.05)

0.131849
0.020638
0.008677
0.112067

0
0
0

1.424321
1.138572
1.996231
0.327078
1.128924
0.82428

LIN ( k=2)
[on ±0.05]

0.000685
0.000480
0.000652

0.00064
0
0
0

1.145035
1.140491
1.987624

0
0
0

External shock simulation
(interest rate change)

Variable

PRA
PRB
PRF
PRM
PDEF ES
PDEF NA
PDEF WC
XR ES
XR NA
XR WC
Q ES
Q NA
Q WC

SYM(±1)

0.127286
0.002363
0.003087
0.198016

0
0
0

0.062771
1.175849
1.924767
0.218054
0.229353
0.310863

LIN ( k=2)
[on ±0.05]

0.003372
0.001555
0.002829
0.003620

0
0
0

0.388333
1.179492
1.896718
0.001760
0.000218
0.000127

Note: PR stands for export price; subscript A, B, F and M stand for agr. raw material,
beverage, food and mineral, respectively. The suffix _ES, _NA and __WC stand for
ESA, NA and WCA regions. PDEF is public deficit and Q is real output.

7.4 ANALYSIS OF EXTERNAL SHOCKS AND POLICY
SIMULATIONS USING AFRIMOD

This section reports the results of external shocks and policy simula-
tions carried using AFRIMOD. The following simulations are run by
invoking a permanent shock in the model for eight consecutive periods,
starting from the base year (1990). The eight-year period is chosen ar-
bitrarily, on the assumption that this will reflect the medium-term na-
ture of the model. A further justification for the choice of eight simula-
tion periods is that the maximum lag length in the model is seven years.
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The effects of this shock are reported as percentage deviations from the
base run. The base run simulation is obtained by running the model for
the eight consecutive periods without including any policy changes or
external shocks. Thus, this base run may be interpreted as representing
the effect of the model's own dynamics. Although the dichotomy be-
tween the impact of external shock and Northern policy is sometimes
blurred, the simulations carried below are categorized using such a di-
chotomy, if only to simplify the presentation. Three policy shocks (two
from the North and one from the South) and three external shock sim-
ulations (one each from the North, OPEC and the rest of the developing
countries) are conducted.

Policy simulations
(i) Doubling the level of aid from its current level
This simulation is financed by (a) bonds issued in North's market and
(b) budget financed (i.e., government expenditure in North is reduced
by the amount of aid given to the South). The level of aid to the South
in the base run is set at around 0.3 per cent of the GDP of OECD coun-
tries. Experience has shown that the DAC target of 1 per cent is found
to be practically difficult for most OECD countries. However, the expe-
rience of the best performers, such as the Netherlands, could be repro-
duced by all OECD members if the doubling of the existing level of aid
was possible. Hence, the simulation undertaken in this section will ex-
amine such a scenario.

(ii) A 66.7 per cent debt stock reduction
This simulation examines the possible impact of the World Bank and
IMF's recent, vigorously publicized8 Highly Indebted Poor Countries
(HIPC) initiative. This initiative comprises two phases. Phase one re-
quires a three-year record of compliance with an IMF program. This
leads to the decision point for acceptance into the HIPC initiative. Ac-
ceptance requires having indicators that show the country be beyond
debt sustainability thresholds. These are defined as a 20-25 per cent
debt service ratio and present value of debt to export ratio of between
200 to 250 per cent. If countries find themselves above these thresholds
they are eligible for the Nepal terms, under which they are entitled to a
two-third reduction in debt stock. This reduction is applied to all types
of debt, including multilateral. Phase two of the new initiative com-
prises the implementation of another three-year IMF program and, if
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accepted within the HIPC category, an 80 per cent debt stock reduction.
Since it is widely believed that few African countries are likely to reach
this phase in the foreseeable feature, the simulation below is for the
first phase only (see Oxfam, 1997 for a critical review of this issue).

(Hi) Annual 10 per cent increases in public investment in Africa
In this simulation aid is financed by other government revenue of Afri-
can countries.

External shocks simulations
(iv) A one-point rise in world interest rate
This approximates the fluctuation of the six-month US dollar-based
LIBOR from 1988 to 1990.9 Since world interest rate is an endogenous
variable, the external shock simulation is conducted by changing the
constant term (#43 in equation [6.7k] of Chapter 6). One possible inter-
pretation for such a shock could be an exogenous rise in Northern de-
mand for private credit, due, say, to an institutional change in Northern
banking systems. Alternatively, the provision of government incentives
for those who invest (for example, in Eastern Europe) could serve to
explain such a shock.

(v) A 175 per cent increase in world oil price
This simulation reproduces a shock similar to the second oil price
shock of 1978 to 1979. I have opted for this assuming the magnitude
(nearly 260 per cent) of the first oil shock of 1973 is not likely to be
repeated, given the lessons drawn from that experience. Moreover, the
second oil price shock is a relatively recent and a mild one, which
might feasibly be carried by OPEC.

(vi) A 10per cent increase in export supply of commodities by the
South, excluding Africa
The average rate of export growth of the America's (western hemi-
sphere) was 11 per cent in 1990 and 10 per cent in 1991, while the cor-
responding rates for South Asia were 16 and 14 per cent, respectively
(UNCTAD 1993). Thus, the 10 per cent simulation attempts to approx-
imate this scenario. This simulation is useful in understanding the fal-
lacy of composition in policy advice, such as an across-the-board de-
valuation by all countries, as well as the 'add-up problem' of commod-
ity exports.
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7A.I An Increase in the Level of Aid to the South
Three main issues are clarified by simulating an increase in the level of
aid to the South. Firstly, the effects of such an increase on the different
variables selected for inclusion is made clear. The second issue upon
which light is thrown relates to the question of whether the financing
mechanism of aid matters or not. Finally, the simulation helps to clarify
whether the effects of an increase in the level of aid is likely to vary
across regions and commodities.

Diagrams 7.4.1 (a) to 7.4. l(c) show the impact of an increase in aid
on real commodity exports and price of commodities. The results indi-
cate that, in general, both prices and exports show a negative deviation
from the base run.10 The potency of the effect is highest when aid is
bond financed. This effect manifests itself through three main channels.
Looking first at bond/deficit-financed aid, this is likely to have a double
effect. Firstly, by raising the demand for credit, upward pressure is
placed on interest rate. The latter affects the price of commodities di-
rectly, through the speculative demand placed on particular commodi-
ties, and, indirectly through its investment, and hence, aggregate de-
mand-depressing effect in the North. The combined effect of this is to
depress demand for commodities and hence prices and exports. This
effect is less potent when the aid is budget financed, chiefly because
the interest rate effect is minimized. This is shown in Diagrams 7.4.1b
and c by the fact that the broken line, representing budget-financed aid,
lies above the solid lines, representing bond-financed aid.

The oscillating pattern for minerals, which is also observed for all
other simulations set out in this chapter, results from using both the
short-run and two-periods lag long-run effect of interest rates together
within the same simulation. Thus, in the base run, although the interest
rate rises steadily, the rate at which it does so is not constant. Since the
long-run interest rate is not significant in relation to other commodities,
the pattern with respect to interest rate for these other commodities may
reasonably be assumed to result only from the short-run impact. The
sharp decline in exports for the ESA region results from the long-lag
effects, which are felt after five years. Similarly, the decrease in food
price (Diagram 7.4.1c) in the period of the shock results from a com-
paratively strong short-run one-period lag effect of interest rate. This
effect is particularly strong for bond-financed aid due to the impact of
the latter on interest rate.
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Two important conclusions may be drawn, based on the above an-
alysis. Firstly, compared to budget financing, deficit financing is likely
to have an adverse effect on commodity prices and African export rev-
enue. Thus, the method of financing of aid matters. This result would
tend to support the conclusions of Vos' (1994) study.11 Hence, if bond/
deficit financing is the preferred means of financing in the North, there
could emerge an asymmetric relationship in policy choice between the
South and the North. Secondly, the effect of this policy will depend on
the particular dynamics of each commodity. Thus, depending on the
composition of exports of different regions, and their sensitivity to in-
terest rate and Northern demand, different regions may be affected in
different ways by the same policy shock. This underscores one of the
underlying theoretical bases of this book, which holds that the structure
of an economy matters. In relation to Africa, the export structure for the
ESA region is found to be comparatively the most vulnerable.

Diagrams 7.4.Id and e show the impact of aid on public revenue
and expenditure. In line with the econometric results presented in
Chapter 5, the impact of aid on public expenditure and revenue is found
to be positive and negative, respectively. This result shows the working
of the fiscal response effect. The result is also interesting because it
takes account of the general equilibrium effect of aid.12 However, the
effect of this aid on the public deficit is found to be negative, with pub-
lic revenue, in general, declining. This effect is very small for the WCA
region and highest for the NA region. This is attributed to the fact that
elasticity of government revenue to foreign inflows are found to be
relatively higher, in both the long and short run, in NA than in the two
other regions. In the WCA region, the foreign inflow effect is signifi-
cant only in the short run, and hence, its potency is low. The nature of
financing of aid is found to have a negligible effect on public revenue,
with identical results being obtained for both. This results from the
negligible impact of world interest rate on public revenue in the South.
This contrasts strongly with its effects on public expenditure, shown in
Diagram 7.4. le, for which, deficit-financed aid is found to have a
strong potency. Hence, expenditure is found to be sensitive to the na-
ture of financing, especially in the NA region. This is brought about by
higher interest payments in response to a rise in interest rate, which
results from the deficit financing of aid. The strength of this effect
within the NA region may be explained by the high private debt com-
position within that region.



306 Chapter 7

Finally, Diagram 7.4. If shows the impact of aid on real output. The
general decline in output would tend to accord with the discussion set
out in the previous paragraph. Only within the NA region is the nature
of financing of aid found to have a differential impact. Although both
deficit- and budget-financed aid depresses output in the North, the im-
pact of the latter is found to be comparatively stronger. The main rea-
son underlying this result is the fact that the demand effect of a cut in
public expenditure is higher than the interest rate-induced lower in-
vestment-demand (and hence aggregate-demand) effect. This, com-
bined with the commodity price effect of deficit financing, brings to
light the asymmetric relationship in policy choice of how to finance aid
from the North and South's perspective. In contrast to some global
models,13 the results of which suggest that aid leads to a rise in South's
GDP, the impact of such aid inflows on the level of real output in Af-
rica is found to vary across regions. This may be explained both by the
level of disaggregation, and the inclusion of the macroeconomic effect
of aid, within the model developed in this book. Thus, although aid
might initially result in a rise in the level of imports and hence output,
its macroeconomic ('Dutch disease' and 'fiscal response') and terms of
trade effects work against this initial positive impact. Thus, aid would
appear to have no noticeable effect on output within the NA region but
a declining effect in the WCA region. In the ESA region, aid is initially
found to have a positive effect, only to decline later. In this region, two
years after initial capital inflows, a rise in public expenditure is ob-
served. This is mainly attributed to a strong two-year lag short-run im-
pact of imports, which is made possible through this inflow. This, in
turn, has the effect of crowding-in private investment. The combined
effect is a gentle rise in output over the six years of the simulation. The
decline in output within the WCA region is attributed to the offsetting
effects of export earnings. This arises as a consequence of the heavy
weight of minerals and agricultural raw materials in the export basket
for this region, with the price of the latter falling strongly, following the
shock. Moreover, although aid-financed imports could have led to a
rise in output through its positive impact on investment, the lack of a
positive relationship between public and private investment in this re-
gion is likely to have limited such possibilities.

Two important conclusions may be drawn, based on the above sim-
ulation. Firstly, aid to Africa is likely to have profound macroeconomic
effects. This manifests itself in the negative effect, which such aid has
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on the price of commodities and on Africa's fiscal balance. On the
positive side, such aid may also provide relief for countries facing an
import compression problem. The second important point is that defi-
cit, rather than budget, financing of aid is likely to have an adverse im-
pact on the South. However, this method of financing will have a com-
paratively lesser effect on Northern output. This may highlight a pos-
sible policy choice conflict between the two regions, owing to the
structure of their interaction.

Diagram 7.4.1a
The effect of a 100 per cent increase in bond (solid lines) and budget
(broken lines) financed aid to the South on commodity exports from Africa
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Diagram 7.4.1b
The effect of a 100 percent increase in bond (solid lines) and budget
(broken lines) financed aid to the South on African commodity prices
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Diagram 7.4.1c
The effect of a 100 per cent increase in bond (solid lines) and budget
(broken lines) financed aid to the South on African commodity prices

0.4

-1.4

1990 1991 1992 1993 1994 1995 1996 1997 1998

—*—PBbo —x—PFbo --•--PBbu - o- -PFbu



External Shocks Generated in Developed Countries 309

Diagram 7.4.1 d
The effect of a 100 per cent increase in budget financed aid to the South on
government revenue in Africa
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Diagram 7.4.1 e
The effect of a 100 percent increase in bond (solid lines) and budget (bro-
ken lines) financed aid to the South on government expenditure in Africa
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Diagram 7.4.1 f
The effect of a 100 percent increase in bond (solid lines) and budget
(broken lines) financed aid to the South on real output from Africa
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7.4,2 Debt Cancellation to Africa
There is a heated debate among donors and recipients alike as to the
possible impact of debt cancellation on Africa. However, the generally
held expectation is that debt cancellation will alleviate some of the
major economic problems facing African nations. In order to test this
policy the 'Nepal terms', which is incorporated into the HIPC initiative,
is simulated. As noted above, this initiative entitles participating na-
tions to a two-thirds total debt stock reduction. The impact of this pol-
icy on debt service ratios and private capital flows to Africa is illustrat-
ed in Diagrams 7.4.2a and b, respectively.

The results of the simulation indicate that this policy has virtually
no effect on the real level of output, and hence these results are not re-
ported here. The main channel through which this output effect might
be expected to manifest itself is by way of lower interest payments,
which allows a higher level of imports and hence higher public and
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private investment. Increased private investment will also be facilitated
by resolving the debt overhang problem. The mere reduction in interest
payments is found to have too weak an effect to counteract the model's
own dynamics, which are heavily influenced by commodity price, and
other effects. However, the results of the simulation indicate that reduc-
ing interest payments does have an effect in reducing the burden of
debt servicing. This is illustrated in Diagram 7.4.2a. From this diagram,
it can be seen that the effects of a reduction in interest payments are
most pronounced in the relatively less developed regions, such as ESA.
Indeed, using MULTIMOD, Soludo (1993) has obtained similar results
for the South in general. This is not a surprising result, since the rela-
tive debt burden of poor regions is very high

However, a less clear picture emerges with respect to private capital
inflows to Africa, once the 'debt overhang' problem has been solved by
debt cancellation. As can be seen from Diagram 7.4.2b, immediately
following the shock, private inflows will increase to the ESA region
and decline in the other regions. However, following this immediate
shock, such inflows are likely to remain fairly stable, thereafter. This
upward shift in the level of inflows to the ESA region results from an
impressive improvement in the debt service ratio (shown in Diagram
7.4.2a), following the cancellation of debt. As demonstrated by Soludo
(1993), this may be explained by the forward-looking assessment of the
South's debt servicing capacity by Northern agents. Since the model
developed here employs MULTIMOD-type debt-repayment assessment
criteria, it is reasonable to assume that a similar inflow will result.
However, the above simulation represents an advance on previous
models, in that it highlights how this effect could vary across regions.
The model also highlights the important result that it is not simply a
decline in the debt service ratio which matters, in terms of attracting
private inflows. Rather, the degree to which it declines and the result-
ing relative position of a particular region in relation to the rest of Af-
rica, and the South,14 in general, are both important. This finding has
particular relevance for both NA and WCA regions.

To sum up, the above simulation indicates that debt cancellation is
not a panacea to the African debt problem. It is also shown that the im-
pact of such a cancellation is likely to vary markedly across regions.
However, debt cancellation can alleviate the pressure on the fiscal bal-
ance of government, both directly, by reducing the expenditure burden,
and indirectly, by providing positive signals to private lenders.
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Diagram 7.4.2a
The effect of a 66.7 per cent bilateral and multilateral debt cancellation on
Africa's debt service ratio
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Diagram 7.4.2b
The effect of a 66.7 per cent bilateral and multilateral debt cancellation on
private capital flows to Africa
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7.4.3 An Increase in Public Investment
AFRIMOD may also be used to simulate domestic policy options.
Thus, in order to illustrate the value of the model in analysing domestic
policies within a global framework, a 10 per cent permanent, annual in-
crease in public investment, financed by other government revenue, is
assumed. The impact of this policy on real output, private investment
and real exports is given in Diagrams 7.4.3a, b and c, respectively.

In general, public investment is found to have a positive impact on
the level of output, as shown in 7.4.3a. However, some variation exists
across regions. Thus, the impact of public investment is strongest in the
ESA region, owing to a higher capital output ratio and crowding-in.
This is illustrated in Diagram 7.4.3b. The relatively weaker impact in
the WCA and NA regions is attributed to lack of crowding-in and the
evidence of crowding-out, respectively, for the two regions. These re-
sults follow logically from the findings presented in Chapter 5. The rel-
atively higher level of output in WCA, compared to NA, results from
differences in the capital output ratio of public investment in the two
regions. The general equilibrium effect of this policy on Northern out-
put is also shown in Diagram 7.4.3a. The demand for Northern goods
generated in Africa owing to this policy shock has a positive, albeit less
potent, effect on Northern output.

The impact of this policy on the export of commodities is, in gen-
eral, insignificant. However, a slight trend, at first declining and there-
after recovering, may be noted. The declining trend is partly a dynamic
result that operates through the impact of public investment on produc-
tivity and exports. This results in an increase in supply and hence, a fall
in price, through the operation of the global market. The subsequent
supply response following a lag period is a decline in real exports. As
discussed in Chapter 4, such an effect is found to be strongest in rela-
tion to the agricultural raw material sector of the NA region and the
food-exporting sector of the WCA region. For the ESA region, such an
effect is dampened by an offsetting impact of private investment on
exports and hence, a sharp rise in such exports. Only the mineral sector
of this region is found to be affected, after a lag, in a similar fashion to
the other regions. This is shown by a slight fall in supply in the sixth
period.
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Diagram 7.4.3a
The effect of an annual 10 per cent exogenous increase in (public revenue
financed) public investment on real output
14
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Diagram 7.4.3b
The effect of an annual 10 per cent exogenous increase in (public revenue-
financed) public investment on private investment
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Diagram 7.4.3c
The effect of an annual 10 per cent exogenous increase in (public revenue
financed) public investment on real exports
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7.4.4 An Increase in the World Interest Rate
In order to assess the effects of world interest rate, a one-point exoge-
nous rise is invoked within the model. The first impact of this is to raise
the debt service ratio. As can be seen from Diagram 7.4.4a, this has an
adverse effect in all regions. The variation between regions may be ex-
plained by a divergence in export performance15 following the shock.
This result indicates that an increase in interest rate will raise the debt
burden of Africa, both directly and indirectly, through the operation of
the world commodity market. An increase in interest rate is also likely
to have an adverse effect on private inflows.16

As shown in Diagram 7.4.4b, the impact of an increase in interest
rate on commodity price will vary between commodities. Thus, the ef-
fect of this external shock is most severe for agricultural raw materials
and minerals, whose global demand is relatively more sensitive to
changes in world interest rate. Hence, regions which have a larger com-
position of these commodities in their export basket are likely to suffer
more, for an equal level of external shock. This would tend to lend
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Diagram 7.4.4a
The effect of a 1-point permanent exogenous rise in the worid interest rate,
3 months UBOR on the debt service ratio
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Diagram 7.4.4b
The effect of a 1-point permanent exogenous rise in the worid interest rate,
3 months UBOR on commodity price
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support to the general proposition raised in relation to the previous sim-
ulation, that the effect of an external shock will depend on the produc-
tion structure of a region. To sum up, the important point, which
emerges from this simulation is that Northern macro policy, such as
that relating to world interest rate, will have a serious impact on com-
modity prices and export earnings of African producers. Such policies
may also have an impact on private capital flows to Africa. In all cases
the model suggests the likelihood that this change in world interest rate
will have an adverse macroeconomic effect.

7.4.5 An Increase in Oil Price
In order to analyse the impact of the actions of oil producing and ex-
porting countries, a 175 per cent increase in oil price, equivalent in
magnitude to the second oil price shock, is invoked within the model.
This is likely to have a number of effects, which are illustrated in Dia-
gram 7.4.5a. Firstly, such a shock will probably create a recessionary
situation in the North. It could also result in an initial rise, and subse-
quently, a secular decline of bank credit available to Northern agents
and Southern borrowers. And finally, it is likely to bring about a gene-
ral decline in world interest rate, with a recovering trend as time passes.
These results differ from most outcomes reported in the literature, but
accord in certain respects with those produced by Vos (1994). This may
be explained by the fact that Vos' model has similar theoretical under-
pinnings to the one developed here, particularly in relation to how it
deals with credit rationing.

Vos' model indicates the likelihood that an oil shock will result in a
general decline in interest rate. This is explained by the fact that a rise
in oil price will lead to an increase in deposits by OPEG member states
into international banks, which, in turn, will push interest rates down-
ward. However, in contrast to Vos' (1994) model, the simulation pre-
sented here suggests that the interest rate will have a tendency to rise
over time.17 In other global models, such as those developed by Bruno
and Sachs (1985), McKibbin and Sachs (1991), MULTIMOD (Masson
et al. 1988) and the World Bank's GEM (Allen & Vines 1992), interest
rate is found to rise after the shock. In these models, although a rise in
oil price results in an increase in the supply of funds from OPEC, this
will also have an adverse impact on savings and hence, on the supply of
funds from the North, due to the recessionary impact of the shock. In
spite of the recessionary impact on investment, this is likely to result in
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a rise in world interest rate. The results of AFRIMOD suggest a recon-
ciliation of these two features. Thus, in the early period of the shock the
supply of funds from OPEC will have a negative impact on interest
rate. However, as time elapses, the recessionary impact starts to take
effect, which results in a slow recovery in the interest rate. However,
since Vos' (1994) model is not dynamic, this effect is not captured
within that model.

The impact on the level of imports of each region, shown in Dia-
grams 7.4.5b and c, will depend on a number of factors. Thus, as shown
in Diagram 7.4.5b, whether the region is oil exporting and/or has the
financial means to secure the necessary imports may be important, as it
is for the WCA and NA regions. Similarly, whether the region is able
to adjust to the shock through import compression may also be impor-
tant. Thus, as illustrated in Diagram 7.4.5c, in the ESA region, such a
shock is likely to have an adverse impact on output through its import
compression effect. Further disaggregation of the regions, say into oil
importers and oil exporters, would be useful in showing, for example,
whether import compression holds for particular types of non-oil-ex-
porting economy.18

Diagram 7.4.5a
The effect of a 175 per cent permanent increase in oil price on interest rate,
oligopolistic lending and Northern output
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Diagram 7.4.5b
The effect of a 175 per cent permanent increase in oil price on imports to
Africa
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Diagram 7.4.5c
The effect of a 175 per cent permanent increase in oil price on imports to
East Africa
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7A.6 An Increase in Supply of Commodity Exports by
Other South

The final simulation exercise experimented with is a 10 per cent in-
crease in the supply of commodity exports by other developing coun-
tries of the South to Africa. As shown in Diagrams 7.4.6a and b, the
immediate impact of this shock is reflected in world commodity price
and exports. From the first of these diagrams, it is clear that the small
country assumption fails dismally to hold for all commodity categories.
The fall in price is worst, however, for food. This may be explained by
the fact that the supply of food from 'other South' is nearly 40 times
larger than for Africa. As discussed in relation to the previous simula-
tion, the oscillation observed in mineral price, and hence, by extension,
export revenue and the vulnerability indicator, may be attributed to the
particular dynamics of that market.19 However, in spite of these oscilla-
tions, the overall effect of this supply shock is a secular downward
trend within this market. This general decline in prices triggers various
effects. The most important of these, illustrated in Diagram 7.4.6b, is a
decline in the level of real exports. This, in turn, will have knock-on
effects on the capacity to import, and hence, may result in import com-
pression.

Given this simulation result, it is possible to compute the amount of
capital inflow required to maintain the same level of imports and hence,
the same level of output and output growth as was in place, prior to the
shock. This hypothetical level of capital inflow, measured as a propor-
tion of the base run level of annual bilateral and multilateral flows, is
given in Diagram 7.4.6c. In plain English, this diagram illustrates the
vulnerability of each region to indebtedness, owing to an external
shock such as a deterioration in terms of trade.

This takes us back to the central proposition, put forward at the be-
ginning of this book, that the African debt problem is deeply rooted in
the position of the continent as a small commodity supplier within the
world economy. If we accept this proposition as accurate, then it fol-
lows logically that Africa will remain vulnerable to debt unless this
fundamental problem is resolved. Although all three regions are found
to be vulnerable, the degree of vulnerability varies across regions, de-
pending on the composition of commodity exports. Hence, those re-
gions whose export composition comprises commodities, which are rel-
atively vulnerable to world market shocks, will suffer the most. As
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shown in Diagram 7.4.6b, the most vulnerable region is NA. This is
followed by the WCA region, which appears to suffer from various de-
grees of vulnerability to indebtedness, as illustrated in the hypothetical
situation set out in Diagram 7.4.6c. The high degree of vulnerability to
debt, shown in this diagram for the ESA and NA regions, may be ex-
plained by the level of export earnings and the projected base run value
of flows, which are, themselves, a function of export performance.

7.5 CONCLUSION

This chapter has shown not only the potential of the model developed
in this study, for the analysis of external shocks and policy simulation,
but also the implication of such shocks for African economies. The
model is essentially one of the new generation of macroeconometric
models consisting of econometrically estimated parameters and a glob-
ally consistent accounting framework. The model is solved using a
Guass-Seidel algorithm. Both the theoretical analysis of the trace of the
matrices for the excess demand function, and the symmetry and lineari-
ty test undertaken, indicate that the model is fairly stable.

Diagram 7.4.6a
The effect of a 10 per cent increase in supply by other (non-Africa) South
on world commodity price
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Diagram 7.4.6b
The effect of a 10 per cent increase in supply by other (non-Africa) South
on real commodity exports from Africa
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Diagram 7.4.6c
Vulnerability to debt: The effect of a supply-induced decline in world
commodity price on flows of official finance to Africa
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However, it is worth noting some important limitations of this
model. The first of these relates to the fact that, while the modelling of
Africa is quite sophisticated, by the standards of the existing literature,
the modelling of the North, applied here, is generally rather crude. This
sets a limit as to the extent to which it is possible to undertake an in-
depth analysis of North-South interaction. Naturally, this is a conse-
quence of the fact that the focus of this study is explicitly on Africa.
Nevertheless, it would be desirable for future work in this area to com-
bine African models, such as the one developed in this book, with more
sophisticated Northern models. The second major limitation of the
study is that the other developing countries, and the rest of the world,
are generally assumed as exogenous. While some attempt has been
made to simulate20 the effects of other developing countries on Africa,
nevertheless the modelling of 'other South' is not as dynamic as that
undertaken in relation to Africa. Again, this is due to the scope and fo-
cus of the study, which is explicitly on the interaction between the
North and Africa. Hence, useful insights might result from future work,
which attempts, explicitly, to model these regions. A final weakness of
this study is that the econometric estimation adopted is based on a sin-
gle-equation ECM. This implicitly assumes that the theoretically speci-
fied functions are the most relevant long-run cointegration vector. To
the extent that this assumption departs from reality, the estimation tech-
nique clearly has limitations.

However, in spite of these various limitations, the various simula-
tions conducted, although not exhaustive, do highlight some of the
structural and policy issues facing African economies in their inter-
action with the North. These have been discussed at some length in this
chapter. In the concluding chapter, I will summarize the major findings
of the study as a whole, and highlight some policy implications of these
various findings.
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This study has attempted to model the macroeconomic interaction be-
tween Africa and the North. There are two main reasons why such an
exercise might be considered important. Firstly, building a macroeco-
nomic model of Africa which is based on stylized facts and economet-
ric estimation within a world economy framework is an exercise that
has value in itself. This claim may be justified since no such models of
Africa may currently be found within the literature. Indeed, a number
of policy questions and external shocks, not discussed in this book,
may be analysed using the model developed here. Nonetheless, models
are usually built with specific objectives in mind. In this respect, the
model developed in this book is no exception. Hence, the second main
justification for the present study, which is to examine the questions
outlined in Chapter 1, using the simulation exercise set out in Chapter
7. Chapter 7 also outlined various policy implications of the model, as
well as how such a model might be used to analyse external shocks and
policy questions by locating these within a North-South macroeconom-
ic framework. The main points arising out of this exercise are summa-
rized below.

The first point worth noting is that Northern macro polices are like-
ly to have a dual impact on Africa, both through finance and trade.1

Hence, any analysis of the impact of external shocks and Northern poli-
cy on Africa will be incomplete if this finance-trade linkage is not ade-
quately explored. Examining these two aspects within a global econom-
ic framework allows one to explore those dimensions of development
problems which would otherwise have remained obscured were the na-
tional economy to be taken as the sole unit of analysis. Further, such an
analysis is crucial in revealing the context under which individual na-
tional economies function. Letting these various insights guide experi-
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mentation with the model developed in this book allows for a number
of major issues to be clarified. These may be summarized as follows:

1. The debt problem in Africa is essentially a commodity problem.
Hence, a decline in world commodity price must be counteracted by
a proportional inflow of foreign capital if a decline in output (which
is, itself, capital constrained) is to be avoided. However, such an in-
flow of capital will imply a corresponding increase in debt.

As the analysis in Chapter 1 has shown, the historical interaction
of African economies with the North has left them with an external
sector dominated by the export of commodities and import of manu-
factured goods. This has resulted in a secular deterioration in the
terms of trade of Africa. Both rising and declining commodity pric-
es are shown to create the pre-conditions for indebtedness. Rising
commodity prices improve creditworthiness of the debtors in the
eyes of lenders, as well as capacity to pay in the eyes of debtors.
Declining prices, combined with the belief in the existence of a cy-
clical commodity price pattern, has also led to indebtedness, associ-
ated with attempts to overcome what is perceived as a 'temporary'
foreign exchange problem. However, when such a pattern of trade
and indebtedness is structural, the debt problem appears as a sys-
temic phenomenon embedded in the macroeconomic interaction of
North and South, in general, and the effects of the commodity mar-
ket, in particular.

The simulation of an increase in supply of commodities by other
developing countries clearly demonstrates the likelihood that an in-
crease in the supply of commodities will lead to a decline in com-
modity prices.2 Thus, a 10 per cent increase in the supply of com-
modities by other developing countries leads to a 10-50 per cent fall
in the price of agricultural raw materials, a 50-75 per cent fall in the
price of beverages, an 80-90 per cent fall in the price of food, as
well as a fall in the price of minerals, ranging between 15 and 80
per cent, for the period under simulation. If this fall in price is to be
compensated by borrowing, for a given level of export volume, then
this implies an increase of 10-20 per cent on the base run level of
capital flows into WCA, for the period under simulation. The corre-
sponding figures in relation to the NA and ESA regions range be-
tween 60 and 160 per cent, and 5 and 180 per cent, respectively.

The vulnerability to indebtedness or aid can emerge even from
apparently positive actions, as shown by the first simulation (dou-
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bling the level of aid to the South). The simulation of an increase in
aid to the South also underscores the differential impact, which the
manner of financing of aid by the North, has on Southern econo-
mies. For instance, doubling the existing level of aid leads to a 0.5-
4 per cent decline in exports from the ESA region when this is fi-
nanced by a Northern deficit. However, when such aid is financed
through budgetary cutbacks in the North, the corresponding decline
in exports from ESA stands at 0.25-3 per cent. In relation to the NA
region, the use of bond-financed aid implies a decline in exports of
around 1 per cent, while budget-financed aid brings about a reduc-
tion of only around 0.1 per cent. No major change is observed for
the WCA region due to the nature of its financing. Thus, based on
the specific results above, it is shown that from Africa's perspective
budget-financed aid is to be preferred. However, from the North's
perspective, such budget financing leads to a decline in Northern
output of between 1 and 2.5 per cent, with a corresponding reduc-
tion of 1 per cent, when the aid is bond/deficit financed.

Various other specific points may be read from the simulations
presented in Chapter 7. However, the general finding arising from
these various simulation experiments is that the debt problem is in-
tricately linked with the trade problem. In summary, based on the
above analysis, it may be concluded that the place of African econ-
omies in the world economy is such that they are sellers in a flexi-
price market and buyers in a mark-up price market. Given these
structural features, an increase in Southern productivity, a rise in
world interest rate and Northern recession are shown to work
against the South in general, and Africa in particular.

2. African economies are extremely sensitive to world interest rate.
This effect is twofold. Firstly, high interest rates will have an ad-
verse impact on debt servicing, and hence place fiscal pressure on
these economies. Secondly, by affecting world demand for com-
modities, an increase in the level of interest rates will have an im-
pact on African commodity markets.

The simulation in relation to world interest rate has shown two
propagation mechanisms for Northern policy on Africa: a direct ef-
fect, by which interest rates will affect the size of debt burden and
subsequent private capital inflows; and an indirect effect, through
the demand for commodities. The latter is found to take two forms.
Thus, a rise in world interest rate depresses commodity prices di-
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rectly, through its commodity speculative demand effect, and indi-
rectly, by affecting Northern income and hence, depressing demand.
The combined effect in Africa is import compression, and when
loans are obtained to redress the foreign exchange problem, debt ac-
cumulation. Specifically a one point increase in world interest rate
leads to a 2.5 per cent fall in world commodity price of food and ag-
ricultural raw materials, as well as a 0.5 to 3.9 per cent fall in the
price of minerals. The effect on beverage price is found to be neg-
ligible, chiefly as a result of the low interest elasticity for this com-
modity. Similarly, a rise in world interest rate leads to an increase in
the debt service ratio of 2.5 per cent, 3.5 per cent and 4 to 5.5 per-
cent for NA, WCA and ESA regions, respectively. The policy im-
plication of this analysis is that debt alleviation initiatives will need
to pay special attention to macroeconomic interaction, regional var-
iations and the commodity price implications of Northern policy, if
they are to have any chance of succeeding.

3. Contrary to the impression given by multilateral donor institutions,
the public deficit in Africa is not merely a domestic phenomenon.
Rather, it is very much linked to foreign inflows, their method of fi-
nancing in donor countries, commodity price dynamics and the lat-
ter's impact on the external trade of Africa.

In general, capital flows to Africa are found to have negative and
positive impacts on public revenue and expenditure, respectively.
However, there would appear to be some variation in this across re-
gions. Thus, doubling the existing level of aid leads to a 1.5-2.5 per
cent decline in public revenue, from the base-run level, within the
ESA region, and a fall of around 4 per cent in NA.3 In contrast, the
same change in aid levels leads to a 2.25 per cent increase in public
expenditure in NA, while in the ESA and WCA regions, the level of
such expenditure remains fairly constant, at around 0.25 per cent.4

The first simulation in Chapter 7 has shown what the fiscal response
of African economies would be to an increase in aid. This simula-
tion has also demonstrated that the method of financing is likely to
have a direct bearing on public expenditure. Thus, aid financed by a
Northern deficit is likely to depress commodity prices more than aid
financed through budget cuts. More specifically, a bond-financed
doubling of the existing level of aid leads to a 0.25-2 per cent de-
cline in the price of minerals, while budget financing may lead to a
small increase of around 0.2 per cent, over the simulation period.
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The corresponding figures in relation to the price of agricultural raw
materials are a decline of around 1 per cent, when bond financed,
and around 0.2 per cent when budget financed. For beverage prices,
the method of financing does not appear to make a significant dif-
ference, while for food prices, bond financing may result in a de-
cline in price from the base run of up to 1.2 per cent. Thus, from the
African perspective, budget financing of aid is to be preferred.
However, output in the North is found to be depressed more heavily
by budget financing, which entails a 1 to 2.5 per cent decline from
the base-run, than by bond financing, which entails only a 1 per cent
decline from the base run. This highlights the existence of a conflict
in policy choice between the two regions and hence, underscores the
need to consider the global macroeconomic impact of Northern
policy on Africa when policy proposals for fiscal discipline in Af-
rica are made.

4. Within our simulation, domestic policy options could represent an
important instrument for mitigating structural problems. However,
the impact of public investment on private investment varies not
only across regions, but also across time. Thus, a 10 per cent in-
crease in public investment in the ESA region leads to a 5-10 per
cent increase in private investment in that region. In NA and WCA
the initial rise in private investment of around 2 per cent quickly fell
to a low of 15 per cent by the end of the simulation period. This pol-
icy has led to an increase in output of 5-10 per cent in ESA, 4-10
per cent in WCA, and nearly 1 per cent in NA. In less developed re-
gions, such as ESA, public investment has a positive impact on pri-
vate investment due to its crowding-in effect. Hence, flexible and
timely evaluation of such domestic macro policy options is crucial.
On the other hand, although the magnitude is small, such policies
may lead to an increase in the level of output in the North through a
rise in demand for Northern goods.5 This indicates the possibility
that Global Keynesianism is in operation.

5. For similar policy shocks, although the general pattern is similar,
different regions may respond in quite different ways. This under-
lines one of the important points in the structuralist argument, that
the specific structure of a particular region is important.

In the particular case of the three regions which form the subject
of this book, these would appear to exhibit a common general pat-
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tern, following policy/external shocks. However, within that broad-
er pattern, these regions also exhibit their own unique reaction. This
is shown in all simulations undertaken in Chapter 7. This point may
be illustrated by examining the impact of a Northern deficit-fin-
anced doubling of aid to Africa. Thus, this policy results in an initial
rise in output of up to 0.4 per cent leading to an eventual 1 per cent
decline in ESA, a decline in output of 0.5-1.4 per cent in WCA and
around a 0.1 per cent increase in output of NA. The impact of a
doubling of deficit-financed aid on public revenue is also found to
vary across regions. Thus, this policy was found to have almost no
effect in WCA, while leading to a 2-2.5 per cent fall in public reve-
nue in ESA and a fall of about 4 per cent in NA. Similarly a two-
third debt stock cancellation leads to a decline in debt service ratio
of nearly 80 per cent for ESA, while bringing about only a 25 per
cent and 12 per cent reduction in WCA and NA, respectively. A
range of other, regionally-specific, variations may also be observed,
based on these simulations. These variations may be attributed to
three main factors. Firstly, variation in the composition of commod-
ity exports as well as the price dynamics of commodities for each
region. Secondly, the differential operation of fiscal response and
'Dutch disease' effects of external finance in each region. And
thirdly, variation in the composition of private and multilateral debt
stock, as well as current flows to each region. The major implication
of these variations is that future research by regional organizations,
such as the Economic Commission for Africa, should focus on de-
veloping macro models of each country and linking these with
Northern macro models. Such an exercise would provide an effec-
tive tool for the analysis of the macroeconomic impacts of Northern
policy and external shocks on Africa.

To sum up, the analysis undertaken in this book has shown that
there exists a complex and dynamic interaction between North and
South. This is characterized by an economic structure which makes the
African economy extremely vulnerable to the North's macro policies
and external shocks.6 It has also been shown that international finance
mechanisms operate in quite a unique fashion in relation to agrarian
economies, which are exporters of primary commodities, importers of
manufactured goods and on the periphery of global capital markets.
The implication of this finding is that international finance studies in
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agrarian economies need to explicitly link considerations relating to
commodity trade and external finance.

The Neostructuralist macroeconomic approach of building macro-
economic analysis on the specific economic structure of an economy,
which, itself, is the result of a specific historical process, represents a
fruitful avenue for macroeconomic research in Africa. However, mac-
roeconomic studies of Africa undertaken to date may be grouped into
two, quite different categories. Firstly, a number of studies have been
undertaken, at higher level of abstraction and theoretical contour, not
based on rigorous empirical work but with a good sense of history.7

Secondly, a new generation of economists has attempted to undertake
empirically rigorous studies devoid of the historical focus which is be-
coming common in the economics departments of many African uni-
versities. Although the two approaches may be of great value, in their
own right, a fruitful study of macroeconomic issues in Africa calls for a
combining these two approaches. Indeed, the two approaches may be
seen as complementary, since the former provides us with historically-
formed stylized facts, while the latter helps us to investigate these em-
pirically. The Neostructuralist's dictum of 'historically formed eco-
nomic structures matters' can, as has been attempted in this book, be
seen as a helpful analytical framework in this endeavour. This approach
has paramount significance in Africa, where the burden of history,
which moulded its economy, is still felt today. However, the need to
articulate this structure empirically represents a necessary and impor-
tant prerequisite for drawing up an appropriate course of action.
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Appendix 1
Country Classification

1. NORTH
Comprises OECD countries, World Bank definition including Greece and
Portugal: Australia, Austria, Belgium, Canada, Denmark, Finland, France,
Germany, Greece, Iceland, Ireland, Italy, Japan, Luxembourg, Netherlands,
New Zealand, Norway, Portugal, Spain, Sweden, Switzerland, United
Kingdom and United States. In terms of regional classification it is North
America (USA and Canada), EEC, Australia, Japan and New Zealand.

2. SOUTH

All developing countries (World Bank, World Tables definition).

3. OTHER SOUTH

All developing countries excluding Africa (World Bank, World Tables
definition).

4. OPEC

OPEC members excluding African and Western Hemisphere suppliers:
Bahrain, Kuwait, Qatar, Saudi Arabia, United Arab Emirates (UAE) Iran
and Iraq.

5- AFRICA*

5,1 East and Southern Africa (ESA)
Economic Commission for Africa (ECA) definition including Sudan: An-
gola, Botswana, Comoros, Djibouti, Ethiopia, Kenya, Lesotho, Madagas-
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car, Malawi, Mauritius, Mozambique, Seychelles, Somalia, Sudan, Swazi-
land, Tanzania, Uganda, Zambia and Zimbabwe. Samples used for econo-
metric estimation ofESA model: Botswana, Ethiopia, Kenya, Madagascar
Malawi, Tanzania, Uganda, Zambia.

5.2 North Africa (NA)
ECA definition, excluding Sudan: Algeria, Egypt, Libya, Morocco and
Tunisia. Samples used for econometric estimation ofNA model: Algeria,
Egypt and Tunisia.

5.3 West and Central Africa (WCA, ECA definition)
West Africa: Benin, Burkina Faso, Cape Verde, Cote d' Ivoire, Gambia,
Ghana, Guinea, Guinea Bissau, Liberia, Mali, Mauritania, Niger, Nigeria,
Senegal, Sierra Leone and Togo.
Central Africa: Burundi, Cameroon, Central African Republic, Chad,
Congo, Equatorial Guinea, Gabon, Congo, Rwanda, Sao Tome & Principe,
Zaire and D.R. Congo.
Samples used for econometric estimation of WCA model: Benin, Burkina
Faso, Gabon, Ghana, Nigeria, Senegal, Sierra Leone Cameroon, Central
African Republic, Zaire and D.R. Congo.

* Due to lack of complete data, countries which are underlined are not in-
cluded in the regional database used in the model.



Appendix 4.1
The Econometric Approach Followed

1. AN OVERVIEW

The estimation in this book is undertaken using an Error Correction Model
(ECM). This approach is based on the assumption that a long-run (equilib-
rium) relationship exists between variables in a specified equation. This, in
turn, is assumed to be captured by a cointegration analysis. Following En-
gel and Granger (1987), two or more time series are cointegrated of order
d, b, denoted CI (d, b\ if they are integrated of order d, but there exists a
linear combination of them that is integrated of order b, where b<d. There
are two ways of testing the existence of cointegration between variables of
interest and formulating an ECM model. The first approach (the Engel-
Granger two-stage approach) begins by testing whether the variables of
interest are stationary or not. If variables contemplated in the model follow
an 7(1) process, then, in the first stage, estimates of the long-run equilib-
rium equation (using OLS) is made. An ADF test on the residual of the
long-run equation will then be conducted. This is to determine whether the
variables in question are cointegrated (whether the error term follows a sta-
tionary process). If the error term is stationary (taken as proof of cointe-
gration) in the second stage, we could combine the error term with the first
difference of the variables (short-run indicators) to estimate the final mod-
el. This approach has a number of shortcomings, particularly when there
are more than two variables in an equation (see Engel & Granger 1991, Ba-
nerjee et al. 1993, Enders 1995, among others). This has led to the popular-
ity of Johansen's approach which is better at handling multivariate systems
(see Johansen 1988, 1991; Johansen & Juselius 1990). Following Johansen
(1988, 1991) we may consider a VAR model given by:

Xt = n 1 X M + . . . + n , X , _ , + / / + ^ + * , « = 19...9T) [4.1a]
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In general, economic time series are non-stationary processes, and VAR
systems like equation 4.1a can be expressed in the first differenced form.
Using = 1-Z, where L is the lag operator, equation 4.1a can be rewritten
as,

AXt = ri AATM +... + rk_xAXt_k+l + UXt_x +ju + (l)Dl+st [4. lb]

where:

Model 4.1b is a traditional first-difference VAR model except for the term
X ,_!. The Johansen procedure is based on an examination of matrix H

which contains information about the long-run relationship. The analysis of
the long-run relationship in the model is based on examining the rank of
this matrix. If this matrix has a full rank, the vector process Xt is stationary.
If the rank equals zero, the matrix is a null matrix and equation 4.1b re-
mains a traditional VAR. The third and most interesting possibility is when
0< rank (II) = r<P, which implies there are p X r matrices and such that
II = '. The cointegration vector has the property that 9Xt is stationary
even though Xt itself is non-stationary. The Johansen procedure helps to
determine and identify the cointegrating vector(s). The empirical study in
this book used both the Engel-Granger and the Johansen approaches.

2. ERROR CORRECTION MODEL (ECM) FORMULATION

Once the variables in question are cointegrated, we can formulate an ECM,
following the Granger representation theorem (Engel & Granger 1987),
which states that cointegrated variables have an ECM representation. A
general representation of ECM with a one-period lag and one exogenous
variable (see Banerjee et al. 1993, Thomas 1993, Kennedy 1992, Enders
1995, among others) may be written as,

Ay, = a0 + (ax -l)(yM - x 1 M ) + fll0Axu + fa - 1 + fil0 + A x ) * 1 M

If we add and subtract (/?10 + J3n)xu_l on the right-hand side, we arrive at
the equation used for estimation, which may be given by,

- * *M ) + Ao

where k, the long-run coefficient, is ^ - ^
(1
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At a general level, if we have a long-run relationship given by,

Yt = aQ + axXt + a2Zt [4.2a]

The ADL for this can be written as,

Yt = <*o

By adding and subtracting terms appropriately (see above), the ECM for-
mulation of equation 4.2b can be given as,

AYt = a0

w h e r e :

6/ = ( 3 - l ) / + 3 . / + 1 + . . . + 3,*-i for/ = 1 , . . . * - 1 and

y , / = y , / + y + i , /+i + » . + 5, *-i fory = 4, 5 a n d / = 1, ...k-l

9 = 3 , /+ 3,/+i + . . . + 3, * f o r i = 0 , . . . ,A:and

1 = ( 4 , / + 4 . / + 1 + . . . + 4 , * ) / 9 a n d

2 = ( 5, / + 5, / + 1 + . . .+ 5, k) I 9 and 2/is a white noise process.

The terms in square brackets [ ] show the long-run model.
If we adapt this general ECM formulation with a one-period lag and six (a
reasonable figure, in the context of most of our equations) exogenous vari-
ables we arrive at,

(a) The long-run relationship

given as,

y=n + ri*i + r2*2 + /3*3 + r^4 + r$x5 + We

(b) The ADL formulation

The Autoregressive-Distributed Lag (ADL), denoted ADL (m.n,p) [where
m represents the number of lags of the endogenous, n the number of lags
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for the exogenous and/? the number of exogenous variables] for our formu-
lation will be ADL (1,1,6). This representation (from which an ECM can
be formulated) is given as,

(c) The ECM representation
The ADL representation, as set out above, helps us to derive the general
ECM representation. This ECM representation is given by,

Ay, =P0+(al-l)

6
7=1 7=1

7=1

A first- and second-order ECM formulation is chosen in this study in order
to minimize the complexity of the lag structure. Ideally one needs to start
from a generous lag structure and test down to arrive at a parsimonial
equation. The large size of my model meant that I was not able to follow
this approach strictly.

(d) Inferring the long-run values
It may be generalized that the following formula gives the long-run coeffi-
cient for each of the exogenous terms and / different lags,

The constant term: y0 = — — —

i=\
w = l

Coefficient of the exogenous variables: _ /=!



338 The Econometric Approach Followed

where: j = exogenous variable y
n = maximum lag level (1st order, 2nd order...)

Most of my coefficients are estimated using panel data. Applied time series
analysis using such data is not yet well developed. Thus, the estimated co-
efficients may have a number of shortcomings. However, this approach is
widely used in applied work. To tackle possible shortcomings, I conducted
relevant tests for each country and generally found that the models show
cointegration. This points to the need to conduct further study when the
new technique is refined. Interested readers may refer to Anderson and
Hsiao (1982), Levin and Lin (1993), Pesaran and Smith (1995), Pedroni
(1995), McCoskey, Kao and Chiang (1998), Kao (1997, 1999), and
Njuguna (1999) on the newly emerging issues of time series analysis in
panel data. Njuguna (1999) in particular provides a summary of the newly
developed tests.

(e) T-values of the long-run coefficients
The t-values of the long-run coefficients should be generated using the
Wickens-Breusch transformation (see Gurney 1989: 89-90). These may be
computed by regressing

m a i r

3. HYPOTHESIS OF DIAGNOSTIC TEST

This section briefly summarizes the test used in the analysis.

(a) Cointegration test
I use both the Engel and Granger and the Johansen tests.

Ho = Unit-root (of the error term) exists / the error term is non-stationary
Hi = The error term (of the cointegration equation) is stationary

For the Johansen test, the null is that no cointegration relationship exists.
Mackinnon critical values are used in both cases.
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(b) Specification test
I use Rumsy RESET (1)

H0=u~N(0,cr2I)
Coefficient of fitted vector = 0 => no specification problem

Coefficient of fitted vector 0 => specification problem

Moreover, RESET (2) is also tested for all the equations and the result is
similar, and often better, than the RESET (1).

(c) Normality test
I used a Jarque-Bera, which tests for the hypothesis of the value of 0 and 3
for skewness and Kurtosis, respectively. Although this applies for large
samples («>1000), nevertheless it may serve as a good indicator. Other
visual inspection, which is done in estimation, is also important, even if
this statistic may reject normality (see Mukherjee et al. 1998).

HQ = Normality
H\ = HQ is not correct

(d) Parameter restriction test

I used a Chow break test.

HQ = i = byxt

where: i is the restricted coefficient and by = the unrestricted coefficients.

Hi = Ho is not correct.



Appendix 4.2
Stationarity Condition of the Expected
Profit Indicator (n)

Following the theoretical discussion presented in section II, the expected
profitability/price instability index is computed for each of the commodity
groups and regions. The index is computed by subtracting the three-year
moving average of real exchange rate from each current level of real ex-
change rate,

where k is assumed to be three years. Thus, the expected long-term average
price is formulated by taking the evolution in past three years of the real
exchange rate. This variable is tested for stationarity using the Augmented
Dickey-Fuller Unit Root Test. The result is reported below.

Augmented Dickey-Fuller Unit Root Test on ITa

Region

North Africa
W&C Africa
E&S Africa

Food A g r r a w
h o o a material

-5.7 -8.04
-11.66 -11.67

-9.1 -8.83

Beverage

NA
-9.67
-9.34

Minerals,
ores and
metals

-9.25
-10.53
-8.33

1% Mackin-
non critical

value

-2.6
-2.57
-2.58

As this table shows, the series are clearly stationary. On the other hand all
the other explanatory variables are non-stationary, there being 7(1) varia-
bles. This indicates the absence of a long-run bivariate relationship. Esti-
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mating variables with different levels of integration throws up a number of
problems (Thomas 1993: 164, Banerjee et al. 1993, Ch. II) in bivariate an-
alysis, although not in some multivariate systems. However, given the na-
ture of our model, which is a multivariate system in which a subset of the
regressors are cointegrated, we have estimated the model using this vari-
able.

Some remark about the transformation of the data is in order. As all vari-
ables are in logarithmic form, taking the log of the price instability indica-
tor will hide the negative deviation side of the story. Hence, one ideally
should use the actual variable. However, this creates a problem of the
functional form, which is log-linear. The best transformation, with a log-
log functional form, and, at the same time, not losing sight of the negative
deviations, is to take the difference between the log of real price and log of
the moving average of the price. Formally, this may be expressed as,

X=f(P,P*,Z)

where: P is the relative price, P* the price instability indicator (comprising
a moving average of lagged P) and Z represents other regressors.

P*=P-[{PtJ + P_2 + PJ}/3] Definition

Log (P*) = Log (P) - Log ([...]) Taking logarithm of all variables

Log (/>*) = Log (P /[...])

This will allow both the desired functional form (log-log) and the informa-
tion about negative deviation (when [ ] > P ) to be shown simultaneously.
It is this value which is used for estimation purposes.

Estimation result

This series has exhibited a very high correlation (in most cases higher than
0.80) with the price variables in all regions. In spite of the multicolinearity
problem involved, the estimation is carried using relative prices and capital
formation indicators as regressors. For the ESA region, the estimation
shows high R-square and insignificant t-values, indicating the likelihood of
multicollinearity. Moreover, the estimation is undertaken using only the
profit and capital formation indicators, with the former effectively replac-
ing the real exchange rate, especially for minerals and agricultural raw
materials. For food, the profit indicator shows a short-run negative coeffi-
cient while, for minerals, a positive long-run one. In relation to the other
commodity categories, the coefficient is not significant. Similarly, for the
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WCA region, the estimation, in general, was not found to be statistically
significant. The profit indicator shows a positive value only for the capac-
ity utilization aspect of minerals, although estimation with profit and capi-
tal formation indicators shows the profit indicator effectively replacing the
real exchange rate. Neither are most of the estimates for the NA region
found to be significant. However, for minerals, the profit indicator showed
a negative coefficient, both in the short and long run, while for food it
shows a positive short-run coefficient. To sum up, the lesson from this ex-
ercise is that the profit indicator is nearly identical with the real exchange
rate, and, hence creates a serious multicoUinearity problem. Therefore, it is
appropriate to use either of the two, but not both. This highlights a serious
shortcoming of previous studies, which commonly used both.



Appendix 4.3
Results Using First Difference Values in the
Global Commodity Model

In this appendix I report the result of the estimation of the global commod-
ity market, using the first difference of the series in the model. Both the
equilibrium and disequilibrum versions of the model are estimated. The
equilibrium model essentially uses equations 1 and 2 set out in section
4.4.2. In this model, adjustment is instantaneous. In the disequilibrum
model equations 2 and 5, where stickiness is assumed in the supply of ex-
ports, are used. In both cases the equilibrium condition for equation 3 is
imposed.

1. THE EQUILIBRUM MODEL

The equilibrium model is estimated using the Full Information Maximum
Likelihood (FIML) estimation method. The method has the advantage of
taking all restrictions into account while estimating. Moreover, it has ex-
cellent asymptotic properties. On the down side, the method is sensitive to
specification problems in any one of the equations, since that situation will
affect the entire system. The estimation proceeds by maximizing the likeli-
hood function of the model. In this model, the estimation is undertaken by
imposing a constraint on the world and domestic prices in the supply equa-
tions. The constraint ensures an identical coefficient, with opposite signs,
for the two regressors (see Table 3 below for the unconstrained version).
Results of this equilibrium model are given in Table 1.
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Table 1 Estimates for the Constrained Equilibrium Model, FIML& 3SLS

Agricultural Raw Materials (FIML)

AlnX, =-0.01 + 0.08 In ^ H +0.30 A In[-^-

(0.02) (0.07) (0.27)

AlnPw, = -0.19 + 1.45AlnI^/ -0.23Aln/w/ +3AA\nPNt -0.98AlnX,
(0.10) (0.58) (0.19) (1.4) (1.65)

Beverage (FIML)

A In Xt = -0.01 + 0.10 In\ ^ - \ + 0.30 In A( ^ -

(0.02) (0.07) (0.33)

AlnPw / =-0.17 + 0.76Aln7JV/-0.36Aln/M;/+2.5AlnP/V/-0.08AlnX/

(0.14) (0.83) (0.25) (1.9) (1.6)

Food (3SLS) (FIML which could not converge)

AlnJf, = 0.06 + 0.07 l n f - ^ ^ l +0.001 In A[ ^ -

(0.05) (0.19) (1.02)

AlnPw / =-0.16 + 1.2Aln7Ar/ -0.07Aln/w/ +2.9AlnP^/ -0.55AlnX,
(0.11) (0.78) (0.21) (1.5) (0.30)

Minerals, Metals and Ores (2SLS) (FIML failed)

A l n X , = -0.11 + 0.33 In ^ - +2.81nA| ^ -

(0.13) (0.75) (2.7)

AlnPw / =-0.08 + 1 . 5 ^ 1 1 ^ -0.03Aln/w/ +1.13AlnPjV/ - 0 . 0 2 A l n ^
(0.12) (0.76) (0.25) (1.9) (0.11)



Appendix 4.3 345

Notes:
Figures in bracket are standard errors. In almost all cases the values are similar to
the hetroschedastic consistent standard errors.
R2 and other indicators such as D.W. are not reported, due to their ambiguity in the
simultaneous model. For instance the value of R2 is bounded by (-00, 1), not (0, 1).
Hence small values are not a good indicator of 'poor fit' (see Goldstein & Khan 1978:
278).
For minerals, both estimations methods (FIML and 3SLS) yield nearly identical re-
sults. Hence we report only the FIML-based results.

2. THE DISEQUILIBRUM MODEL

The estimation of the disequilibrum model using equations 2 and 5.1 was
not successful. The estimation for agricultural raw materials and minerals
also failed to converge. In Table 4.2, estimation results of food and bever-
age, respectively, are reported. The model is estimated using a Three Stage
Least Square Iterative (3SLSI) procedure, by fully taking into account the
non-linear constraints of the entire structure of the model. As a generalized
least square method this takes the residual of the reduced form equation,
estimated by the Two Stage Least Square (2SLS) method, as well as their
covariance matrices for transforming the estimating equations iteratively,
until convergence is achieved. The procedure is asymptotically Full Infor-
mation Maximum Likelihood. The estimated results following this proce-
dure are reported below.

Table 2 The Disequilibrum Model: 3SLSI

Food

A log Xt = 0.05 + 0.02 A log />„,_, + 0.02 log AP, , , , - 0.07 log A ^ - I

(0.05) (0.0.19) (0.12) (0.83)

A log Pw/ =24.8-172.4A log YNt - 46.2A log iwt +

18.8A log PNt -435.6A log Xt - 523Xt_x

X = 0.88 a0 =-0.06 ax =0.45 a2 =0.12 a3 =-0.003 a4 =-0.05
(0.83) (0.07) (3.4) (1.01) (0.02) (0.7)
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Beverage

A log Xt = -0.07 + 0.16A log Pwt_x + 0.46 log APst_x + 0.40 log A| •^-

(0.06) (0.12) (0.26) (0.44)

AlogPw, = -0.84 + 0.93AlogYNt -\29A\ogiwt +

+ 21.55AlogX,

X = 0.44 a0 =-0.09 ax =0.10 a2 =0.10 a3 =-0.13 a4 =1.1
(0.38) (0.07) (0.58) (0.21) (0.08) (0.91)

Notes: As given under Table 1.
Figures in bracket are standard errors and refer to structural coefficients. In almost all
cases the values are similar to heteroschedastic consistent standard errors.
The plausibility of the parameters should be inferred from the coefficients of the
structural equations.

3. THE UNCONSTRAINED ESTIMATION

Results reported in this section are based on an unconstrained model. That
is, the world price and the domestic price coefficients, unlike in Table 1,
are not constrained to have identical values.

Table 3 Estimates of the Equilibrium Model, FIML& 3SLS

Agricultural Raw Materials (FIML)

A In Xt = -0.02 + 0.04 A In Pwt_x + 0.12 In APst_x + 0.30 A In -^- j

(0.02) (0.09) (0.09) (0.29)

AlnPw, = -0 . A , / M ; / A , /

(0.10X0.57) (0.19) (1.37) (1.32)
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Beverages (3SLS)

A In Xt = -0 .01 + 0.10A In Pwt_x + 0.11 In g&Pst_x + 0.32 In A
Vr* Jt-A

(0.04) (0.09) (0.13) (0.45)

AlnPw, = -0.20 + 0.59Alnr^ - 0.50Aln/^ + 3.4AlnP^ -

(0.14) (0.83) (0.25) (1.9) (0.57)

Food (3SLS)

A In Xt = 0.06 + 0.06A In Pwt_x + 0.006 In APst_x + 0.002 In A - ^

(0.08) (0.19) (0.29) (1.02)

AlnPw, = -0 . i V / ^ ^ /

(0.11) (0.77) (0.20) (1.4) (0.29)

Minerals and Ores (FIML)

A l n X , = 0.05 - 0.48 A In Pwt_{ - 0 . 0 8 In APst_{ + 3 . 9 In A —

(0.27) (1.1) (1.1) (3.8)

A l n P w , = 0 . A / ^ ^ /

(0.40) (0.82) (0.16) (1.4) (0.18)

Notes: As given under Table 1.



Appendix 5.1
The Structure of Heller's Model

Heller's model is set as a maximization problem of a utility function [U],
given as equation la, subject to two budget constraints, given as equations
2a and 3a.

U = a0 +ax(Ig -I g)- — (Ig-I g) +a3(Gs-G s)-

— (G^ — CJ J) +a5(Gc-Cj c) (CJC -CJ C) - [la]

where: Ig is government investment, Gs government 'socioeconomic' con-
sumption, Gc government expenditure on civil consumption, T taxation and
B is borrowing. Asterisks (*) indicate a target level for each variable. This
functional form is chosen to ensure diminishing marginal utility from each
of the arguments.

[2a]

Gs +GC =PlT + p2Al +p3A2 [3a]

where: Ax and A2 are total foreign grants and loans, respectively, and p's
are budget constraint parameters.

Before optimizing this function, each of the desired levels for the choice
variables, are farther specified, as given below:

/g=anI/-i+ai2/p [4a]

where: Fis total output and Ip real private investment.
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T* =auYt+auMt_x [5a]

where: Mis total real imports.

Y,-^) [7a]

where: E is primary school enrolment.

B* = 0 [8a]

Having arrived at the desired level of the choice variables, using equations
4a to 8a, equation la is optimized with respect to current policy variables,
subject to the budget constraint 2a and 3a. The structural equations re-
quired for the estimation are obtained from the first-order condition of the
optimization, using Lagrangian multipliers associated with the constraints.
This is the basic Heller model. See also Mosley et al. (1987) for an exten-
sion of this basic model, and White (1993) for a reduced version of the
model. Binh and McGillivray (1993) present a justification for avoiding
the linear term in Heller's model.



Appendix 5.2
Estimation Using Other Approaches

In this appendix we will briefly outline the results of the ECM-based esti-
mation, using an alternative specification. I have used the main variables
included in van Wijnbergen's (1986a) estimation, based on the African
data. The explanatory variables are limited to real GDP and a one-period
lag capital inflow indicator. We could not use current and one-period lag
capital, as was done in van Wijnbergen (1986a), due to problems of multi-
colinearity.

The result of the estimation varies both across regions and commodi-
ties. The estimation using the ESA data yields a number of interesting re-
sults. With some ambiguity, it would appear that the 'Dutch disease' effect
is evident for beverage and, to a greater extent, agricultural raw materials.
However, this does not hold for the other commodities. In relation to min-
erals, a relatively high cost of adjustment, or the contractual nature of min-
eral extraction activities by transnational corporations, might represent
alternative explanations for the absence of a 'Dutch disease' effect. More-
over, in the case of both minerals and foods, the rise in the real exchange
rate might also be partially explained by the level of devaluation. In the
specification used in the text of this book, such an effect is assumed to be
captured by explicitly specifying devaluation as one of the regressors. The
findings in relation to the WCA region support the hypothesis of the exis-
tence of a 'Dutch disease' effect for beverages, and also suggests its possi-
bility for food. However, this hypothesis was not found to be statistically
acceptable in relation to other commodities in that region. For the NA re-
gion the 'Dutch disease' effect is confirmed for minerals, and there is a
strong empirical suggestion that this effect is also evident for food. How-
ever, for agricultural raw materials no such effect would appear to be in
evidence.

These results should be interpreted with some caution, for a number of
reasons. It has been observed that, in a situation where the regression coef-
ficient of the real exchange rate (RER) with foreign inflows (FF) is either
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positive or not statistically different from zero, a separate regression of the
domestic price on FF shows a positive and statistically significant sign.
Under such circumstances, a positive relationship in the model value may
be possible, if there is an offsetting increase, either in the foreign price of
commodities, or the level of the nominal exchange rate arising from a de-
valuation. Thus, the inclusion of terms of trade and devaluation as regres-
sors within this study may account for this effect.

In Chapter 4, we have used debt stock data within the ECM. In such a
formulation, the short run value for change in debt stock shows the flow
variable in which 'Dutch disease' effects are expected, while its long-run
value, or level, may indicate a debt overhang. Estimation for the three re-
gions, using such an approach yields mixed results. The estimation sug-
gests a negative relationship between capital inflows and exports of beve-
rages, in all regions. This might implicitly suggest the existence of a
'Dutch disease' effect.
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Notes

Chapter 1
1. Naturally, these aggregated figures show only an 'average' scenario

for African nations in general. However, there are significant excep-
tions to the picture painted by these statistics. Specifically, Burundi
and Guinea-Bissau, in the WCA region, had a debt service ratio of 40
and 94 per cent, respectively, by 1992, while Uganda and Madagascar
in the ESA region had ratios ranging from 40 to 70 per cent and from
50 to 60 per cent, respectively, from the mid-1980s. In relation to debt
to GNP, Mozambique recorded a ratio ranging from 300 to 580 per
cent from the mid-1980s to the early 1990s, while Guinea-Bissau had a
debt to GNP ratio of between 130 and 300 per cent from 1980-90. Fi-
nally, the debt to GNP ratio for Congo and Cote d'lvoire stood at close
to 200 per cent during the mid-1980s (source: World Bank, World
Debt Tables, electronic, 1994).

2. However, the Bank acknowledges that many African nations were
faced with unfavorable terms of trade during the early 1980s.

3. In subsequent publications - notably Africa's Adjustment and Growth
in the 1980s, published jointly with UNDP - the Bank argues force-
fully that Sub-Saharan Africa has been in relatively 'good shape' com-
pared to other parts of the developing world and that policy mistakes
have been the principal cause of its economic crisis. However, the
ECA (1989b) argues that the Bank has based its conclusions on
'pseudo-statistics' and selective reporting. Re-examination of the data
by ECA analysts would tend to suggest that the Bank's argument can-
not be substantiated (see ECA 1989b and Mosley & Weeks 1993 for a
brief summary).

4. However, according to the Bank, the effects of the protectionist poli-
cies of developed nations may be rendered less significant due to the
low capacity of African manufacturing, an inability to produce tem-
perate products as well as the continent's preferential status within the
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EEC. See also Amjadi et al. (1996) for a recent argument along these
lines, as well as proposals for a possible policy conditionality plan for
privatizing African shipping lines.

5. See White (1996a) for a review of this debate.

6. In contrast, Collier and Gunning (1999) argue that lack of openness
represents one of the major causes of poor performance of African
economies.

7. This basically includes the system of government, public enterprises,
the private sector, domestic markets, research and development, forces
of nature and climate, ethnicism and society's value system, external
commodity markets and finance and transnational corporations.

8. Collier (1991) cites the Zambian economy and copper price as a clas-
sic example of negative shocks. In Collier's opinion two errors are
made. Firstly, the price fall was treated as temporary, and, secondly,
foreign exchange shortages were handled by rationing. Notwithstand-
ing an acknowledgment of the effect of negative shocks, he empha-
sized poor policies in what he called 'controlled' economies as
representing a major problem. However, it could be argued that the
root cause of these policy problems lies in the structure of the econ-
omy of these countries, and in their external trade in particular. Taken
in this light, policy problems, per se, may be of only secondary im-
portance.

9. However, Ghura (1993) is extremely optimistic in stating that judi-
cious macro and trade policies may stimulate growth in Africa, even if
external conditions do not improve. This viewpoint is essentially
similar to the types of empirical studies undertaken in support of bank-
type policies.

10. This is measured as the divergence in the rate of growth of a country's
exports from that of the world as a whole, over the period under study,
multiplied by the total exports of the country in question. This is taken
from a simple model, which specifies the different factors affecting
exports (see Stein 1977: 106).

11. See Leys (1996) and Ofuatey-Kodjoe (1991) for critiques of depend-
ency theory in the African context.

12. Makandawire (1989 cited in Elbadawi et al. 1992) summarizes the two
contending views about the cause of African crisis as structuralist and
neoclassical. He notes:
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The structuralist view is one which highlights a number of features and
'stylized facts' that almost every point contradicts the neoclassical view
... class based distribution of income rather than marginal productivity
based distribution of income; oligopolist rather than the laissez-faire
capitalist market; increasing returns or fixed proportion functions rather
than 'well-behaved' production functions with decreasing returns and
high rates of substitution; non-equivalent or 'unequal exchange' in the
world rather than competitive, comparative advantage based world sys-
tem; low supply elasticities rather than instantaneous response to price
incentives (Makandawire 1989). (Elbadawi et al. 1992)

13. See Stewart (1993) for a discussion of this issue.

14. See, however, Helleiner (1993) who argues for an emerging consensus
on this issue.

15. See Amin (1974, Chapter Two) on the mercantilist period.

16. Amin (1972) has termed this the pre-mercantile period.

17. Wallerstein characterizes the trade of the period as trade in 'luxuries',
with such trade being undertaken between external arena and not in an
integrated world economy framework. Wallerstein and Amin define
luxuries as those goods, the demand for which comes from the part of
the profit that is consumed. Suraffa defines luxuries as goods which
are not used in the production of other goods. He, however, took it as
trade/exchange in which 'each can export to the other what is in his
system socially defined as worth little in return for the import of what
in its system is defined as worth much'. Or, in Alpers' phrase, 'trade
from which each side believed itself to be profiting' (Wallerstein 1976:
31 and footnote 3).

18. Maghreb refers to North Africa.

19. This stands in sharp contrast to the current categorization of North Af-
rica as geographically and economically distinct from Sub-Saharan Af-
rica. For justification of this view see Sommers and Assefa (1992) and
various World Bank/IMF classification schemes for Africa.

20. The original work is written in 1933.

21. The commonly argued case that since Ethiopia was not colonized, it
represents a 'counter factual' for how other parts of Africa might have
developed in the absence of colonialism, is a very weak one. Firstly, a
good part of the history of Ethiopia has been a history of wars under
the ideology of either religion, region, nationality or a combination of
these. This has created a serious crisis in the agricultural sector (see
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Gebrehiwot 1917). Secondly, Ethiopia's history has been characterized
by two clearly distinct antagonistic classes: the landed aristocracy and
the peasantry, with corresponding state structures (see Gebru 1995).
Given the history of conflict which characterizes Ethiopia's history,
the main preoccupation of the landed aristocracy and church has been
to maintain its power. Thirdly, colonialism had the effect of disrupting
the dynamic caravan trade which linked the Southwest parts of Ethio-
pia to the rest of the East African region. And, finally, Ethiopian inde-
pendence was basically a besieged one. Since it was encircled by hos-
tile and powerful colonial forces, naturally this had an influence on the
political and economic structure of the country. More specifically,
Ethiopia developed as a militaristic nation, with a dependent economy
based on the export of commodities and import of manufactures.

22. First by the Portuguese, and later by the British, Dutch, Germans and
Scandinavians.

23. In describing the impact of underdeveloped nations' interaction with
Western Europe, Baran noted

[the population of these nations] found themselves in the twilight of feu-
dalism and capitalism enduring the worst features of both worlds. Their
exploitation is multiplied, yet its fruits were not to increase their produc-
tive wealth; these went abroad or served to support parasitic bourgeoisie
at home. They lived in abysmal misery, yet they had no prospect of a
better tomorrow. They lost their time-honored means of livelihood, their
arts and crafts, yet there was no modern industry to provide new ones in
their place. They were thrust into extensive contact with advance of the
West, yet remained in a state of the darkest backwardness. (Baran 1957:
144)

Perhaps we should not be surprised that Baran's description, written
nearly four decades ago, remains relevant today.

24. Imports of palm oil by Britain, groundnuts by France, palm kernels
(for cattle cake) by Germany and (for the manufacturing of margarine)
by the Dutch represented the main items traded during the 19th cen-
tury, prior to the onset of formal colonialism at the end of that century.
(For a description of this, see particularly Chapter 4 of Hopkins 1973.)

25. These were prompted by the so called 'cotton famine' in Europe, fol-
lowing the American civil war.

26. The motives underlying colonialism represent a widely debated topic.
For instance, Austen (1987) argues that
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within [the] general context of intense multifaceted international compe-
tition, the economic rational for African colonization was to a consider-
able extent pre-emptive, designed to assure access to potential rather than
actual markets and commodities as well as trade routes ... to Asia. (Aus-
ten 1987:116)

27. There are many examples of Africans being forced into cash crop pro-
duction. This occurred in Tanganyika (today's mainland Tanzania), in
the Portuguese colonies, in French Equatorial Africa and French Sudan
(today's Mali). In Congo Brazzaville the French enforced cotton culti-
vation by banning traditional agricultural activities. These policies of
coercion were resisted to the extent possible. The revolts in Tangany-
ika and Angola represent cases in point (see Rodney 1972: 172-81,
Austen 1987: 140-42).

28. This was the policy followed by Germany in what is now called Na-
mibia. Indeed, the extermination of the Africans was so extensive that,
when they discovered diamond, the Germans had to look for migrant
labour for mining from other regions (see Longmire 1990: 203-4).

29. The English translation appeared in 1979.

30. See also Amin (1972) for a political and social analysis of how the
region's commodity production and exports were controlled.

31. Pirn places this at the center of his investment analysis and argues that
the main investment was in areas with extensive mineral wealth, plan-
tation possibilities and a mass of unskilled labour. This involved heavy
expenditure in communications, which required an expansion of the
export sector for its finance. The latter, in turn, required a large labour
supply, which was secured by direct and indirect compulsion, affecting
every aspect of native life (Pirn 1977: 229).

32. France was in possession of such a protected market in West Africa.
The protectionist policy was the result of pressure from French metal-
lurgical, textile and chemical industries, which had difficulty compet-
ing with Britain (Hopkins 1973: 160). Portuguese industrialists had al-
so created such protected markets in Africa, especially for their textile
industry (Seleti 1990:36).

33. Portuguese colonialism does not qualify as 'matured' in his analysis.

34. In virtually all African countries, one to three commodities account for
50-90 per cent of total exports. Indeed, in the period 1982-86, in 13
African countries 1 product, in 8 countries 2 products, in 6 countries 3
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products, and finally, in 8 African countries 4 products accounted for
over 75 per cent of export earning (see Adedeji 1993 for details).

Chapter 2

1. See also Vos (1994) and Helleiner (1989: 1451) for a detailed discus-
sion on this.

2. In contrast to this approach, another strand of the literature focuses on
'immiserization of the recipient'. In their study of the implication of
capital flows Brecher and Diaz-Alejandro (1977) showed that capital
inflows to small open economies would reduce the recipients welfare,
measured in terms of consumption. This condition is vividly illustrated
when foreign profit remittance absorbs the increase in total output due
to capital inflow (Brecher & Diaz-Alejandro 1977: 319). Quibria
(1986), using a simple model of 'North' (growing a la Solow and sav-
ing in a Keynesian way) and 'South' (saving in a Kaleckian way), con-
cluded that capital flows (even in a situation of no distortion) may re-
sult in immiserization of the recipient.

3. Magdoff (1992) provides some statistics on FDI for the recent past.
Thus, in 1960, 47 per cent of FDI originated from the US, 45 per cent
from Europe and 0.7 per cent from Japan. The figures for 1973 stood
at 48, 39 and 4.9 per cent respectively, and at 28, 50.2 and 11.5 per
cent respectively, for 1989. Magdoff also notes that, contrary to popu-
lar belief, the bulk of FDI actually goes to industrialized rather than
Third World nations, with the latter's share declining from 31 per cent
in 1967 to 19 per cent in 1989. In relation to the structure of FDI, in
1990 investments in finance, insurance and banking in LDCs were al-
most one-third higher than in manufacturing (40.1 per cent versus 31.3
per cent of total investments).

4. See also Jungnickel (1993) on the recent pattern towards investment in
services.

5. This optimization is described as the borrowing problem in finite hori-
zon and is given by:

max*y(C1,C2...C7)

Subject to:

Qt=F{KtLt)

Kt+l=Kt(l-d) + It
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Ct=(Qt-rDt)-It+(Dt+l-Dt)

Dt ^maxZ^ + r f ' ^ fe . -/,)
/=/

where: Q = output, K = capital, L = labour, d= depreciation, / = invest-
ment, C = consumption, D = stock of debt, r = discount rate and t =
time.

6. This can be understood as 'the absence of a legal framework to limit
the borrowers liability and safeguard the lender's right' (Folkerts-Lan-
dau 1985: 326). This differs from domestic credit, where the lender is
protected by bankruptcy law or collateral.

7. It should be noted that such an approach was not intended to address
the risk of individual projects, as had been the case with earlier ap-
proaches. Rather, this approach was characterized by public guarantees
of debts and 'cross-default clauses' which were related to the ability of
the country, as opposed to individual borrowers within the country, to
pay the external debt. This was enforced by syndication of lending
banks. Folkerts-Landau refers to these - syndication and cross-default
clauses — as the new financial innovations.

8. Indeed, a number of theories focus on the behavior of bank managers,
specifically in relation to loan disbursement and risk-taking (see for in-
stance Darity & Horn 1988).

9. Even such categorization is difficult since some of the studies focus on
both explanations. Nevertheless, it is legitimate to divide these studies
along this line based on the degree of emphasis the authors placed on
these alternative explanations.

10. However, as Gasper (1992) points out, the aid literature has traditional-
ly been dominated by economists, who, as a discipline, have tradition-
ally been less concerned with ethics. For this reason, he argues, ethical
concerns have not been rigorously dealt with (Gasper 1992: 10).

11. As Mosley et al. note: (a) the right have argued against the allocative
case for aid, while (b) the left argue that there has been an improper
focus on the distribution of income rather than on issues of power.
Mosley maintains that, while the latter proposition is a matter of value
judgment, the former represents a testable proposition (Mosley et al.
1987: 14). Gasper (1992) argues that Mosley et al.'s (1987) study is
governed by the degree of faith he places in the power of empirical
analysis to identify effects as opposed to informing value judgements.
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He concludes 'this positivism helps explain weaknesses in identifying
the structure of the evaluative arguments on aid' (Gasper 1992: 9). In
effect, Gasper seems to be arguing in favour of making a priori value
judgments before moving on to research the quantifiable aspect of a
problem. His criticism would have been reasonable if it was limited to
the degree of emphasis placed, as opposed to the important issue of
studying the quantifiable (or what he labels the positivist) aspect.

12. However, Miksell appears to discount humanitarian considerations in
noting how the US acted against President Nasser of Egypt, in spite of
an undertaking to help the poverty-stricken people of that nation (Mik-
sell 1968: 7).

13. The authors group the studies into six categories based on implicit re-
strictions imposed on a general form, which includes three of the stat-
ed motives for aid (excluding the humanitarian one). These sub-groups
are: the recipient need/donor interest; hybrid (which comprehensively
models the above three motives); bias (which deals with small country
and income bias in allocation); developmental (which is similar to the
recipient-need model, i.e., allocation is based on the developmental
needs of the recipient, but does not include donor interest); adminis-
trative/incremental (in which allocation is based on past experience),
and, limited dependent variable studies (which take into account eligi-
bility for aid).

14. However, some economists, such as Kindleberger, have argued that
there is nothing 'new' in the new trade theories. Indeed, they argue
that some of the ideas presented in these theories had already been dis-
cussed, for instance in Ohlin (1933) (see Krugman 1992: 425). There
is also no clear consensus as to which theories should be included in
the 'new', with Stewart (1984), for instance, including technological
gap models within this category.

15. Greenway and Milner (1986) classify intra-industry trade theories un-
der a number of broad categories. Firstly, Neo-Heckscher-Ohlin, intra-
industry trade models in which factor endowment is seen as important.
Secondly, Neo-Chamberlinian models of monopolistic competition, in
which intra-industry trade is analysed in terms of a monopolistic com-
petition framework. And, finally, Neo-Hotelling models of monopo-
listic competition, which is essentially similar to the latter, but differs
in terms of its treatment of product differentiation (Greenway & Mil-
ner 1986: 1-22).
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16. Indeed, Emmanuel poses this question even more graphically, in stat-
ing

The copper of Zambia or the Congo and the gold of South Africa are no
more primary than coal, which was only yesterday one of the chief ex-
ports of Great Britain, sugar is about as much manufactured than Scotch
Whisky or the great wines of France; before they are exported coffee, co-
coa and cotton have to undergo a machine processing no less consider-
able, if not more so, than in the case of Swedish or Canadian timber;
bananas and spices are no more primary than meat or dairy products. And
yet the price of the former decline while those of the latter rise, and the
only common characteristic in each case is that they are, respectively, the
product of poor countries and the product of rich countries. (Emmanuel
1972: xxx).

17. See Bloch and Sapsford (1996) for recent evidence along similar lines.

18. The Ethiopian economist Gebrhiwot (1917) has already discovered the
terms of trade deterioration three decades before Prebisch and Singer

19. Prebisch notes how full factor mobility, especially of labour, would
have lowered the high wages of US workers in his study. However, this
finding is academic, for he states that 'the protection of this [USA's]
standard of living, attained by great effort, should have prevailed over
the uncertain advantage of an academic concept'. Thus he concludes,
'the classic rules of the game [free international trade and gains from
trade] form an indivisible whole, and, if one is eliminated, the other
cannot logically serve as absolute standards governing relations be-
tween the center and the periphery' (Prebisch 1962: 7).

20. Patnaik (1996) shows that even if export earnings are used for capacity
creation in the primary sector, trade causes retrogression in this sector.
This is because contraction of the manufacturing sector reduces the
stimulus for expansion in the primary sector, and hence the expansion
of the primary sector requires a larger level of public expenditure.
However, the latter is adversely affected by contraction in the manu-
facturing sector, with further dynamic repercussion in the primary
sector (Patnaik 1996: 215-16).

21. Unlike the classical economists, and even Keynes (1912, cited in
Thirlwall 1991), who believed in diminishing return and hence an im-
provement in terms of trade to primary commodity producers, it was
Kindleberger who first noted a secular decline in the terms of trade of
primary commodity producers (Kindleberger 1943 cited in Thirlwall
1991; see also Sarkar 1986 and Thirlwall 1991 for details.)
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22. See also Thirlwall (1991) for a brief summary and a concise survey of
this empirical debate.

23. However, recently it is argued that the construction of this series might
have an upward bias (see Sapsford & Balasubramanya 1994, footnote
2).

24. Based on this reconstructed data, the deterioration is 0.5 per cent per
annum, rather than 0.7-0.8 per cent, as originally calculated by Pre-
bisch.

25. The formulation of this equation differs from the original formulation
of the model (Goldestin & Khan 1978) since it includes exchange rate,
lagged price effect and supply shock, which is broadly defined to in-
clude other factors which influence exports from region R.

26. However, it should be noted that the equilibrium model applied by
Bond incorporates those variations from the basic model, as listed in
footnote 25 above.

27. This earlier work on short-run modelling is included at the end of this
section, specifically within equations [6] and [7], in order that this
might combine with the medium-run framework.

28. More specifically, these relate to the effects of current prices on future
supply through investment and, in turn, the effect of change in capacity
on commodity prices.

29. Thus, according to this classification scheme: (i) 'food' includes wheat,
rice, soya beans, ground nut oil, coconut oil, palm oil, fish meal, sugar,
meat and bananas; (ii), 'beverage' covers coffee, cocoa and tea; (iii)
'agricultural raw materials' includes cotton, wool, rubber, hides, jute,
sisal, tobacco and timber; and finally (iv) 'metals and minerals' covers
copper, iron ore, tin, aluminium, zinc, nickel, lead and phosphate.

30. Since there is no basic difference between the work of Adam and
Behrhman, the model specified here, and that of Hwa, we will not de-
scribe Adam and Behrman's work. Rather, we hope that the model
which we do describe, along with Haw's model, show the same basic
features as contained within Adam and Behrman's (1976) model.

31. They have estimated the expected price equation by presuming that the
excess of the expected rate of return, over the sum of the carrying cost
and the interest rate obtainable on alternative financial assets must be
an increasing function of the outstanding stock of commodities. This is
done on the assumption that commodity stockholders may be compen-
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sated for the risk associated with holding these stocks. Finally, a num-
ber of adjustments are made to this estimate, using time series data
(see pp. 14-18).

32. Palaskas and Gilbert (1990) argue that storage disequilibrum is an im-
plausible basis for a price adjustment theory. This discussion is post-
poned to Chapter 4 where this issue is revisited at the estimation stage.

33. Details on the production function form is reported to appear in the
original research, which we do not have access to. However, for our
own purposes a crude production function concept is sufficient.

34. Project LINK is an ongoing project, which works on connecting all
world macro models (see Chapter 6 for further details on this).

35. This system is given in a linear matrix form as follows: Mf = CjX, + Z,.
By transforming the vector of C/'s into a diagonal matrix C and repre-
senting the vector of f.o.b.-c.i.f. adjustment factors I/Ay by (|), the mod-
el becomes:

M=CX+Z (F) X=A$M (2f) and B = X-M (3').

The solution to this system can be given by:

M=(I-CA$)'XZ (1")

X=A(I-CA§)'lZ (2")

B = (A-I)(I-CAylZ (3")

/ denotes the identity matrix and the superscript -1 is an operation for a
matrix inversion.

36. For different commodity groupings, the functional form may vary
slightly. Thus, imported consumption goods may become directly re-
lated to autonomous spending, which indirectly affects income, in-
come affects consumption and consumption, in turn, determines im-
ports. Raw material imports may also have a similar indirect link but,
in this case, through the demand for inputs. In other words, autono-
mous spending affects demand, demand affects output and output, in
turn, determines inputs. In relation to manufactured imports, these are
generally directly linked to the import content of investment (Taplin
1973: 183-84).

37. While estimating the import function, due to lack of fit, statistical
problems and gaps in data, some deviation from the assumed frame-
work has had to be made. Specifically, for CEMA, imports are made a
function of GDP, while for New Zealand, GNP is used, with previous
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period exports being employed in the case of Turkey. For developing
countries as a whole, imports are set to depend on foreign exchange
earnings, defined as exports plus invisible balance, including capital
inflow, and transfers in the current and preceding years.

38. Using a regression technique, market share elasticties are computed.
This technique is used as follows. In general, the approach is to regress
the change in current market share on proportionate changes in the cur-
rent price ratio. Taplin (1973) applies such an approach both to total
world trade, and to individual commodity groups. The commodity
grouping results vary slightly from those obtained using the total. For
instance, based on total trade, the elasticity is found to be approxi-
mately 0.43, while for commodity groups it varies from 0.15 to 1.275
(see Taplin 1973, Table 3, p. 193).

39. See Labys in Adam and Behrman (eds) 1978, Chapter 8.

Chapter 3
1. A detailed version of this model and its estimation method is reported

in Olayide et al. (1980). A shorter explanation of aspects of the model
structure, particularly in relation to supply, as well as a full specifica-
tion of model structure are reported in Olafin and Iyaniwura (1983).
The discussion here is based on the latter reference.

2. Boutros-Ghali and Taylor (1980) also propose a SAM-based macro
model for Egypt. However, since the formulation of this model is gov-
erned by 'basic needs' considerations, which are not the objective of
this study, we do not examine this here.

3. A modified version of this model is found in Benjamin (1990). How-
ever, this model differs from the previous one in a number of impor-
tant respects. Firstly, in its treatment of investment behavior. Second-
ly, in how it deals with formal and informal financial markets. Thirdly,
in the fact that it disaggregates sectors of the economy by institutions
(both public and private). And, finally, in that it allows fiscal balance
to affect interest rates and money supply. The model is then closed by
making nominal exchange rate and foreign capital inflow exogenous.
In this model, the rate of interest (as cost of borrowing for investment
and reward to saving) is given a strong role in allocation of resources,
although the income effect and the intertemporal prices effect on sav-
ing and consumption is believed to offset its effect. However, the rudi-
mentary nature of most African countries' money markets and rigidity
in mobility of resources seems to contradict this basic mechanism of
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the 1990 model. Despite this setback the model underlines the impor-
tance of observing sectoral adjustment over time, which could differ at
different stages of the sectoral adjustment process. (For example, in a
situation of booming sector like that of oil in Cameroon, manufactures
can contract in the short run but expand in the coming years).

4. See also Harton and McLaren (1989) for a shorter version of this mod-
el and its application to the analysis of alternative adjustment policies.

5. The tradable sector is, itself, further divided into manufacturing (import-
able) and exportable mineral resources.

6. In relation to the income identity, real income is calculated as absorp-
tion plus exports, net of imports, in real terms. Change in money supply
is equated to government expenditure, net of its revenue, exports net of
imports and change in private domestic credit and capital inflow.

7. Two exceptions to this include a fairly disaggregated but extremely
simplistic Keynesian model developed by Asmerom and Kocklaeuner
(1985), as well as quite a promising supply-driven model developed by
Lemma (1993).

8. A similar CGE model for Rwanda, focusing on demand for working
capital, domestic credit (as opposed to import) rationing and financial
repression has been developed by Decaluwe and Nsengiyumva (1994).

9. Although the authors claim that theirs is the first generation of models in
Africa, Harris' (1985) survey and the discussion in this section shows
this not to be the case.

10. In fact, it could be argued that it would be timely to update Trap's
(1993) work, based on subsequent experience of stabilization and
structural adjustment efforts, as well as a number of other studies un-
dertaken with the aim of assessing adjustment in Africa.

11. Trap labels these economists the 'neoclassical-structuralists'. Howev-
er, it could be argued that this label represents a contradiction in terms.

12. Their survey begins by examining problems in using an aggregate re-
gression approach to explore growth. This is tackled by examining the
response of economic agents (i.e., rural households and manufacturers)
in the face of risk. This analysis is augmented by examining the mar-
ket in which these agents function. In all cases, agents' response is
more often found to be behavioural rather than structure-determined in
nature.



366 Notes

13. This represents a departure from Ndulu's (1986) original assumption
of mark-up pricing. However, it could be argued that Ndulu's, rather
than Ratts0's, assumption is the more realistic.

14. Ndulu (1991) is clear that the exogeneity of growth (i.e., dependence
of growth on exogenous factors) will depend on the relative impor-
tance of these factors (say, barter terms of trade) vis-a-vis the endoge-
nous one (say, volume of exports which he and Svedberg take as
policy related). By reconstructing Svedberg's (1990) decomposition
analysis in order to isolate these factors, for the period 1980-88, rather
than 1970-85, originally used by Svedberg, he found, unlike Sved-
berg, a strong role for barter terms of trade.

15. Griffin's hypothesis that there exists a negative relationship between
aid and domestic savings has been severely criticized from a host of
different angles. His approach is found to be weak, owing to mis-
specification in the definition of savings and consumption within his
model. Thus, consumption is assumed to be a function of income plus
aid, while saving is not. This assumption effectively overlooks the
feedback effect of aid on savings via income through the multiplier ef-
fect (see White 1992 for a full survey of these criticisms).

16. This is basically similar to the time period used in the above-cited
works.

17. To my knowledge, there is no global econometric model for Africa. In
fact, econometric-based global models are extremely rare in the lit-
erature. Hence, this initial attempt could serve as a useful starting point
for further research in this extremely important area, which is vital in
the ongoing globalization process.

18. This has its historical roots in the work of the French 'physiocrat'
Quesnay. A rigorous discussion of national accounting was also un-
dertaken in England, during the 17th century, based on the work of
William Petty. This was followed by the work of Gregory King (1696,
cited in Luttik 1992) who developed national income estimates for
England and Wales showing per capita income, expenditure and sav-
ing. Numerous other writers have built on this work, over the centu-
ries, culminating in the pioneering work of R. Stone and J. Meade, in
collaboration with J.M. Keynes. The UN has also played a useful role
in standardizing this work, through its recommendation of a 'System
of National Accounts (SNA)', which was first introduced in 1953
(Luttik 1992: 16-17). The new SNA (UN et al. 1993) tackled many of
the problems which have been discussed in this section and, it would
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appear that analytical consistency between BOP and SNA has finally
been achieved.

19. Electronic data for 21 African nations constructed on the basis of these
alternative assumptions may be obtained from the author.

Chapter 4
1. Private capital flows will be examined in Chapter 6, using a credit-

rationing framework. Such grants are assumed to follow a similar pat-
tern to official flows.

2. The econometric methodology adopted here is further discussed in Ap-
pendix 4.1.

3. This is defined as the sum of multilateral and bilateral aid flows.

4. In some of these countries, principal rescheduling began to occur again
from the mid-1980s onward.

5. It is noted that for equal levels of per capita income, countries with a
high population might receive a higher level of inflows. This could be
interpreted as suggesting the need to use population size as one of the
indicators. The functional form adopted (log-log model) entails that
this will collapse to mere GDP ratio, if the population ratio for the two
regions is included. However, the use of the per capita ratio for the re-
gions allows for implicit recognition of this fact and hence this is the
approach followed in this study.

6. This may be measured either using a proxy indicator, such as the num-
ber of commercial banks, or directly, in terms of the total credit dis-
bursed.

7. According to Palaskas, the Ady (1968) model for cocoa and the French
model (cited in Palaskas 1986) for apples are the only two such models
published prior to 1960. During this period, although the supply re-
sponse literature was extensive, specification of supply functions was
rare (see Palaskas 1986: 12).

8. See Lim Lin Shu (1975: 67-69) for a comparison of these and relevant
algebra.

9. A typical formulation of such an investment function is one which re-
lates current investment /, (which is the difference between the current
and lagged level of capital stock, Kt - Kt_x) with that of the desired
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(K*) and actual (K) level of capital stock with an adjustment variable a
included. Formally this is given as,

It = Kt-Kt_x=a(K*t-Kt_x)

(See Palaskas 1986 for an analysis of an alternative specification of
K*.)

10. At estimation stage these 'other' factors took different forms. For food
and beverage, price of fertilizer and lagged stock level are used. For
agricultural raw materials, a time trend and price of oil (as representing
input price) is used. For metals, lagged stock level and interest rate (in-
dicating cost of capital) are used.

11. See Chapter 3 of Guvenen et al. (1991) for an excellent survey of these
developments.

12. This is an important result since one can use output figures as a proxy
to area, data for which is hard to come by.

13. A simple OLS being the most common one.

14. See section 4.4 and Chapter 6. Hwa (1985) represents a good example
of a study, which includes stockholding variables within commodity
models, while Alogoskoufis and Varangis (1992) include macro vari-
ables in their commodity model.

15. Indeed, most studies use output of a commodity instead of exports on
the assumption that change in output is easily convertible to change in
exports. Export supply models, on the other hand, employ exports for
this purpose, on the assumption that change in exports result from
change in output.

16. The expected profit indicator applied by Chu and Morrison (1986) is
again used, with minor changes. This may also be interpreted as a
price instability index, since it is computed as the deviation of current
price from a moving average price (at a specified lag), which is as-
sumed to show the long-run average price.

17. In this study, a five-year lag is assumed.

18. See Bond (1987) for a discussion of the empirical validity of this argu-
ment.

19. As with FDI, capital inflows and other official flows are important for
the mining sector.

20. Although, in a simple level-based OLS estimation, simultaneous equa-
tion bias may also arise from a lack of a complete demand and supply
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model, the complete demand and supply model may be estimated si-
multaneously (as undertaken by Goldstein & Khan 1978). However,
the limitation of simultaneous equation bias might not arise in relation
to the use of the ECM approach. (See Kennedy 1994: 251, for exam-
ple. See also Hamilton 1994 and Rao 1994 for a formal treatment of
this issue.)

21. According to the UNCTAD classification, the category 'food' covers
wheat, maize, rice, sugar, beef and veal, bananas, pepper and soybean
and fishmeal. 'Tropical beverages' are defined as including coffee, co-
coa and tea. Finally, 'vegetable oil seeds and oils' is taken as referring
to soybeans, soybean oil, sunflower oil, groundnut, groundnut oil,
copra, coconut oil, palm kernels, palm kernel oil and palm oil.

22. Specifically, Chow, Jarque-Bera and Reset along visual inspection.

23. And significantly negative for agricultural raw materials in the ESA
region.

24. In fact, an ECM regression of domestic price (GDP deflator) on for-
eign inflows was run separately, in order to justify this proposition.
The result indicates a strong positive relationship, with a likelihood of
'Dutch disease' effects for multilateral debt. Such debt represents an
important flow to Africa.

25. This is likely to be determined by, amongst other things, the import
content of industries, pattern of consumption of a section of the urban
population, and levels of debt servicing and capital flight.

26. However, one problem with this hypothesis is in explaining why a rise
in price is associated with lower exports, if the demand for foreign ex-
change is so elastic. See Bevan et al. (1987) for an alternative explana-
tion for this apparently perverse relationship, based on the concept of
rationing.

27. Current price is chosen in Model III, cognizant of the assumed corre-
lation between foreign inflow and domestic price (which is the denom-
inator in the relative price computation).

28. Subject to a cointegration test and exclusion of the possibility of multi-
coliniarity.

29. These are Botswana, Ethiopia, Kenya, Madagascar, Malawi, Tanzania,
Uganda and Zambia.

30. See Alemayehu (1996) for further details on these.
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31. Bilateral, multilateral, grants and private flows are all tried for this pur-
pose.

32. The exceptions being the long-run capital formation in Model I and
short-run capital inflow in Model III.

33. An example of this being the 'recovery rate' in tree crops.

34. This would appear to be a short-run value, although that is not stated
clearly.

35. The 'long run' being defined here as long lags of five years. In spite of
an error in their glossary in defining real and current prices, it would
seem that this study is, in fact, based on real prices.

36. Although the coefficient of this variable is likely to be positive, the
possibility of a negative coefficient cannot be ruled out. Specifically,
this may occur if an increase in Northern income is associated with
faster growth in domestic production than in consumption of import-
ables (see Goldstein & Khan 1978: 276 and the reference cited there).

37. In the GK model the change in price is assumed to be represented by a
partial adjustment process of the form,

A\ogpw = y [logjr,-logx;*] y >o

By substituting a supply equation into this formulation and solving it
for various prices, an equation for estimating the disequilibrum model,
taken in conjunction with equation 5, is arrived at. GK and Abebayehu
(1990) estimated these equations using a FIML method. My attempt to
estimate a similar model rendered an extremely inferior result. This
raises the question as to whether GK and Abebayehu's models were
free from spurious regression. This issue will be re-examined in sec-
tion 4.4.3.

38. Based on their empirical results, the model is invariably found to have
a partial adjustment coefficient of less than one.

39. This might be trend stationary at a weak 10 per cent significance level.

40. Apart from the obvious fact that de-trended values hardly overcome
the non-stationarity problem, we note that some de-trended series, such
as indicators of domestic prices are found to be an 1(2) series. For this
reason a transformation based on first difference is preferred.

41. UNCTAD has reported such data from 1966 onwards.

42. Specifically, those models relating to demand for agricultural raw ma-
terials and beverage.
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43. The exception relates to the supply of agricultural raw materials.

44. Defined, according the UNCTAD definition, as non-oil-exporting de-
veloping countries.

45. A more involved formulation using a Koyck transformation (1954) or
the adaptive expectation formulation of Cagan (1956) requires the con-
struction of an underlying model, in order to transform the unobserved
series based on expected values, into terms comparable to observed
values. However, this approach is not adopted in this study, since the
underlying model is integrated into the aggregate demand equation and
hence, is not explicit.

46. Future work using a longer series and, where possible, explicit stock
data may shed light on this issue. However, I was not able to pursue
this option, for lack of available data.

Chapter 5
1. The association which Papanek is referring to is between low saving

and high foreign capital inflow for common exogenous reasons.
Bowles (1987) has attempted to investigate the causality question us-
ing the 'Granger Causality' concept. His analysis suggests that casual
relationships are not universal and that, in countries where such a rela-
tionship does hold, it is found to depend on the structure of aid,
whether from bilateral and multilateral sources or not. Gupta (1975)
has used a simultaneous equation model which allows for both the di-
rect and indirect effects of aid. He suggests that the negative effects of
capital inflows have been grossly overestimated and that the total indi-
rect and direct effects of such inflows may also be positive. However,
his estimation of the savings function shows a negative coefficient,
both with aid and with foreign capital inflows in general.

2. See White (1992) for a recent survey on this debate.

3. Public consumption is further disaggregated into civil consumption
(comprising government administration, public debt servicing, security
and diplomacy expenditure) and 'socio-economic' consumption (com-
prising non-capital current expenditure).

4. Contrary to such demand optimism, it can be argued that the short-run
macroeconomic impact of aid from the demand side could be contrac-
tionary (see Bhaduri & Skarstein 1996 for the theoretical derivation of
such a possibility).
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5. These may either be imported intermediate or capital formation.

6. The Pack and Pack model attempts to test the displacement hypothesis
by theoretically relating it to the nature of indifference curves that the
government is assumed to face. Thus, in its broadest sense it is a vari-
ant of the analysis, which is based on the utility maximization frame-
work.

7. Since the time series variables which form the basis for this study have
not been tested for the plausibility of the stationarity assumption, and
since no other diagnostic tests have been reported, it is not possible to
determine whether this doubt is, in fact, justifiable.

8. Although the constraint is meant to handle such a trade-off, the func-
tional form adopted is similar to utility functions related to linear ex-
penditure systems which are based on the additive assumption, which,
in turn, requires independence among choice variables (see Alchian
1971, Koutsoyiannis 1975 for a discussion and further reference).

9. This inconsistency stems from the additive assumption upon which the
framework depends.

10. The philosophical underpinnings of such an approach may broadly be
labelled critical realism (see Lawson 1989 and Lawson et al. 1996).

11. This inevitably assumes the existence of a stable political structure as
well as a government concerned with long-term issues. However, the
prevalence of government short-termism in most African countries
may result in a lower priority being attached to such long-term issues.

12. In principle, this may be captured by using a cost minimization func-
tion, subject to the desired growth/developmental expenditure target.
This approach is similar to those cited above, except that the concern
for budgetary equilibrium has been replaced by a concern for attaining
the desired (downward adjustable) expenditure level, even if that im-
plies incurring a budget deficit. However, such a function is difficult to
quantify since these costs are political in nature and could vary, de-
pending on the valuation placed on them by policy makers in different
countries. However, in this study, an ordinal rating of the associated
costs beginning with foreign inflows, for which costs are lowest, fol-
lowed, in ascending order, by domestic revenue and deficit financing
has been followed. This is assumed to be the relevant stylized fact in
the African context. Formally, since such a cost function takes the
form of C =f(PitFi) where i = 1,2,3 and P, is the cost of using one of
the financing mechanisms Ft subject to the constraint /g* = g (Fi)
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where Ig* is desired level of growth, the Lagrange-based optimization
equation f(f(Ph Fj) - X[g (F7) - Ig*]) will yield an identical equation
structure to the one outlined here if it is assumed that Pi<P2<P?>

13. A 'Dutch disease' type of problem is not usually anticipated.

14. See Romer (1989) for an analysis of such funds and their macroeco-
nomic implications for countries, which depend on commodity aid and
associated counterpart funds. (This aspect of such funds will not be
discussed in this section.)

15. For details of the derivation of the resource transfer (Z) from a consis-
tent macroeconomic framework, see FitzGerald (1993).

16. This equation can show the impact of deficit on the level of inflation if
the deficit is financed, say, by an increase in the money supply.

17. As described in Chapter 1, a historical justification for such a classifi-
cation can be found in Nzula et al. (1979) and Amin (1972).

18. This is excluded because the correlation coefficient between T and in-
terest payments on concessional loans stands at 0.66.

19. This term was first coined in print in The Economist of 26 November
1977 (see Corden 1984). For the discussion of its effects in The Neth-
erlands, see Ellman (1981).

20. Which, in the case of The Netherlands, is the natural gas sector.

21. This can be seen from the following accounting identity given by van
Wijnbergen (1986b). Y is income, A absorption, n non-tradables and t
tradables.

(ex ante) saving gap = Y- A

= Yn+Yt-An-At

= (Yn -An) + (ex ante) trade gap.

22. Fardmanesh (1991a, 1991b) has undertaken a similar analysis for oil
exporters. He notes that contrary to the core 'Dutch disease' model, the
manufacturing sector of oil-exporting developing countries has in fact
expanded following the oil boom. Indeed, a similar pattern is observed
for Egypt and Nigeria. Neary and Wijnbergen (1986) have accommo-
dated this phenomenon within the core model by relaxing the assump-
tion of free trade. They stressed that in many countries, these sectors
are protected (i.e., semi-traded). Benjamin et al. (1989) have explained
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this through the imperfect substitution assumption, while Fardmanesh
(1991a, 1991b) prefer to attribute this to a rise in the world price of
manufacturing that was witnessed in the wake of the two oil price
hikes. However, he does not commit himself to a possible mark-up
pricing scheme, which his analysis might otherwise suggest. Rather, he
bases his analysis on the assumption that a rise in manufacturing price,
possibly due to a mark-up pricing scheme, leads to a rise in output.
Nonetheless, following the analysis presented in Chapter 3, the main
reason for expansion could also relate to the new foreign exchange
earnings, which relieve the import compression problem, which previ-
ously had represented a constraint in the manufacturing sector.

23. Love (1994) has undertaken an excellent political economy analysis of
the spending effect from the booming sector in Botswana. He notes
how government expenditure unduly favors livestock development in
an effort to facilitate the transition by a traditional dominant group of
cattle owners to a contemporary capitalist class of commercial farmers.
He observes how the interests of this group is maintained and legiti-
mized by the new orthodoxy in economic thinking.

24. A number of PhD theses and other studies aiming to describe the
'Dutch disease' effect of oil in Nigeria have also been undertaken,
mainly in North America.

25. Such a distinction is important because policy interventions at differ-
ent stages of the mechanism can be effective when the propagating
mechanisms are realistically captured.

26. This section will not concern itself with examining the final impact of
aid - or, indeed, the boom itself - on sectoral performance. A simple
model incorporating such an analysis is presented in Fardmanesh
(1991a). Within the latter model the manufactured, agricultural and the
non-traded sectors' value added are regressed on relative price and
revenue from the booming sector. The negative coefficient of the latter
may be taken as indicating the existence of a 'Dutch disease' problem.
However, this approach is not adopted in the present study, since es-
tablishing an appreciation in the real exchange rate is sufficient to
prove the point. This is because it has already been established in
Chapter 4 that commodity exports are positively related to the real ex-
change rate.

27. The theoretical analysis which precedes such an empirical specifica-
tion is developed in Chapters 2 and 3 of Edwards (1989).
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28. See Appendix 5.2 for an ECM estimation using van Wijnbergen's
form of specification.

29. Different types of prices are used as a proxy for the price of traded and
non-traded goods. Thus, in a study on Brazil, Krugman (1988) uses
world export price and Brazilian wholesale prices, respectively. US
wholesale price or any trading partners' prices may also be used as an
indicator of foreign price. Van Wijnbergen (1986a) uses import prices
and the consumer price index (CPI). Although CPI and GDP deflators
may be used interchangeably as an indicator of domestic prices, they
are found to be good proxies within some countries and very poor
proxies in others (see Dornbusch & Helmers 1988). Due to the lack of
a complete series for CPI, I have used a GDP deflator in this study in-
stead.

30. Indeed, experiments using the sum of bilateral and multilateral flows
and grants lead to no major difference in results.

31. In particular, experiments are made based on real levels of bilateral,
multilateral and grant flows.

32. More specifically, the price index for the region rose sharply, during
the period from 1972 to 1979. Then, following a dramatic fall between
1979 and 1987, it rose sharply again in 1990. (For more details, see
Chapter 4.)

33. It is worth noting that while food and agricultural commodities have a
short gestation period, beverage and minerals have a longer one.

Chapter 6
1. The theoretical model developed by Ratts0 (1992b), along the lines of

Taylor (1981) and the non-formal analysis of Kiss (1984) may be the
only exceptions to this generalization.

2. Unless otherwise stated, the discussion in section 4.2.2 is based pri-
marily on Dutt (1990, particularly Chapters 2 and 8) and, to a lesser
extent, on Ocampo (1986). In the discussion which follows, in order to
avoid unnecessary repetition, frequent citation of these studies will not
be made.

3. Solving equation 15 for gn, inserting the result into equation 2 solving
it again for g", and multiplying the result by (Pn /Pn) (with interpreta-
tion of the result) will, in a fairly straightforward fashion, yield equa-
tion 16. Similar steps may be taken in order to arrive at equation 17.
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4. In the latest version of this model, the South is taken as comprising
Latin America, the newly industrialized countries and Africa. How-
ever, the author was not able to obtain access to this (unpublished) Af-
rican model.

5. This section of the model is rightly specified along Kaldorian line (see
Kaldor 1976: 705).

6. These may be perceived either as passive finance, within a Kalecki-
Lewis model, or assumed Northern ownership in the South, within a
Solow-Lewis model.

7. For example, through the effects of monetary policy on interest rates, as
well as terms of trade between North and South.

8. Murshed specified his North-South model at both comparative static
and dynamic levels. It seems that the two versions provide different
conclusions about the impact of the North's macro policy. Thus, while
the former underscores its negative impact on the South's debt, the lat-
ter does not. Murshed did not comment on this apparently contradictory
result (see Murshed 1990: 87).

9. This is included in order to approximate convergence of consumers' test
or preference, especially between developed countries and the newly in-
dustrialized countries.

10. Ideally, the Maxi-LINK should be used since this is relatively the
stronger linkage mechanism.

11. This model, which was discussed in detail in Chapter 2, serves as a
useful illustration of how market share models are formally modelled.

12. These are: price and volume of goods traded, exchange rate and interest
rate.

13. However, Molana and Vines (1989) assumed production technology of
a fixed-coefficient type within the North, since labour is assumed to be
in surplus. For the South, their Cobb-Douglas function has three argu-
ments: land, labour and capital.

14. For each category of good and service, a weighted (by import volume
demand) market growth variable is constructed. In order to ensure sys-
tem consistency, the elasticities of this market growth variable are, in
general, imposed in the region of unity.
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15. See Alemayehu (1995) for a discussion of some theoretical implica-
tions of the incorporation of such models into a global model of Af-
rica.

16. However, the Sudan is excluded from NA and included in the ESA
region, since its economic structure is similar to the latter.

17. See Vos (1994, and Chapter 4 in particular) for an excellent historical
analysis of the segmented nature of the global capital market.

18. This maximum/critical ratio not only limits borrowing but also indi-
cates a high probability of default (Vos 1994: 216).

19. However, non-market restrictions on the flows of bank credit to Africa
could be responsible for limiting the total level of inflows. Within the
model, this is ensured by limiting the market-based flow to Africa to
its historical maximum level.

20. The definition of capital flight (CF) used is:

CF=AD + FDI-CA-ARES-AB
where AD is flows of debt, FDI foreign direct investment, CA current
account balance, ARES change in reserve, and AB the change in do-
mestic banking claims on foreign banks.

21. Most global models use estimations from other studies. However, the
recent IMF model (MULTIMOD) uses a single-equation (first-order)
ECM-based estimation. Our approach is similar to the latter but im-
proves on it in two respects. Firstly, it allows for simultaneous estima-
tion to be undertaken in some of the blocs. And, secondly, it starts its
estimation from a second-order ECM (following a General to Specific
approach). Finally, as noted in Chapter 4, the use of an ECM approach
helps to tackle the problem of simultaneous equation bias.

Chapter 7
1. The global consistency of balance of payment statistics was discussed

more than two decades ago by Mundell. He explored, in general terms,
the point that the balance of payment position for all countries should
add to zero. This is also referred as 'Cournot's law' (see Mundell
1968: 143-47).

2. See de Jong and Vos (1995a) for a recent analysis of trade and finance,
using a WAM. An earlier analysis is also contained in FitzGerald and
Luttik(1991).
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3. Most notably, Heien et al. (1973) provide a simple and powerful ana-
lysis of the algorithm, as well as problems associated with its use.

4. Since this is a painstaking process, it is advisable to run the model by
bloc or by equation, and subsequently to combine these blocs and then
to run the model one final time. This procedure is extremely helpful
not only in detecting errors but also for calibration purposes. Moreo-
ver, it is noteworthy that ECM estimation is extremely powerful in re-
producing the base run values, with only a minor calibration.

5. Suppose a linear function is given in matrix form by AX= D where A
is an wen matrix of a^ coefficients, X an wen matrix of *,- variables and
Danwcl vector of constant values. If we take each of the rows of the
left hand side variables as functions denoted by yh the Jacobian is
given by,

which in turn = \A\
d (x1,x2,...xn)

Thus, for a linear model the Jacobian is essentially the determinant of
A and hence, as long as A is non-singular, the stability condition holds.

6. See Jamshidi (1989) for an excellent and simple methodological dis-
cussion of structural sensitivity analysis and an illustration using
MULTIMOD.

7. Similar results relating to the implicit GDP deflator of the USA are re-
ported in Zellner and Peck (1973).

8. This was launched at a joint IMF-World Bank press conference held in
September 1996.

9. The value of this stood at 8.13, 9.27 and 8.35 per cent, for the years
1988, 1989 and 1990, respectively (IMF 1994).

10. The only exception to this being exports in WCA and price of bever-
age.

11. However, while Vos' conclusions are derived from a model that has a
single aggregate category of South, the above findings relate only to
Africa.

12. The so-called indirect impact on output and income is modelled, in this
book through imports.

13. For example, MULTIMOD (see Jamshidi 1989: 38).
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14. The relative position of each region to the South in general is not ex-
amined here.

15. The best export performance is observed in the NA region, and the
worst in ESA.

16. Private inflows are modeled as being sensitive to this ratio, as shown
in the debt cancellation simulation.

17. The difference between the results of Vos' model and the one pre-
sented here may be attributed to the use of econometrically estimated
parameters and a higher degree of disaggregation in this model. More-
over, the model developed in this book is a dynamic one, both in terms
of time and the inclusion of short-run and long-run effects together. In
contrast, the dynamic element in Vos' model lies in the stock adjust-
ment and inclusion of current responses to lagged variables.

18. Such a disaggregation would be particularly relevant in relation to
WCA and NA regions.

19. See also section 7.4.1 for a discussion of this phenomenon.

20. For example, an increase in the export of commodities from the rest of
the South is simulated.

Chapter 8
1. The financial impacts relate to debt, debt service, financial inflows and

their macroeconomic effect, while the trade-related impacts operate
mainly through commodity prices.

2. This occurs by way of the 'adding-up' effect.

3. However, such a doubling of aid appears to have no significant effect
on public revenue within the WCA region.

4. However, by the end of the simulation, this effect collapses to nearly
zero in the WCA region.

5. A 0.3 per cent increase in Northern output, from its base run value, due
to a 10 per cent increase in public investment in Africa.

6. Specifically a flexi/mark-up price market, imported capital-constrained
investment in South, a Southern fiscal posture and domestic price
which is sensitive to the external sector.

7. Examples of such an approach are the works of Samir Amin (1972,
1996) and Bade Onimode (1988).
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