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About the Companion Website

This book is accompanied by Student companion websites:

www.wiley.com/go/Mackridge/APracticalApproachtoUsing 
StatisticsinHealthResearch

The website is aimed at helping readers of our book to understand 
how to use statistical tests correctly in their research. It is aimed at 
people working in health or social care who are interested in carrying 
out research and recognise the importance of statistical testing to pro-
vide robustness to the analysis and credibility to the findings. The 
book describes how to tackle the statistics for most common scenar-
ios where the study design is fairly simple. The book is intended to 
help you use statistics in practice-focussed research and will not 
attempt to provide a full theoretical background to statistical meth-
ods.  For that, you can turn to our sister publication (Rowe, 2015). 

The book, supported by the materials on the website, set out the 
basic rules for using statistical tests, guides the reader through the 
process of deciding which test is most appropriate to their project and 
then provides a stepwise description of how to use the test. 
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The website contains three main components:

1. A checklist to help you determine which is the most appropriate 
test you’re your project

2. Videos showing how to use key software (G*Power and SPSS) to 
determine sample sizes and carry out statistical analysis

3. The data files that we have taken examples from, so that you can 
see the raw data and try to replicate the tests that we have 
applied – if you get the same results as us, it’s an excellent indi-
cation that you’ve got the hang of using the test

We have also provided SPSS data files where this software has been 
used in our examples. If you do not have access to this software, the 
instructions should still be useful; all packages work in essentially sim-
ilar ways.  The choice of statistical routine, the information you have 
to supply to allow the method to run correctly and the key pieces of 
output that you have to identify will not vary from package to 
package.

To allow you to do this, we have also provided the data in MS 
Excel format so that you can access this and copy it into the statisti-
cal   programme of your choice. If you do not have access to MS 
Excel,  you can open the files in MS Excel Viewer (available from 
www.microsoft.com).
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1

1.1  At Whom is This Book Aimed?

There are countless people working in areas related to health who are, 
or could be, involved in research. This certainly includes doctors, 
dentists, nurses, pharmacists, physiotherapists, midwives, and health 
visitors, but there are many other groups where this is equally true. The 
types of useful research they could be carrying out range from simple 
descriptions of the frequency of a particular condition in a specific 
location or describing local adherence to a health guideline through to 
more complex work involving comparisons between groups of patients, 
organizations, or geographical locales, etc. Based on our experience, 
one hurdle to involvement in carrying out this type of research is a lack 
of confidence in using statistics. This book is aimed at that group of 
health workers who are interested in building the evidence base to 
underpin excellent practice in their area, but who are struggling to 
design good quality analyses that stand up to scrutiny. It focuses on 
what you need to know to use statistics correctly to improve the robust-
ness of your project without all of the theory and complex mathematics. 
It is not intended for anybody who already has significant research 
experience or for those who aim to become expert statisticians.

Our assumption is that any project our would‐be researcher 
undertakes will be fairly simple. We use the word “simple” advisedly. 
We do not use it to imply triviality or that such work is necessarily 
easy. By “simple,” we mean the opposite of complex. It can be very 
tempting to investigate simultaneously six different factors that 
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might influence a particular clinical outcome or indeed to look at 
numerous outcomes for a given factor. Such complexity all too often 
leads to a tangled mass of data that defies clear interpretation. In 
order to produce clear and robust evidence, it is important to keep it 
simple and look at questions such as, whether people living in the 
more deprived part of your local town suffer increased levels of a 
particular condition, or whether patients counseled by nurses have a 
better understanding of their medication than those counseled by 
doctors. By keeping your design simple, as in these latter cases, any 
positive finding will be  easily and unambiguously interpretable and 
much more likely to help develop best practice. Our motto is “Keep 
it simple – keep it clear.” In line with this philosophy, the statistical 
methods covered in this book are deliberately limited to those that 
consider the possibility that a single factor might have some influ-
ence upon a single clinical outcome.

1.2  At What Scale of Project is This Book Aimed?

The type of research project for which we envisage this book being 
useful is quite small: typically involving one or two researchers or 
something handled by a small team, with you, the reader, as the leader 
or a prominent member of the project team. Large, complex studies 
that involve significant funding (e.g. those funded by the UK’s National 
Institute for Health Research) would almost certainly require the 
services of a specialist statistician, at which point this book becomes 
more of a guide to help you understand the techniques that may be 
used and the reasons for this, but it would be unlikely to cover all the 
statistical aspects of your project.

1.3  Why Might This Book be Useful for You?

The intention is to provide a handbook – something you can pick up, 
read the bit you need, and put down. You do not need to read it from 
cover to cover. It provides “how to” advice that covers the complete 
journey through a research project. How to:

 ● Work out how much data you need to collect in order to provide a 
reliable answer to the question you have asked (sample size).
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 ● Identify an appropriate measure of effect size, and use that to 
determine whether any difference you have detected is large enough 
to be of practical significance (i.e. is a change in public policy or 
professional practice required?)

 ● Identify appropriate statistical methods.
 ● Apply the relevant statistical methods to your data using statistical 

software, mainly using SPSS.
 ● Identify which bits of the software output you need to focus on and 

how to interpret them.
 ● Determine whether your data indicates statistical significance (i.e. is 

there adequate evidence that outcomes really do differ between the 
groups studied?)

 ● Determine whether your data indicates practical/clinical significance 
(i.e. is any difference between study groups big enough to be of 
practical consequence?)

 ● Make sure any publications you write contain all the necessary sta-
tistical details.

This book is intended to help you use statistics in practice‐focused 
research and will not attempt to provide a full theoretical background 
to statistical methods. For that, you can turn to our sister publication 
(Rowe, 2015).1

1.4  How to Use This Book

Table 1.1 shows the ideal flow of events from first planning stages 
through to final analysis and reporting of your experimental data. 
It may not always be possible to adhere to every detail, but this 
describes an ideal approach, at which to aim.

Everybody should read the first six chapters of this book.
You can than select the appropriate chapter from the remainder of the 
book, which will talk you through sample size planning, execution of 
the statistical test, and interpretation and reporting of the results.

Chapter 20 describes Cronbach’s alpha. This is not a statistical test 
as such but is covered in a short chapter due to its widespread use in 
questionnaire‐based research.

1 Rowe P. Essential statistics for the pharmaceutical sciences, 2nd edn. Chichester: 
Wiley, 2015.
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1.5  Computer Based Statistics Packages

This book and its accompanying videos concentrate mainly on SPSS, 
as this is probably the most widely used package in health research. 
If you do not have access to SPSS, the instructions should still be 
useful; all packages work in essentially similar ways. The choice of 
statistical routine, the information you have to supply to allow the 
method to run correctly, and the key pieces of output that you have to 
identify will not vary from package to package.

On our companion website, we have provided all of our data files in 
SPSS format, but in case you do not have access to this, we have also 

Table 1.1 The ideal stage‐by‐stage flow of events for a research program.

Stage Actions Chapters to read

1 Identify the research question that is to be 
answered.

2 Make an outline plan of an experiment/trial/
survey that will answer the question.

3
4

5

Decide which statistical test you will use.
Determine the smallest effect size you want to be 
able to detect.
Using the results from steps three and four, 
calculate appropriate sample sizes.

2, 3, and 4

Relevant chapter 
from 7 to 20

6 Perform the survey/experiment etc.
7 Describe the data obtained. Chapter 3 and 

relevant 
8 Carry out the test selected at step three, and draw 

your conclusions as to statistical and practical/
clinical significance.

chapter from 7 
to 20

9 If other interesting features emerged within the 
results, analyze these, but report them as 
exploratory (or secondary) analyses and do not 
place undue reliance on any conclusions.

Relevant chapter 
from 7 to 20

10 Consider whether you have increased the risk of 
generating false positive findings by carrying out 
multiple statistical tests.

5

11 Report your findings. Relevant chapter 
from 7 to 20
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provided the data in Microsoft Excel format. If you do not have access 
to this program either, you can download a free Excel Viewer program 
from Microsoft’s website that will allow you to view the data sets.

Unfortunately, despite its considerable price, SPSS does not calculate 
necessary sample sizes. We therefore also refer to G*Power, which will 
do this job. G*Power is free software that can be downloaded from the 
internet  –  we would advise using the Heinrich‐Heine‐Universität 
Düsseldorf site.

1.6  Relevant Videos etc.

The practical execution of statistical routines using SPSS is covered in 
a collection of videos. Individual chapters indicate where you can view 
these.

The following video, relevant to this chapter, is available at 
www.wiley.com/go/Mackridge/APracticalApproachtoUsingStatisticsin 
HealthResearch

Video_1.1_SPSS_Basics: The absolute basics of using SPSS.
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2

2.1  What Types of Data are There and Why 
Does it Matter?

Before you can select a statistical method, you will need to identify 
what types of data you plan to collect. The choice of descriptive and 
analytical methods depends crucially on the type of data involved. 
There are three types:

 ● Continuous measured/Scale (such as blood pressure measured in 
mmHg).

 ● Ordinal (such as a Likert scale – Strongly disagree to Strongly agree).
 ● Categorical/Nominal (such as which ward a patient is on).

The first two types are concerned with the measurement of some 
characteristic. The final type is just a classification with no sense of 
measurement.

2.2  Continuous Measured Data

This is also known as “Interval” or “Scale” data. Clinical observations 
often produce continuous measured data: these include weights, 
 volumes, timings, concentrations, pressures, etc. The important 
aspects of this type of data are:

 ● The characteristic being assessed varies continuously. For example, 
we measure blood pressure using discrete steps of one mmHg, but 

Data Types
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the reality is that pressure could be 91.25 mmHg (or any figure with 
an unlimited number of decimal places)  –  we just choose not to 
measure to this degree of precision.

 ● There is a large number of possible different values that might be 
recorded. For example, diastolic blood pressures typically vary over 
a range of 60 to 120 mmHg, giving 61 different recorded values.

 ● Each step up the scale of one unit is of equal size. E.g. the difference 
between pressures of 80 and 81 mmHg is exactly the same as that 
between 94 and 95 mmHg.

2.2.1 Continuous Measured Data – Normal 
and Non‐Normal Distribution

Continuous measured data needs to be further subdivided according 
to whether it follows a normal distribution or not, as many statistical 
methods will only work with normally distributed data. Non‐normal 
data needs alternative approaches. It is best to avoid statistical tests 
for normality (Kolmogorov–Smirnov, Anderson–Darling etc.) as the 
results are easily misinterpreted (See Rowe 2015, Chapter  4).1 
However, there are a number of different approaches to determining 
whether your data is normally distributed or not.

Whether data is or is not normally distributed is most easily decided 
by preparing a histogram of the data. Unless your sample sizes are 
very large, group your results into a small number of bars as you only 
want to check the general shape of the distribution. Figure 2.1a shows 
an example of normally distributed data. This is commonly referred to 
as a “bell‐shaped” distribution and it has three features:

 ● The greatest frequencies (tallest histogram bars) are somewhere 
near the middle of the range of values observed. What we do not 
want is to see is the tallest histogram bars at either the far left or 
right hand end of the horizontal scale (as shown in Figure 2.1b).

 ● The results are all clustered around a single point; they do not fall 
into two distinct groups of high and low values (as shown in 
Figure 2.1c). Normally distributed data is said to be “Unimodal.”

 ● For both low and high values, frequencies decline steadily toward 
zero with no sudden cut‐off (as shown in Figure 2.1d).

1 Rowe P. Essential statistics for the pharmaceutical sciences, 2nd edn. Chichester: 
Wiley, 2015.



2.2 CottonCns easnueed Data 9

Figure 2.1b shows a common form of non‐normality. The majority 
of individuals are clustered at the low end of the scale, and there is a 
long tail of high values. This is referred to as “Positive skew.”

Figure 2.1c shows a further form of non‐normality – bimodality. 
The data forms two distinct clusters of low and high values. (The 
term “Poymodality” applies to any case with more than one cluster of 
values.)
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Figure 2.1 A continuously varying measure with (a) normal, (b) skewed, and 
(c) bimodal distribution. In (d) the highest and lowest values (tails) from an 
otherwise normal distribution are missing.
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Figure 2.1d shows a final form of non‐normality. Results are cut off 
suddenly at values of around 50 and 70; for a true normal distribu-
tion, there should be a more gradual decline in frequencies beyond 
these limits.

NOTE: Do not expect to get ideal bell‐shaped distributions, especially 
with small samples. The distribution shown in Figure 2.1a is perfectly 
acceptable. We just don’t want to see obvious deviations from normal-
ity such as seen in Figure 2.1b, c, or d.
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The only important deviation from normality that is not easily 
detected from a histogram is where there are outlying extreme values 
in both the low and high tail (Referred to as “Long‐tailed” distributions). 
Figure 2.2 shows data that suffers this problem, but this form of 
non‐normality is not always easy to diagnose from a histogram, and 
an alternative method is required. The next paragraph shows how this 
problem can be detected.

To detect whether your data has a long‐tailed distribution, it is 
useful to produce a “normal probability plot,” which uses the mean 
and standard deviation (SD) of the sample and looks for any differ-
ences between the data distribution that would be expected for a 
normal distribution and what you actually observe (the video men-
tioned at the end of the chapter shows how to produce these plots). An 
ideal line where all points should fall is usually added to the graph by 
the software. Figure 2.3a shows such a plot for a set of data that is 
almost exactly normally distributed; all the points are very close to the 
line of perfect fit for normality. Figure 2.3b shows a plot for a long‐
tailed distribution. The points for the lowest values are all displaced to 
the left of the ideal line, i.e. these values are markedly lower than they 
should be for a true normal distribution (“low outliers”). At the other 
end of the scale, the highest points are to the right of the ideal line 
(values that are higher than they ought to be – “high outliers”). If your 
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Figure 2.2 Histogram of “Long‐tailed” data, i.e. data that includes both low and 
high outlying values.
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data produces a normal probability plot like that shown in Figure 2.3b, 
then you should treat your data as non‐normal. In further chapters 
that discuss methods requiring normality, you will be advised how to 
handle non‐normality.
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See the video listed at the end of the chapter for details of using a 
statistical package to check data normality.

2.2.2 Transforming Non‐Normal Data

When data is not normally distributed, it may be possible to manipu-
late it to bring it closer to normality. This is referred to as “data 
transformation.”

 ● Data showing positive skew (as in Figure 2.1b) can often be returned 
to normality by a technique called “Log transformation.” A video 
listed at the end of this chapter gives practical details.

 ● Data showing bimodality, severe absence of tails, or long tails 
(Figures 2.1c and d and 2.2) cannot easily be transformed to 
normality.

Rowe (2015) Chapters 4 and 21 gives further details on non‐normal 
distributions and their transformation to normality.

2.3  Ordinal Data

Here, the characteristic to be measured is often subjective in nature. 
For example, we might assess how patients feel about a treatment they 
have received, using a score, of (say) one to five with the following 
equivalences:

1 = Strongly dissatisfied
2 = Somewhat dissatisfied
3 = Neither satisfied nor dissatisfied
4 = Generally satisfied
5 = Very satisfied

The data consists of categorizations, but the important thing is that the 
categories have a natural order to them. There is a definite ranking from 
“Strongly dissatisfied” to “Very satisfied” via three intermediate grades.

This type of data has the following characteristics:

 ● It is discontinuous. Only these five integer values are available. 
There are no scores of 1.45 or any other fractional value.

 ● Ordinal scales usually allow only small numbers of possible values 
(five in the current case).
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 ● It often cannot be assumed that all the steps up the scale are of equal 
significance. Although you may have scored gradings as 1,2,3 etc., 
you cannot assume that the difference between “Strongly dissatisfied” 
and “Somewhat dissatisfied” is of exactly the same importance as 
that between “Somewhat dissatisfied” and “Neither satisfied nor 
dissatisfied.”

2.4  Categorical Data

This is also known as “Nominal” data. Here there is no intention to meas-
ure a characteristic: we are just categorizing. For example, advice might 
be provided by nurses, pharmacists, or physiotherapists. These do not 
form any sort of scale; they are just three different professions. Frequently 
there are just two options, obvious cases being Male/Female, Yes/No or 
Successful/Failed; these are referred to as “Binary” or “Dichotomous.”

2.5  Ambiguous Cases

There are a couple of problematic areas where things are not as obvi-
ous as in the examples given above.

2.5.1 A Continuously Varying Measure that has been 
Divided into a Small Number of Ranges

If you use subjects’ ages to divide them into two groups (“Younger” 
and “Older”), then with just two ranges, your data clearly become 
simple, categorical (Nominal) data. However, with three ranges 
(e.g. “Younger,” “Middle aged,” and “Older”), you could either view 
these as categorical or consider that you have created an ordinal 
scale of measurement. Your decision, in terms of statistical analy-
sis, will depend on what sort of relationship you are exploring with 
the data.

 ● If you are investigating the relationship between age and the likeli-
hood of a degenerative disease, you might want to test for a simple 
trend where greater age is associated with greater risk of the condition. 
The model being tested would be that the risk of the condition 
increases as we go from Younger to Middle aged and then there 
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would be a further increase as we pass from Middle aged to Older. 
Here, you should treat age as an ordinal measurement. Such 
relationships are referred to as “Monotonic”; as one measure (age) 
increases, the other one (e.g. likelihood of an age‐related disease) 
either consistently increases or consistently decreases; it would not 
increase as we pass from the Younger group to those who are Middle 
aged but then go down again among those who are Older.

 ● However, in other cases (such as linking age to ability to perform a 
particular task), you may need to allow for the possibility of a more 
complex relationship with age. Ability might be low among the 
young and inexperienced, higher in later years, but then lower again 
in old age, owing to degeneration of some physical or cognitive fea-
ture. Here, the relationship is not necessarily monotonic, and it 
would be best to treat the age groups as just a series of categories, in 
order to allow for any pattern of change in aptitude with age.

2.5.2 Composite Scores with a Wide Range  
of Possible Values

In surveys, or clinical assessments, we frequently meet methods 
where an overall indicator is obtained by adding up the scores 
obtained on a number of questions. The results are technically dis-
continuous  –  no fractional scores can arise  –  so maybe we should 
treat it as ordinal. However, there may be such a wide range of pos-
sible values that it becomes effectively continuously varying. An 
example is the Hamilton Depression Rating Scale, which sums the 
scores from seventeen (or more) questions, producing a wide range 
of possible values. The large number of allowable values may also 
allow a normal distribution to develop, and it is reasonable to treat 
such data as continuous measured values. If you are using a compos-
ite score approach based on a series of questions that you have 
designed, you should look at Chapter 20 – Cronbach’s Alpha.

2.6  Relevant Videos etc.

The following are available at 
www.wiley.com/go/Mackridge/APracticalApproachtoUsingStatisticsin 
HealthResearch
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Videos

Video_1.1_SPSS_Basics: The absolute basics of using SPSS.
Video_2.1_NormalityTesting: Using SPSS to determine whether 

measured data follows a normal distribution and log transformation 
to improve normality.
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It is often useful to describe a whole data set in a single graph or 
 summary statistic. However, there are no universal solutions to doing 
this – the best way to describe a data set will depend on a number of 
things, particularly what you are hoping to show with the data. Firstly, 
you need to identify the type of data you have collected (continuous 
measured, ordinal, or categorical – see Chapter 2), and then you will 
need to explore the options in order to find an approach that honestly 
and clearly illustrates the key features of your particular data set.

3.1  Continuous Measured Data

For a full description of measurement data, you need to indicate how 
great the values are and also how much variability there is within the data 
set. For the former, you will use measures such as the mean or median. 
For variability, you will most likely use the standard deviation (SD).

Before you start generating descriptive statistics, you should first 
explore the data graphically. A graph may well reveal that your data has an 
awkward distribution that requires a careful choice of descriptors. The 
distribution of the data can usually be best illustrated using a histogram,1 
but with small data sets, these can be misleading; even if a  particular 

Presenting and Summarizing Data

1 Note that histograms are distinct from bar charts. Histograms use data that was 
originally on a continuously varying scale, but we have collected the values into a series 
of ranges. To reflect the fact that the data were originally continuous, the bars are drawn 
with no gaps between them.
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 outcome is normally distributed, a small sample will most likely fail to 
 generate a histogram that looks remotely like the ideal bell‐shaped 
 distribution. For these small samples, a dot plot may be more useful.

Rowe (2015, Chapter 3)2 gives a detailed description of methods to 
summarize continuous measured data. These are summarized below.

3.1.1 Normally Distributed Data – Using the Mean 
and Standard Deviation

If, when you have plotted your data graphically, the results reasona-
bly approximate a normal distribution, the mean and standard devi-
ation (SD) are likely to be the best summary statistics. Any mean 
value that is key to the conclusions you draw should be accompanied 
by a 95% confidence interval so that the reader can appreciate the 
likely degree of precision of your result in describing the population 
from which your sample was drawn. The only real exception to this 
rule is where the value you report is not intended to be a sample 
estimate of some underlying population value. For example, you 
might report the mean age of the subjects in your study group. This 
is simply a description of your sample and is not intended to esti-
mate the mean age of some larger population; no confidence interval 
is required. See the videos listed at the end of this chapter for details 
of using statistical packages to generate descriptive statistics and 
confidence intervals.

3.1.2 Data With Outliers, e.g. Skewed Data – Using 
Quartiles and the Median

Data sets for outcomes that cannot take negative values (e.g. blood 
urea concentration) may not contain low outliers (values far below 
the mean) as there is a natural lower limit to the data distribution 
at zero. However, there may be values way above the mean (high 
outliers). The resultant distribution is said to suffer “Positive skew” 
(See Figure 2.1a). With skewed data, high outlying values can dis-
proportionately affect your calculations, leading to a mean that 
fails to represent the bulk of the data. Quartile based indicators 
(See below) may be more appropriate.

2 Rowe P. Essential statistics for the pharmaceutical sciences, 2nd edn. Chichester: 
Wiley, 2015.
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Quartiles are values that lie one quarter, half, and then three quar-
ters of the way up a set of data that has been ranked (all data are listed 
from the smallest to the largest). The median is simply another name 
for the second quartile: it has 50% of the observations above and 50% 
below it. It acts as an alternative indicator of central tendency that can 
replace the mean.

Figure 3.1 shows the quartiles (Q1, Q2, and Q3) for a ranked data 
set. The three quartile points are selected so that there are equal num-
bers of observations below Q1, between Q1 and Q2, between Q2 and 
Q3 and above Q3. In the current case, there are three observations 
between each of the quartile values. The quartile values are Q1 = 6, 
Q2 = 13, and Q3 = 22. The median from Figure 3.1 is 13.

The data set includes two high outlying values (134 and 447). The 
presence of these inflates the mean to 48.9. The mean would provide 
a poor description of the dataset. It is not representative: all but two of 
the values are considerably lower. In a similar way, the SD (±114.8) is 
inordinately affected by the two outliers.

The interquartile range (IQR) fulfills a role similar to that of the SD. 
It is the difference between the first and third quartiles. The greater 
the range of values in your data set (i.e. the more spread out it is), the 
greater the IQR will be. It therefore acts as a measure of data variabil-
ity. The IQR is 16 (6 to 22).

In contrast to the mean, the median is relatively unaffected by the 
outliers, and its value (13) is much more typical and representative of 
the data set as a whole. Likewise, the IQR is largely immune to the 
effect of outliers. This ability of the median and IQR to resist the 
effects of a few atypical results leads them to be described as “Robust,” 
whereas the mean and SD are not considered robust. Where a data set 

1 2 4 6 7 8 11 13 15 17 20 22 27 134 447

Q1
Q2 =

median Q3

Mean = 48.9
SD     = 114.8 

Interquartile
range (IQR)

Figure 3.1 The quartiles for a data set with ranked values ranging from 1 to 447. 
The quartiles, median, and interquartile range (IQR) are indicated. The mean and 
SD are also included.
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contains outliers (e.g. positively skewed data), the median and IQR are 
likely to be the most appropriate descriptors.

See the end of this chapter for a video showing how to obtain 
 quartile values.

3.1.3 Polymodal Data – Using the Modes

It does not happen very often, but occasionally data may break up into 
two (or more) distinct clusters of high and low values. Figure 3.2 shows 
a histogram of body temperatures among a group of individuals who 
had been exposed to the common cold virus. Although they are not 
fully separated, there is a strong suggestion of two sub‐groups, with 
lower and higher temperatures – a likely explanation being that some 
have caught the virus while others have resisted it. The mean tem-
perature for the whole group is 37.1°C, but this does not provide a 
good description of the situation as it falls in the gap between the two 
peaks.

The data in Figure 3.2 is “Bimodal” and the summary description of 
the data must reflect that fact. This can be achieved by reporting the 
modes for the two sub‐groups. The modes are simply the values with 
peak frequencies – in this case 36.6 and 37.4°C.
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Figure 3.2 Histogram of body temperatures among individuals exposed to the 
common cold virus.
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3.2  Ordinal Data

3.2.1 Ordinal Scales With a Narrow Range of Possible Values

The first thing you should always do with ordinal data recorded on 
scales that allow only a limited range of values (e.g. five point Likert 
items) is report the number (and possibly proportion) of individuals 
recorded as having each possible value. If a value on the scale has a 
frequency of zero, this information should be included. This informa-
tion can be presented either numerically or in a bar chart.3 Whatever 
method of data presentation is used, it must include the counts (not 
just the proportions) for each value. A bar chart (Figure 3.3) has been 
used to present scores for opinions on a new appointment booking 
system.

Taking a further step, you may want to produce a summary statistic to 
represent your ordinal data. Summary statistics are likely to be especially 
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Figure 3.3 Bar chart of opinions concerning changes to an appointment booking 
system.

3 Ordinal data consists of a series of distinct categories, so graphs should be bar charts 
and not histograms (i.e. the bars should have spaces between them).
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useful where you need to compare two sets of ordinal data. The median 
and IQR are the most widely used/accepted statistics for this purpose, 
and it is best to try these as they are uncontroversial and unlikely to lead 
to problems getting work published. However, with scales that allow only 
a small number of possible values, the median can be very insensitive 
and may fail to illustrate key aspects of your data. In such cases, it may be 
appropriate to also report the mean and explain that the mean has been 
included because the median was too insensitive.

Appendix 1 to this chapter provides an example where the median 
fails to reflect the difference between two sets of ordinal data and the 
additional use of the mean would be useful.

3.2.2 Ordinal Scales With a Wide Range of Possible Values

With scales that allow a wide range of possible values, you would not 
report the number of individuals having each of the possible values, 
but a bar chart may be a useful way to convey the distribution of 
ranges of scores (e.g. 1–5, 6–10, 11–15 etc.)

Describing the central tendency of wide ranging scales is less prob-
lematic than with the narrow‐range scales, and quoting the median 
plus IQR works well in many cases. The insensitivity problem men-
tioned in section 3.2.1 is much less troublesome, although it may still 
raise its ugly head where large numbers of respondents opt for values 
near the middle of the scale and avoid the extremes. If this problem 
arises then it is best to adopt the solution described in Section 3.2.1 
quote the median, point out its shortcomings, and use this to justify 
the additional use of the mean.

If you are using a well‐established scale such as the Hamilton 
Depression Rating scale or Alcohol Use Disorders Identification Test 
(AUDIT), check the literature to see what statistics (median plus IQR 
or mean plus SD) are commonly used with that particular scale. If you 
go with the herd, (a) nobody is likely to object and (b) your results will 
be directly comparable with those already published.

3.2.3 Dividing an Ordinal Scale Into a Small Number of Ranges 
(e.g. Satisfactory/Unsatisfactory or Poor/Acceptable/Good)

In some cases, e.g. the AUDIT alcohol risk scale, wide ranging scores may 
be categorized into a smaller number of clinically meaningful groups (for 
AUDIT: Low risk; Increasing risk; High Risk; Dependent). In such cases, 
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you may decide to present your results in the form of numbers in each 
macro‐group. This can be done numerically or in a bar chart.

Some caution is needed when using this approach within compara-
tive studies. Aggregating the data into a small number of ranges may 
be a useful way to illustrate the difference between two groups, but if 
you need to perform a statistical test, you may find that the process of 
aggregation destroys a lot of information. For example, your original 
data might be collected using a six point Likert item, which could then 
be converted into two categories such as “satisfactory” and “unsatis-
factory.” However, you may find that while a statistical test on the six 
point ordinal data achieves statistical significance, the same data 
expressed as two categories is non‐significant.

3.2.4 Summary for Ordinal Data

Presenting data:

 ● For narrow‐range scales, always report the number (and possibly 
the proportion) of individuals recorded as having each value on the 
scale. This could be done numerically or as a bar chart.

 ● For wider ranging scales, a bar chart may be useful, but do not 
report the numbers in each individual category. It may be appropri-
ate in some cases to create much smaller numbers of categories aris-
ing from the “scores,” such as in the case of AUDIT, and present 
these numerically or in a bar chart.

Using summary statistics:

 ● It is usually most appropriate to illustrate the key aspects of the data 
using the median and IQR, but if this approach is too insensitive, 
the mean and SD may also be required. If you use the mean, also 
quote the median, and explain why the additional use of the mean 
was necessary.

 ● If there is established custom and practice in your area of research 
or for a particular validated scale, go with the flow.

3.3  Categorical Data

Categorical data is described in terms of the numbers and proportions 
of individual cases that fall into each category. Proportions will 
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 probably be expressed as percentages, but the actual counts must also 
be provided for clarity and openness in reporting. Key outcomes that 
are to be expressed as proportions should always be accompanied by a 
95% confidence interval (CI), so that the reader will be aware of the 
uncertainty associated with random sampling error. For example, you 
might report that “Of the 234 participants, 129 (55%; 95% CI 49 to 
61%) preferred to see a doctor rather than a nurse.”

When presenting proportions graphically, it is important that the 
reader also has access to the actual numbers in each group, either 
through annotation on the chart itself, or separately in the related text. 
Proportions can be shown as either bar charts or pie charts, but the 
latter are often viewed negatively in academic circles as it is often 
harder to see patterns in the data, and a bar chart can be used to pre-
sent two sets of data side by side to illustrate differences between dif-
ferent conditions. Under no circumstances use pie charts with only 
two categories – they are of no value whatsoever.

3.4  Relevant Videos etc.

The following are available at 
www.wiley.com/go/Mackridge/APracticalApproachtoUsingStatisticsin 
HealthResearch

Videos

Video_1.1_SPSS_Basics: The absolute basics of using SPSS.
Video_3.1_Descriptives Proportions: Using SPSS to obtain the mean, 

95% confidence interval for the mean, standard deviation, quartiles, 
and the median and proportions for categorized data. 
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Appendix 1:  An Example of the Insensitivity 
of the Median When Used to Describe Data 
from an Ordinal Scale With a Narrow Range 
of Possible Values

This example concerns a Likert item asking about agreement with the 
statement that “I would be happy to book future appointments elec-
tronically.” The grading scale is 1=Strongly disagree; 2=Disagree; 
3=Neutral; 4=Agree; 5=Strongly agree. We have compared the opin-
ions of patients aged under 50 years versus those 50 or over. There are 
45 patients in each study group. The results are shown in Table 3.1 and 
the medians (middle ranking individuals) are emphasized.

Among the younger participants, many are supportive (scores of 
four or five) with relatively few opposed (scoring one or two). With the 
older individuals, we have the opposite pattern – plenty of opposition 
and not much support. However, the median scores fail to reflect this 
trend: for both groups it is three. In contrast, the mean values 
(3.51 and 2.48) successfully illustrate the difference between the age 
groups.

Table 3.1 Levels of agreement among younger and older patients with the 
statement that “I would be happy to book future appointments electronically.” 
Higher values reflect stronger agreement. Medians are emboldened.

Under fifty years:

1 1 2 2 3 3 3 3 3 3 3 3 3 3 3 3 3 3 3 3 3 3 3 3 3 4 4 4 4 4 4 4 4 4 4 4 5 5 5 5 5 5 5 5 5

Fifty years plus:

1 1 1 1 1 1 1 1 1 2 2 2 2 2 2 2 2 2 3 3 3 3 3 3 3 3 3 3 3 3 3 3 3 3 3 3 3 3 3 3 3 3 4 4 5

Mean values: Younger 3.51; Older 2.48
Median values: Younger 3; Older 3
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4

In this chapter, you are walked through a series of steps, by the end of 
which you should have identified the key characteristics of your study. 
There are checklists (please download a copy from the companion 
website – see the end of this chapter) that you can fill in as you work 
through the chapter. These will ensure you have a complete list of 
characteristics to help you select the most appropriate statistical test 
for your study.

This chapter may seem dauntingly long but, for any given study, you 
will only need to read the relevant sections; you will be guided to skip 
past many parts. 

4.1  Identify the Factor and Outcome

Statistical tests are usually used when we suspect that there may be 
some form of cause and effect relationship.1 Translating this into “stat 
speak,” there is an “Outcome” that may be influenced by a “Factor.”

 ● Factor = Cause
 ● Outcome = Effect

Factor–outcome relationships may arise from an active intervention 
(such as treating a disease with a particular drug) or from an existing 

1 It is important to note that, in most cases, statistical testing will only assess the strength 
of a relationship between a factor and an outcome and does not assess whether the factor 
has any causative action on the outcome. See section 6.8 for more information.

Choosing a Statistical Test





4.2 Identify ntde fyyd  ie DnD  UdI n e de oI ntde dedeDen  Den o 29

characteristic (such as the sex of a participant). Some examples of 
possible studies and the factors and outcomes that would be involved 
are shown in Table 4.1

Your first job is to identify the factor and outcome that you plan to 
investigate.
 

Identify the factor and outcome that you wish to study and complete 
line A of Checklist 1 (Copy available at end of Section 4.2).

4.2  Identify the Type of Data Used to Record 
the Relevant Factor

Next you need to determine the type of data that you will use to record 
your factor. See Chapter 2 for more information on data types.

In all the examples above (except numbers 4, 8, and 9), the factor 
would be recorded as categorical data. For example, in case one, nico-
tine patches were provided or not provided and in case seven, profes-
sion is doctor, nurse, or ancillary staff.

In examples 4, 8, and 9, the factor would be recorded as a continu-
ous measurement (size of daily dose, distance walked, or number of 
days).
 

Identify the type of data that would be used to record the relevant 
factor and enter this onto line B of Checklist 1.

If your factor is of a measured type (ordinal or continuous measured), 
then jump to Section 4.4 (Correlation and regression). If it is categori-
cal, then continue with Section 4.3.

First check list for identification of appropriate statistical test

Checklist 1 (All study types)

A Identify factor 
and outcome Factor = Outcome =

B Data type for 
factor? □ Categorical □ Ordinal □ Continuous measured
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4.3  Statistical Methods Where the Factor  
is Categorical

4.3.1 Identify the Type of Data Used to Record 
the Outcome

Again, see Chapter 2 for more information on data types.

 ● Continuous measured (or “scale”): From Table 4.1, examples 3 
and 6, concerning cholesterol levels (measured in mmol/L or mg/
dL) and alcohol consumption (units of alcohol per day) both have a 
continuous measured outcome.

 ● Ordinal: In example 2, the measure of leaflet clarity is ordinal as it 
can take only a small number of possible values (0–4), and these 
form an ordered scale. Similarly, with example 7, the knowledge 
scores are ordinal.

 ● Categorical (or “nominal”): Examples 1 and 5 (cigarette avoidance 
and participants remaining within a methadone maintenance pro-
gram) have categorical outcomes.

 
Identify what type of outcome data you are analysing, and complete 
line C of Checklist 2 (Copy available at end of Section 4.3.4).

4.3.2 Is Continuous Measured Outcome Data Normally 
Distributed or Can It Be Transformed to Normality?

You only need to complete this stage if your outcome data is of the 
continuous measured type – if your outcome data is ordinal or cate-
gorical, go to Section 4.3.3.

You need to assess whether your measured data approximates a nor-
mal distribution. Sections 2.2.1 and 2.2.2, and the relevant video, describe 
the process for assessing normality and transformation to normality.

There are three possible conclusions. Your data may be:

 ● Normally distributed, or a reasonable approximation to this: ana-
lyze your data as a continuous measured outcome.

 ● Not normally distributed, but can be transformed to approximate 
normality (see Section  2.2.2 for more information on how to do 
this): analyze your transformed data as a continuous measured 
outcome.

 ● Not normal and cannot be successfully transformed: treat your 
outcome data as if it were ordinal.
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If outcome was initially recorded as continuous measured data, decide 
whether (with or without transformation) it can be confirmed as 
continuous measured or should be treated as if it were ordinal. If 
necessary, modify line C in Checklist 2.

4.3.3 Identify Whether Your Sets of Outcome Data Are 
Related or Independent

There are two ways to perform a comparative study. These result in 
outcome data being “Related” or “Independent.”

Related data sets
You could design an investigation in which a single group of individuals 
(or institutions) are studied under one set of conditions and then study 
the same group under altered conditions, each individual being studied 
twice. In the third example in Table 4.1, you could study all participants 
while using butter and record their cholesterol levels, then transfer them 
all to a cholesterol lowering spread and re‐measure their cholesterol lev-
els. Each participant would thus generate two outcome results. The data 
would then consist of related pairs of observations (two from the first 
patient, two from the next, and so on). This is referred to as related data. 
(The alternative terms “Dependent” or “Paired” may also be used.)

There may be more than two data sets to be compared, but the out-
come can still be related. In the case of the advisory leaflet (example 2 in 
Table 4.1), there is an old version and two different, updated versions, 
giving a three‐way comparison. If you were to have each participant 
assess all three leaflets, this would generate three sets of related data.

The most common reason why results are considered to be related is 
that two or more observations are from the same person. That is true 
for all the examples given so far. However, there are other causes for 
data being considered as related. For example, you might use matched 
pairs of participants, i.e. pairs of people chosen as having similar demo-
graphics  –  almost certainly of similar age and gender, and perhaps 
matched on other characteristics. Within each pair, one participant 
might receive an active treatment with the other getting a placebo. This 
will lead to a data structure containing pairs of related observations.

Independent data sets
Alternatively, you could design a study whereby one group of partici-
pants experience one set of conditions and another separate group 
experience different conditions, each individual being studied once 
only. For the butter/spread study, you could split the participants into 
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two separate groups. All those in one group would use butter with 
those in the other group using the cholesterol lowering spread. Each 
participant would now contribute just one observation and that 
observation stands alone  –  independent of any other. This is 
“Independent” data. (The alternative term “Unpaired” may be used.)

In the case of the advisory leaflet (example 2 in Table 4.1), if you 
were to split the participants into three groups and have individuals in 
each group review only one leaflet each, this would give three sets of 
independent data.
 

Identify whether the structure of your outcome data is related or inde-
pendent. Complete line D of Checklist 2.

4.3.4 For the Factor, How Many Levels Are  
Being Studied?

In examples 1, 3, 5, and 6 in Table 4.1, you would compare two sets of 
data against each other, but examples 2 and 7 involve three‐way com-
parisons. The number of study groups to be compared are commonly 
referred to as “Levels.” Thus, in most of the examples in Table 4.1, the 
factor has two levels, but the studies on advisory leaflets or profes-
sional groups have three levels.
 

Identify the number of levels for the factor to be studied. Complete line 
E of Checklist 2.

Checklist 2 (Studies with categorical factors only)

C Data type for 
outcome? □ Categorical □ Ordinal □ Continuous measured

D
Outcome data 
is independent 
or related?

□ Independent □ Related

E
How many 
levels for the 
factor?

□ Two □ More than two

4.3.5 Determine the Appropriate Statistical Method 
for Studies with a Categorical Factor

Using the information from completed Checklist 2, select the appropriate 
method from Table 4.2. You do not need to read any more of this chapter.
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4.4  Correlation and Regression 
with a Measured Factor

The rest of this chapter is only relevant if your factor consists of some 
form of measured data (continuous measured or ordinal).

4.4.1 What Type of Data Was Used to Record Your Factor 
and Outcome?

You first need to identify whether your measured factor would be 
recorded as ordinal or continuous measured data and whether your 
outcome is categorical, ordinal, or continuous measured. In Table 4.1, 
examples 4, 8, and 9 all involve a factor that is a continuous measure-
ment. In examples 4 and 9, the outcome is categorical and in  example 8 
it is a continuous measurement.
 

Identify what type of factor and outcome data you are analysing and 
complete lines F and G of Checklist 3.

Checklist 3 (Studies with ordinal or continuous measured factors)

F Data type for 
factor? □ Ordinal □ Continuous measured

G Data type for 
outcome? □ Categorical □ Ordinal □ Continuous measured

Unless both your factor and outcome are continuous measurements, 
Table 4.3 will guide you toward correlation or regression techniques, 
which are covered in Chapters 17 to 19, and you do not need to read 
any more of this chapter.

If both factor and outcome are continuous measurements, proceed 
to Section 4.4.2.

4.4.2 When Both the Factor and the Outcome Consist 
of Continuous Measured Values, Select Between Pearson 
and Spearman Correlation

There are two forms of correlation that may be appropriate: “Pearson” 
and “Spearman.” The former is used so widely that it is often referred 
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Table 4.3 Selection of correlation or regression techniques depending on type 
of data used to record the factor and outcome.

Factor

Outcome Ordinal Continuous measured

Categorical Logistic 
regression

Logistic regression

Ordinal Spearman 
correlation

Spearman correlation

Continuous 
measured

Spearman 
correlation

Read Section 4.4.2 to choose between 
Pearson or Spearman correlation

to simply as “Correlation” without further clarification. Broadly speak-
ing, you should use Pearson correlation when it is appropriate, as it is 
somewhat more powerful than the Spearman version. However, 
Spearman correlation is non‐parametric and consequently more 
robust than the Pearson form, so there are various problematic data 
sets where Spearman is preferable. The potential problems are 
described below.

When both the factor and the outcome are continuously measured, it 
is important to inspect a scatter plot and compare it to Figures 4.1 to 4.5 
to identify which type of relationship it most closely approximates.

Figure 4.1 shows two forms of relationship where (a) the Y value 
rises steadily as X increases or (b) falls steadily as X increases. Either 

Y

X

Y

X

(a) (b)

Figure 4.1 Approximately linear relationship – (a) positive correlation and 
(b) negative correlation.
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Y

X

Figure 4.2 A cluster of points with outlier(s).

Y

X

Y

X
(a) (b)

Figure 4.3 Relationships that are clearly not monotonic.

of these is ideally suited to a Pearson correlation assessment to evalu-
ate the strength of the relationship.

Figure 4.2 shows a cluster of points and an outlying value. Pearson 
correlation is rather sensitive to a small number of outliers, which can 
result in a misleadingly high value for the correlation coefficient. As 
such, Spearman correlation should be used as it is more robust and 
will be much less influenced by outliers
 

Check whether there are strong outliers and complete line H of 
Checklist 4 (Copy near end of Section 4.4).

In Figure 4.3a, Y first increases and then decreases, as the X value 
increases. In part b, the value for Y falls initially, then rises. These are 
in contrast to Figures 4.1.1a or b, where Y consistently increases or 
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consistently decreases. Relationships such as those in Figure 4.1 are 
described as “Monotonic,” whereas those in 4.3 are not.

In Figure 4.4, throughout both graphs, there is a consistent trend, either 
always upwards or always downwards, so the relationships are monotonic; 
however, the relationships have a definite curvature: they are non‐linear.
 

Determine whether the relationship is monotonic and whether it is 
approximately linear. Complete lines I and J of Checklist 4.

Figure 4.5 shows a case that would generate a high value for either 
the Pearson or Spearman correlation coefficients and which would 
apparently provide statistically significant evidence of correlation. 
However, the reality is that there are two sub‐populations with 
differing properties. No form of correlation would be usefully 

Y

X

Y

X

(a) (b)

Figure 4.4 Monotonic, but clearly non‐linear relationships – (a) positive and (b) 
negative.

Y

X

Figure 4.5 Data with distinct clusters.



4 Ct  Uteg DeSnDntUnteDe  dUn38

applicable to such data. It may be possible to identify a characteristic 
that distinguishes these two groups (e.g. participant sex), and you could 
separate the data thus into two sub‐sets. You could then conduct a cor-
relation analysis within each sub‐set to determine if there are relation-
ships between the factor and outcome. However, you should be clear in 
your reporting that this analysis was secondary to that which you 
planned prior to data collection (see Chapter 5 for more details).
 

Check for clearly distinct clusters and complete line K of Checklist 4.

Checklist 4 
(Studies where both the factor and the outcome are continuous measured data)

H □ No data outliers □ Data outliers

I □ Monotonic □ Not monotonic

J □ Approximately linear □ Clearly non‐linear

K □ No distinct data clusters □ Distinct data clusters

With Checklist 4 completed, you should now know whether your data 
passes four tests and you can determine the way forward:

 ● All four tests satisfactory (no clear outliers, relationship is mono-
tonic and approximately linear with no distinct clusters)  –  Use 
Pearson correlation.

 ● The relationship is monotonic and does not have distinct  clusters, but 
there are outliers and/or the relationship is clearly non‐linear – Use 
Spearman correlation.

 ● There are distinct clusters and/or the relationship is not mono-
tonic – no form of correlation is appropriate.

If the data forms distinct clusters (as in Figure 4.5), then it would be use-
ful to investigate what differentiates the two (or more) groups (see above).

4.5  Relevant Additional Material

The following are available at 
www.wiley.com/go/Mackridge/APracticalApproachtoUsingStatisticsin 
HealthResearch
Companion checklist: Checklist for identification of study character-
istics and selection of statistical analyses.
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5.1  What Is Multiple Testing and Why  
Does It Matter?

In a typical simple study, you would look at the impact of one factor on 
one outcome. Let us imagine you find yourself investigating whether 
children raised in vegetarian families are more, or less, likely to develop 
a skin condition compared to children raised on an omnivorous diet, 
and also assume that diet type actually has absolutely no real effect on 
the risk of this condition. If you analyzed your data in the conventional 
way, requiring a P‐value of less than 0.05, you will have 95% assurance 
of correctly arriving at a conclusion of non‐significance.

However, there is still that residual 5% risk that random error has 
created results that, incorrectly, indicate a difference between the 
groups, with a P‐value below 0.05 leading you to falsely claim that diet 
does have an effect. Such an event is termed a “False positive.” The risk 
of this happening is always present, but traditionally we consider the 
5% risk small enough to be tolerable.

If you had restricted yourself to looking only at diet, the risk level 
would remain where it is supposed to be, i.e. 5%. However, if you 
wanted to look at multiple factors affecting your primary outcome, 
you might have recorded other details about each child, such as 
gender, ethnicity, and residential area (inner city/suburban/rural), and 
we will also assume that none of these have any real influence upon 
the condition. You could then run tests for each of the factor/outcome 
pairs, which is what we mean by multiple testing. When you carry out 

Multiple Testing
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four tests, each one would generate a 5% risk of a false positive, giving 
something approaching a 20% risk of at least one false positive. A 5% 
risk may be tolerable, but 20% is not. Likewise, you might be looking 
at multiple outcomes for a given factor, and the same issue would be 
present.

5.2  What Can We Do to Avoid an Excessive 
Risk of False Positives?

If you have followed the general philosophy of this book and kept to a 
simple design  –  one factor influencing one outcome  –  then multiple 
testing will not arise. This is one of the reasons why it is desirable to 
select one factor and one outcome for the design of your study – to make 
your findings easy to interpret. However, in the real world, some com-
plexity may raise its ugly head. There are several possible solutions:

5.2.1 Use of Omnibus Tests

If you were planning to study residential area as a possible factor affect-
ing the risk of a skin condition, you might produce three study groups 
(inner city, suburban, and rural). In such a case, there is no need or 
justification for comparing every possible pair of groups sequentially 
and thereby performing three separate tests. Whatever type of out-
come data you have collected – continuous measured, ordinal, or cat-
egorical – there is a suitable procedure – One way analysis of variance, 
Kruskal–Wallis test, or Chi‐square test respectively – that can consider 
all the groups within a single analysis. This approach does not consti-
tute multiple testing, as only one test is used. Where the omnibus test 
is significant, you may then want to look in more detail at exactly which 
group differs from which other. In the individual chapters on these 
methods, there are instructions for doing this without raising the risk 
of false positives.

5.2.2 Distinguishing Between Primary and Secondary/
Exploratory Analyses

You may be able to carry out one key statistical analysis that will 
answer your main research question, and as this is a single analysis, 
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any conclusion will be uncontaminated by multiplicity; that forms a 
“Primary” analysis. However, during the investigation, you may have 
collected other data that you would like to consider. Any further sta-
tistical tests carried out on the additional data could be acknowledged 
as being “Secondary” or “Exploratory.” You would then be free to carry 
out as many of these exploratory analyses as you wished, but you 
would have to emphasize that any apparently statistically significant 
findings are at increased risk of being false positives and cannot be 
unduly relied upon. If any positive findings appear to be of practical 
importance, a further project may be needed to determine whether 
the original (weak) finding can be confirmed and put on a more secure 
footing. Often you would describe this as a “need for further work” 
when discussing these results.

Unscrupulous researchers have been known to work through their 
list of factors or outcomes and retrospectively select the one that 
throws up a statistically significant result as their primary outcome. 
To avoid any accusations of this nature, any distinction between pri-
mary and exploratory analyses needs to have been decided upon 
before the data is seen, and there should be documentary proof that 
this was the case. It is in this type of situation that pre‐registration of 
experimental plans, such as with a clinical trials registry, or through 
publication of a study protocol, becomes clearly valuable.

5.2.3 Bonferroni Correction

Sometimes, there may be a good case for using a number of analyses, 
all of equal status. For example, you might be interested in the possible 
relationship between social circumstances (measured by employ-
ment, household income, cohabitation, and receipt of benefits) and 
the likelihood of drug misuse. You might judge that no one aspect 
stood out as an obvious candidate for primary analysis. In such a case, 
the Bonferroni correction could be applied. This raises the standard of 
proof, so that any single analysis brings less than a 5% risk of a false 
positive, and the collection of tests will jointly generate the normal 
(and acceptable) 5% risk.

The correction is achieved by reducing the critical P‐value below 
the usual 0.05. If the number of tests to be carried out is represented 
as n, then the corrected critical value (for P) is calculated as:

 Corrected critical value  = 0.05 / n  
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So, for example, if you are performing four tests as above, the critical 
value for P becomes 0.05/4 = 0.0125. One of the tests might then 
produce a P‐value of (say) 0.03. If this were an isolated test it could be 
taken to be statistically significant, but as part of a set of four tests, its 
P‐value is greater than 0.0125 and so it should not be considered 
statistically significant.
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6.1  Determining Equality of Standard Deviations

One requirement for procedures such as t‐tests and ANOVAs is 
approximate equality of standard deviations in each of your samples. 
Moderate differences in SD are tolerable, but if (say) one SD is twice 
as great as another, then caution is probably wise. If you are seriously 
concerned that your SDs do differ, there are variant forms of the 
classical t‐test and ANOVA that do not require equal variability.

We do not recommend using formal tests for inequalities among 
SDs as these are particularly sensitive to sample size and can easily be 
misinterpreted.

6.2  How Do I Know, in Advance, How Large 
My SD Will Be?

When calculating necessary sample sizes for work where the outcome 
will consist of continuously varying data, it is necessary to provide a 
value for the SD of your samples. How do you know this before actu-
ally doing the work? There is no one‐size‐fits‐all solution, but possible 
routes include:

 ● Check the literature for work where the same outcome has been 
recorded, to see how much variability others have encountered. If pos-
sible, try to find work carried out under circumstances reasonably 
similar to those you will use (similar population and sampling strategy).

Common Issues and Pitfalls
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 ● Carry out a pilot study to estimate the SD.
 ● Make an initial, educated guess at the SD, and monitor your data as it 

comes in to review whether a revision in sample size may be required.

6.3  One‐Sided Versus Two‐Sided Testing

When investigating a possible difference in a mean value between two 
groups (A and B), you could simply hypothesize that there will be a 
difference in the mean, or you could be more specific and say that you 
think that the mean for A will be bigger than that for B. The first of 
these scenarios would involve a two‐sided question and the second is 
one‐sided. Table 6.1 summarizes one and two‐sided testing that could 
be applied to your data.

Most experienced researchers have met situations where the ini-
tial intention was to carry out a two‐sided test, but alas, when the 
data became available, the P‐value was somewhere between 0.05 and 
0.1. It was then put to them that changing to a one‐sided test would 
halve the P‐value and make it “significant.” As with any study where 
the  primary analysis is not pre‐declared, it is possible to use 
this approach to return statistically significant findings that are of 
dubious robustness – see Table 6.1.

Even if you carry out a perfectly fair one‐sided test with genuine 
predetermination of the direction of testing, given the frequent mis-
use of this approach, you would likely only convince journal referees 
and anybody who reads your report if you have some written pre‐
declaration of the intention to use a one‐sided testing approach.

We would suggest two things:

 ● For your own work, stick to simple two‐sided testing; the gains from 
one‐sided testing aren’t worth the bother.

 ● If you read somebody else’s work where they have used a one‐sided 
test and the resulting P‐value was significant, but greater than 0.025, 
then consider this: if they had applied a two‐sided test to their data, 
the P‐value would have been greater than 0.05 and therefore non‐
significant. Is there clear evidence that they pre‐planned the use of 
a one‐sided test?

For a fuller description of one‐sided testing, see Rowe 2015, Chapter 11.1

1 Rowe P. Essential statistics for the pharmaceutical sciences, 2nd edn. Chichester: 
Wiley, 2015.
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6.4  Pitfalls That Make Data Look More 
Meaningful Than It Really Is

There are a number of ways in which data can be presented that, while 
not downright dishonest, are none‐the‐less misleading.

6.4.1 Too Many Decimal Places

Wherever possible, any value for a mean or a percentage should be 
accompanied by a 95% confidence interval. One good reason (among 

Table 6.1 Characteristics of one and two‐sided questions and testing procedures.

One‐sided (or one‐tailed)
Two‐sided  
(or two‐tailed)

Question to answer Either:
Is the mean for group A greater than 
that for B? or
Is the mean for group A lower than 
that for B?

Is there a 
difference 
between the 
means for 
groups A and 
B?

Conditions for a 
significant 
conclusion

Any difference must be in the 
direction suggested by the question 
and
Any difference must be sufficiently 
large.

Any difference 
must be 
sufficiently 
large.

Do you need to 
declare the 
direction of 
difference to be 
tested for, in 
advance of seeing 
the data?

Yes. If any change is then found to be 
in the opposite direction, the result 
cannot be claimed as statistically 
significant.

No.

Is cheating possible? Yes. Declare the direction of testing 
after seeing the data and choose 
whatever direction the data suggests. 
This can convert marginally non‐
significant data to marginal 
significance. It also raises the risk of a 
false positive from the usual 5% to 
10%. Do not do it!

No.
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many others) why this is good practice is that it will remind you that 
the figure you have just calculated is only an estimate and is subject to 
random sampling error. You will be a lot less likely to report that “The 
mean reduction in serum cholesterol levels was 0.78694 mmol/L…” if 
the next part of that sentence is “(95% confidence interval 0.762 to 
0.812 mmol/L.).” Clearly some of those decimal places carry no real 
information.

All of the following discussion will be couched in terms of “signifi-
cant digits” and not “decimal places.” Table 6.2 presents some exam-
ples of rounding to a set number of significant digits.

Most results should be quoted with two or three significant digits. 
There are two things to bear in mind when deciding how many signifi-
cant digits to deploy.

 ● Sampling precision: In the real world, sample estimates are rarely 
sufficiently precise to justify anything beyond two or three signifi-
cant digits. A third digit should not be used if the 95% confidence 
interval suggests that it goes far beyond the precision of your sam-
ple value. Thus a value of 12.12 (Confidence interval 7.12 to 17.12) 
should be rounded to 12; there is huge uncertainty concerning the 
value and any decimal places would be completely meaningless.

 ● The use of three significant digits is most likely to be justified with 
numbers where the first digit is 1, 2, or 3; for numbers beginning 

Table 6.2 Rounding to three significant digits.

Initially 
calculated 
value

Rounded to three 
significant digits Comment

345.123 345
34.5123 34.5
0.0034512 0.00345 Leading zeros (Those before the first 

non‐zero digit) are not counted as 
significant digits

345 123 345 000 Trailing zeros are not counted as 
significant digits

0.120123 0.120 The final zero is significant as it is 
known to be the best estimate for that 
digit
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with 4 (or anything greater), two significant digits are probably suf-
ficient. This is because the proportional difference between 12 and 
12.1 is relatively large and the distinction may be worth making, 
while for 78 and 78.1, the proportional difference is much smaller 
and the distinction between the two is unlikely to be practically 
important.

 ● Practical usefulness: With very large, precise samples, a fourth or 
fifth significant digit might be statistically justifiable, but it would be 
unlikely to serve any useful purpose.

One case where there is justification for the use of three significant 
digits (or larger numbers) is with percentages greater than 99%. 
Reporting that a bacterial infection could be cured in 99.7% of patients 
is not necessarily overly precise; three digits may be required in order 
to convey the fact that 0.3% cannot be cured.

6.4.2 Percentages with Small Sample Sizes

Statements such as “Three out of four (75%) died.” are virtually mean-
ingless: a fact that would be readily appreciated were we to accompany 
that proportion with its 95% confidence interval (19.4 to 99.4%). In 
other words, the true proportion could be almost anything! You 
should not quote percentages based on very small samples. If ten out 
of twenty patients died, then even with this sample size, the 95% con-
fidence interval for the case fatality rate is 27.2 to 72.8%; the estimate 
is still very imprecise. A sample size of 20 would be the absolute mini-
mum for the calculation of a meaningful percentage.

Percentages should certainly not be quoted with decimal places 
where the sample size was less than 100.

6.5  Discussion of Statistically 
Significant Results

The word “Significant” is dangerously ambiguous. In the context of 
statistical significance, it is merely evidence that there is a relationship 
between an outcome and a factor. It gives no indication as to whether 
this is of any practical or clinical relevance. To judge practical rele-
vance, it is essential to have a measure of effect size and its confidence 
interval. This measure of effect size should then be used to determine 



6 Common Issues and Pitfalls48

whether the change in outcome is large enough to be of practical 
relevance.

 ● In the case of a continuously varying measured outcome, the meas-
ure of effect size would probably be the difference between the 
mean values for two study groups.

 ● For a categorical outcome, it could be the Relative Risk, Odds Ratio 
or Number Needed to Treat (See Section 7.9).

 ● Ways to describe ordinal data are discussed in Section  3.2. One 
approach would be to use the proportion above/below some crucial 
point on the ordinal scale. The outcomes then become simple cate-
gorizations (above/below the crucial value) and the Relative Risk or 
Odds Ratio etc. can be used to express the effect size.

Figure 6.1 shows some hypothetical differences in outcome com-
paring active versus control treatment where the endpoint is dias-
tolic blood pressure (a continuously varying measure). It is assumed 
that the smallest difference that would be of practically relevance 
(often termed the Clinically Relevant Difference – CRD) is 5 mmHg. 
These limits are indicated by the vertical broken lines; any change 
between these limits can be considered trivial, and interventions 
achieving such small changes would not be likely to be adopted into 
practice.

−10 −7.5 −5 −2.5 0 +2.5 +5 +7.5
Higher pressure with

active treatment
B.P. Difference

(mm Hg)
Lower pressure with
active treatment

(i)

(ii)

(iii)

(iv)

Figure 6.1 Hypothetical confidence intervals for the difference in blood pressure 
between actively treated and control patients. All are statistically significant (the 
null hypothesis figure of zero is excluded from the confidence interval), but their 
interpretations differ. Vertical broken lines indicate limits beyond which 
differences would be of practical/clinical significance.
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Example (i) Shows a practically relevant reduction in blood pres-
sure; even the smallest effect suggested by the confidence interval 
(approximately ‐6 mmHg) is large enough to be of practical relevance. 
Case (iii) shows a relevant increase in blood pressure. With (ii) we 
have statistical significance (the confidence interval does not cross the 
zero‐difference line), but the effect is trivially small – not of practical 
relevance. Case (iv) is less clear cut; the probability is that the effect is 
trivial, but there is some remaining possibility that the reduction in 
blood pressure could be great enough to be practically relevant.

In your discussion, you should not simply say the result was “signifi-
cant” as this may be read as implying practical significance when this 
may not be the case. It is far better to describe this as “statistically 
significant” and ensure that the practical or clinical relevance is dis-
cussed alongside this.

Figure 6.2 is similar to Figure 6.1, but considers a categorical out-
come such as death. The effect size has been expressed as the Relative 
Risk (RR). Here it is assumed that changes to the RR are only of prac-
tical relevance if the risk is at least halved or doubled. Cases (i) and 
(iii) show a reduction and increase respectively in risk, each of which 
is large enough to be of practical consequence. With case (ii) there is 
a change in risk, but it is not practically relevant. For case (iv) the 
change in risk is probably of real consequence, but some doubt 
remains.

1

(ii)

Higher risk with
active treatment

Relative RiskLower risk with
active treatment

(i)

(iii)

(iv)

0.25 0.25 0.5 1.5 2.0 2.5 3.0

Figure 6.2 Hypothetical confidence intervals for the relative risk of death for 
actively treated patients compared to controls. All are statistically significant (the 
null hypothesis figure of one is excluded from the confidence interval), but their 
interpretations differ. Vertical broken lines indicate limits beyond which 
differences would be of practical/clinical significance.
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6.6  Discussion of Non‐Significant Results

Statistical non‐significance does not necessarily mean that there is no 
change in outcome between the different factors; it means that your 
data did not show a change. Failure to show a change may arise because 
there was none or because you failed to detect it – typically because 
the sample size was too small. As in the previous section, the only way 
to interpret the result is by inspection of the confidence interval for 
the effect size, also bearing in mind the practically/clinically relevant 
difference.

Figure 6.3 is structured in a similar manner to Figure 6.1, but these 
cases are all statistically non‐significant. For case (i), the result is not 
merely statistically non‐significant; we can say with confidence that 
there is no effect of any real consequence. Case (ii) shows a very wide 
confidence interval. This only narrowly misses statistical significance, 
and there is a considerable possibility of a change that is big enough to 
be of practical consequence. Further work with larger sample sizes 
would be justified. With case (iii), if there is any effect at all, it is proba-
bly trivially small, with only a slight residual possibility of a meaningful 
difference; further work would be unlikely to reveal any worthwhile 
effect.

Figure 6.4 shows statistically non‐significant outcomes for a cate-
gorical outcome. Case (i) excludes the possibility of any practically 

−10 −7.5 −5 −2.5 0 +7.5+5+2.5
Higher pressure with
active treatment

B.P. Difference
(mm Hg)

Lower pressure with
active treatment

(i)

(ii)

(iii)

Figure 6.3 Hypothetical confidence intervals for the difference in blood pressure 
between actively treated and control patients. All are statistically non‐significant 
(the null hypothesis figure of zero is included by the confidence interval), but 
their interpretations differ. Vertical broken lines indicate limits beyond which 
differences would be of practical/clinical significance.
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relevant change in risk. Case (ii) leaves a considerable chance that 
there might be an effect that achieves practical significance, and (iii) 
shows a wide confidence interval, which leaves a worrying possibility 
that the active treatment might be causing some real harm. With both 
cases (ii) and (iii), further work with larger sample sizes would be 
useful.

6.7  Describing Effect Sizes with Non‐Parametric 
Tests

Non‐parametric methods generally do not generate any useful confi-
dence interval for the effect size, so you will probably not be able to 
follow fully the recommendations in Sections 6.5 and 6.6. Some sug-
gestions follow.

 ● For a non‐significant result: If sample sizes are small, be wary of say-
ing there is no effect; one may be present but you have failed to 
detect it. With large samples, you can more safely say that there is 
either no effect or, at the very least, any effect is very small and 
therefore probably not of any practical relevance.

 ● For a significant result: Discuss whether the effect size is great 
enough to be of practical consequence and its implications for pub-
lic policy or professional practice.

Higher risk with
active treatment

Relative RiskLower risk with
active treatment

(i)

(ii)

(iii)

0.25 0.25 0.5 1 1.5 2.0 2.5 3.0

Figure 6.4 Hypothetical confidence intervals for the relative risk of death for 
actively treated patients compared to controls. All are statistically non‐significant 
significant (the null hypothesis figure of one is included by the confidence 
interval), but their interpretations differ. Vertical broken lines indicate limits 
beyond which differences would be of practical/clinical significance.
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Rowe (2015, Section 21.2.5) discusses in detail the interpretation of 
a statistically significant finding with a non‐parametric test. It is 
always safe to use wording such as “Values for the endpoint are higher 
in group A than in group B.” However, any claim that the median or 
mean is higher in one group than in the other would only be reliable if 
the distributions of the two sets of data were appropriate, so caution is 
needed.

6.8  Confusing Association with a Cause 
and Effect Relationship

If your experimental design involves randomizing individuals or insti-
tutions to different treatment groups, you can be fairly sure that your 
two (or more) study groups will differ only in regards to the treatment 
received. If you then find significant evidence of a difference between 
groups, it should be safe to conclude that there is a cause and effect 
relationship between the treatment and the outcome.

Where allocation is not random and/or other sources of bias have 
not been adequately controlled in the study design, it is possible that 
the study groups differ in ways other than the specific characteristic 
that the study is intended to address. There is therefore always some 
danger attached to any claim that a demonstrated difference between 
the groups was caused by the specific factor that you used to distin-
guish the two groups. As such, it is reasonable to describe an associa-
tion or relationship between the factor and outcome, but it is not 
possible to say with confidence that this is causative.

An example of this would be the relationship between the day of 
admission to hospital and the likelihood that a patient will die during 
their hospital stay – in studies of this, there is a statistically and practi-
cally significant increased risk of death among patients admitted at 
the weekend. However, there is a strong possibility of bias in the allo-
cation of patients to “admission on a weekday” vs. “admission at a 
weekend” – for example, people admitted outside of normal service 
hours may be more likely to be suffering from severe illness, which 
may be the primary factor leading to their increased death rates. As 
such, unless this and other important sources of bias have been con-
trolled for, it would not be appropriate to say that the increase in death 
rate is attributable to the day of admission.
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Where there is a credible mechanism by which the alleged causal 
factor could bring about the observed difference in outcomes, this 
may strengthen the case considerably, but caution is still needed.

Correlations (Chapters 18–20) are particularly liable to turn out to 
be mere associations and not true cause/effect relationships as rand-
omization is rarely a feature.
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7

7.1  When Is the Test Appropriate?

Figure 7.1 shows the circumstances where a chi-square test is used:

 ● The factor is categorical; the figure shows two groups, and these 
might be categories such as Treated/Untreated, Exposed/
Unexposed, Male/Female etc. The chi-square test will allow you to 
analyze three or more groups, but interpretation is easiest with two.

 ● The outcome is categorical; the figure again shows just two possi-
bilities (A and B), which might be something like Survived/Died, 
Satisfied/Unsatisfied, Success/Failure etc. Again, there could be 
more, but interpretation is easiest with just two.

 ● Each participant provides just one outcome result  –  Participants 
A…H under condition 1 and I…O under condition 2 (data sets are 
independent/unpaired).

 ● What is being tested is the apparently greater occurrence of out-
come A under condition 1 than under condition 2.

Some examples are shown in Table 7.1. For full details of the test see 
Rowe (2015) Chapter 18, Sections 1 to 5.

7.2  An Example

Elderly patients undergoing cardiac surgery were randomized to receive 
either normal care or normal care plus a package of  physiotherapy and 

Contingency Chi-Square Test
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Categorical
outcome A

A 
B 
C
D
E
F

G 
H

I 
J 

K
L
M 
N 
O

Categorical
outcome B

Condition/
Group 1

Condition/
Group 2

Figure 7.1 Experimental structure where a contingency chi-square test is 
appropriate.

Table 7.1 Examples of studies that would be analyzed by a contingency  
chi-square test.

Groups compared Outcome Question

Patients using new form 
of walking aid versus 
those using current 
standard equipment

Do or do not 
experience a fall 
during hospital stay

Does the choice of walking 
aid influence the risk of 
falls?

Nicotine users from most 
deprived quintile versus 
those from least deprived 
quintile

Smoke tobacco or 
use e-cigarettes

Is use of e-cigarettes among 
nicotine users associated 
with level of deprivation?

GP practices employing a 
practice pharmacist 
versus those that do not 
employ a practice 
pharmacist

Target for patient 
access to 
appointments is met 
or not met

Is patient access to 
appointments in GP 
practices linked to 
employment of a practice 
pharmacist?

Patients trained by 
doctors or nurses to use 
an inhaler

Satisfactory or 
unsatisfactory 
technique for inhaler 
use

Are those trained by one 
professional group more 
successful than those 
trained by the other?
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exercise to improve fitness before their surgery. The recorded outcome 
was whether the patient did or did not develop post-operative pneumo-
nia within the follow up period. The data are available as an MS Excel 
spreadsheet or SPSS data file; See last section of this chapter.

7.3  Presenting the Data

The data could be presented in a tabular or visual form – See Table 7.2 
and Figure 7.2 and 7.3. With our example data, either approach illus-
trates a lower proportion experiencing pneumonia among those 
receiving the physiotherapy and exercise intervention.

7.3.1 Contingency Tables

In Table 7.2, the results of the example study are shown as a contin-
gency table. It is vital that the actual count for each cell is included. It 
is also very useful to include the percentages for the various outcomes 
in each group.

7.3.2 Clustered or Stacked Bar Charts

Figures 7.2 and 7.3 show clustered and stacked bar charts of the cur-
rent data. Notice that while Figure 7.2 does provide the actual counts, 
Figure 7.3 only presents the proportions, not the counts; it would be 
vital to accompany the latter figure with a statement of the sample 
sizes for the two groups under comparison.

Table 7.2 Contingency table showing numbers and percentages 
with and without pneumonia among patients who do or do not receive 
physiotherapy and exercise in addition to normal care.

Usual care only Additional physiotherapy and exercise

Without pneumonia 190 (83.0%) 199 (91.7%)
With pneumonia 39 (17.0%) 18 (8.3%)
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Pneumonia
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Figure 7.2 Clustered bar chart showing numbers with and without pneumonia 
among cardiac surgery patients who do or do not receive physiotherapy and 
exercise in addition to normal care.
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Figure 7.3 Stacked bar chart showing proportions with and without pneumonia 
among cardiac surgery patients who do or do not receive physiotherapy and 
exercise in addition to normal care.
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7.4  Data Requirements

You will use two categorical variables, one recording group membership 
and the other recording the outcome. Normal distributions are not rel-
evant for categorical data, so there are no requirements in this respect.

7.5  An Outline of the Test

Three aspects of the data will determine whether your results are sta-
tistically significant:

 ● The extent of the contrast between the proportions in the two 
groups. Large differences are more likely to be judged significant 
than small ones.

 ● The size of your samples. Large samples are more likely to return 
significant results than small ones.

 ● Is one of the outcomes always rare? If only a very small proportion 
of patients in both groups developed pneumonia, you would observe 
only small numbers of positive cases, and your estimates of the pro-
portions in this category would be imprecise. The result is therefore 
less likely to be returned as significant. Significance is most easily 
achieved if all categories are reasonably common.

7.6  Planning Sample Sizes

To calculate necessary sample sizes, you will need to provide four 
values:

 ● The baseline proportion of individuals that you expect to fall into 
one of the categories in one of your study groups. In the present 
example, you could provide the proportion you anticipate will suffer 
pneumonia in the control group (those receiving usual care). Let us 
say that you anticipate a 25% rate of pneumonia in the control group.

 ● The smallest difference between the two groups that you wish to be 
able to detect. You would indicate this as a proportion in the other 
group. If you quoted a figure of 12.5% for the intervention group, 
you would power your trial to allow the detection of a reduction of 
the rate of pneumonia from 25% in the controls to 12.5% or less in 
the intervention group.
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 ● The power you require. The more power you request, the larger 
your sample sizes will need to be. This is usually within the range 
80-95%, but using 90% is normally a good choice, unless you have 
special reasons to select anything else.

 ● What P-value1 you will consider as statistically significant. Typically, 
a P-value of less than 0.05 is appropriate.

The figures quoted above generate a necessary sample size of 216. 
This is the number in each experimental group, so at least 432 par-
ticipants are required to complete the study. You may need to increase 
this figure further as a recruitment target to allow for participant 
drop outs between recruitment and completion of the study. The 
degree to which this is necessary would depend on how likely it is 
that participants would drop out from your study – for a question-
naire survey, dropout from agreement to completion is generally low, 
but for a clinical intervention study, over a number of months, drop 
out could be quite large (30% or more). You can use known drop out 
figures from existing studies, where available, or estimate this based 
on experience or other studies with similar requirements on the 
participants.

See video listed at end of chapter for detailed instructions on calcu-
lating sample sizes.

7.7  Carrying Out the Test

For most packages (including SPSS), the data is entered in two col-
umns: one recording the group to which a participant/institution 
belongs (in the current case, Normal treatment only or Additional 
intervention) and another column for that participant’s outcome 
( currently, With or Without pneumonia). Alternatively, if you already 
have the data as a contingency table, the cell counts can be entered in 
the same pattern as in Table 7.2. The latter is referred to as “summa-
rized” format.

The outcome of the test is P = 0.009, which is statistically significant.
See the video listed at end of chapter for detailed instructions on 

carrying out the chi-square test.

1 The p-value may be referred to in software packages as “Alpha” – See glossary.
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7.8  Special Issues

7.8.1 Yates Correction

The mathematical calculations within the chi-square test assume that 
the observed numbers of individuals are continuous (e.g. we could 
observe 13.75 patients with pneumonia). The reality is that we can 
actually only observe whole numbers. This slightly biases the test in 
favor of a significant outcome. The Yates correction compensates for 
this by reducing the likelihood of significance. However, the correc-
tion can be too powerful and may make the test return a false negative. 
We recommend applying Yates’ correction only to contingency tables 
with two columns and two rows. For larger tables (three or more rows 
or three or more columns), do not apply it.

In the video mentioned above, you will be shown how to obtain the 
Yates-corrected results.

7.8.2 Low Expected Frequencies – Fisher’s Exact Test

When the software calculates the chi-square test, it generates some-
thing called “Expected frequencies” (see glossary) and, if any of these 
are below five, the chi-square test result can be unreliable. Note that it 
is the expected frequencies you need to consider; it does not necessar-
ily matter if some of the actual observed frequencies in your contin-
gency table are less than five. Most statistical packages will issue a 
warning if any expected frequencies are below five.

Fortunately, there is an alternative test – Fisher’s exact test – that will 
answer the same research question, and it does not involve the calcula-
tion of expected frequencies, so this problem is avoided. In the video, 
you will be shown how to determine whether a switch to Fisher’s exact 
test is required and how to obtain the results of the alternative test.

7.9  Describing the Effect Size

In the discussion that follows, there will be reference to the “Event.” You 
will have to decide, for your study, which outcome is the “Event” and 
which the “Non-event.” For our study, we will treat pneumonia as the 
event, but we could have chosen avoidance of pneumonia as the event.
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There are several ways to describe effect sizes when the outcome is 
categorical. You need to consider which is most effective with your 
data set. Part of your consideration should be whether, in your area of 
study, it is custom and practice to use one particular method; it would 
be helpful to make your results as comparable as possible with the 
existing literature. If you are uncertain which method to use, most of 
your readers will find it easy to comprehend the Relative Risk (RR).

In the following sections, note the technical use of the word “Risk”; 
it is simply used to mean the likelihood of the event. This is fine when 
the event is something undesirable such as death or disease. However, 
the same word is also commonly used for the likelihood of desirable 
outcomes such as affecting a cure or conceiving a child when this was 
intended. You need to get used to the idea of the “Risk of being 
cured” – it simply refers to its likelihood.

The various different ways to describe effect size are summarized 
below, but you should see Rowe (2015; Chapter 19)1 for full details of 
the various methods. The video listed at the end of this chapter shows 
how to obtain these measures of effect size and their 95% confidence 
intervals.

 
If your study is of the case:control type, you must see section 7.9.5.

7.9.1 Absolute Risk Difference (ARD)

This is simply:

(Proportion with the event in the intervention/exposed group)  – 
(Proportion with the event in the control/unexposed group).

Note the convention that it is Intervention minus Control. The ARD 
can be expressed as either a proportion or a percentage. If you express 
it as a percentage, be careful with your wording. If the percentage with 
the event fell from 60% to 30%, you should not report this as “There 
was a reduction of 30%” as this may be misunderstood as meaning a 
reduction in the risk of the event by just under one third, when the risk 
actually falls by half. It would be much less ambiguous to say “There 
was an absolute reduction of 30 percentage points.”

1 Rowe P. Essential statistics for the pharmaceutical sciences, 2nd edn. Chichester: 
Wiley, 2015.
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In the current example, pre-operative physiotherapy and exercise 
were associated with a reduction in the rate of pneumonia from 
17.0% to 8.3%, giving an ARD of -8.7 percentage points. ARD is some-
times also shown as a decimal fraction – in this case, -0.087.

The 95% confidence interval for the effect of additional treatment is 
a change in the incidence of pneumonia by anything between -2.6 and 
-14.8 percentage points. The confidence interval can be calculated 
using a spreadsheet, which is available on our companion web-
site – see the end of this chapter for details on how to access this.

7.9.2 Number Needed to Treat (NNT)

This is the number of patients we would need to switch from one set 
of circumstances to another in order to achieve one additional favora-
ble outcome event (in this case, one more case avoiding pneumonia). 
It is calculated as:

 1/ ARD  

Any fractional value is always rounded upwards to a whole number. 
For the current study:

 NNT = =1 0 087 11 5/ . .  

Thus the NNT is rounded to twelve and we would need to provide 
the intervention to twelve additional patients in order to avoid one 
case of pneumonia.

Confidence intervals for NNTs are best avoided as they may be 
excessively sensitive to changes in the categorization of a single indi-
vidual, which can dramatically change the confidence limits.

7.9.3 Risk Ratio (RR)

This is also known as the “Relative Risk” or “Rate Ratio.” It is 
calculated as:

(Proportion with the event in the intervention/exposed group) / 
(Proportion with the event in the control/unexposed group).

Note the convention of using Intervention divided by Control. For 
the current study:

 RR = =17 0 8 3 0 49. % / . % .  
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A Risk Ratio of 0.49 tells the reader that the intervention caused an 
approximate halving in the likelihood of pneumonia.

The 95% CI for the RR is 0.29 to 0.83. This is obtainable from SPSS 
via the instructions given in the videos at the end of the chapter.

It can be misleading to quote the RR in cases where the risk is low. 
For example, if a normal, law-abiding member of the British public 
wore a bullet proof jacket at all times, the risk of being fatally shot dur-
ing a twelve month period might be reduced from one in ten million 
to one in fifty million. Quoting an RR of 0.2 makes it sound like a wise 
precaution, but the NNT (12.5 million) conveys its sheer futility.

7.9.4 Odds Ratio (OR)

First calculate the odds for each group as:

 
Odds Proportion with the event

Proportion without the ev
= ( )

(
   

   eent)  

Then calculate the odds ratio as:

 

( / )
(
Odds for the intervention exposed group

Odds for the con
    

   ttrol unexposed group/ )  

In this study:

Odds of pneumonia for the intervention group = 8.3% / 91.7% =.0905
Odds of pneumonia for the comparator group = 17.0% / 83.0% = 0.2048
Odds ratio = 0.0905 / 0.2048 = 0.44

An OR less than one tells the reader that the intervention reduced the 
likelihood of pneumonia. For many readers, the OR will be less intui-
tive than the RR, but where the event is uncommon (say, less than 10% 
in both study groups), the OR and RR are numerically almost equal 
and the OR can be interpreted virtually as if it was the RR (see Rowe 
2015 Section 19.2).

The 95% CI for the OR is 0.24 to 0.80. This is obtainable from SPSS 
using the instructions given in the videos listed at the end of the 
chapter.
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The null hypothesis (where the intervention has no effect) figure for 
both the RR and the OR is 1.0.

7.9.5 Case: Control Studies

Case: control studies are generally used in epidemiology. Two sets of 
subjects are selected, with one group containing individuals who have 
undergone a specified event – usually the development of a clinical 
condition – and those in the other group having not undergone the 
relevant event. The investigator then determines retrospectively 
whether each individual had been exposed to a particular circum-
stance that is suspected of changing the risk of the event. The question 
is then whether there is a difference in the proportions of those 
exposed and non-exposed in the two outcome groups. In these stud-
ies, the samples do not estimate the risk of the event among either the 
exposed or nonexposed individuals in the general population. It is 
therefore impossible to calculate the ARD, NNT or RR. However, it is 
possible to calculate the OR, and this is the indicator of effect size that 
is generally used.

7.10  How to Report the Analysis

7.10.1 Methods

You should include all of the following:

 ● How your sample size was calculated. (If it was not pre-calculated, 
say why not; maybe all available cases in a pre-existing database 
were used.)

 ● The variable used to divide the cases (patients or institutions) into 
groups (factor).

 ● The variable used to record the outcome.
 ● The name of the statistical analysis employed (use the exact same 

wording as that in the menu structure of the package you used).
 ● Options selected (if any are different from the program’s defaults).
 ● The P-value that would be considered as statistically significant.
 ● The name of your statistical package along with its version number 

and supplier.
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Suitable wording might be: 

Minimum sample sizes of 216 per group were calculated using the 
G*Power software (Heinrich-Heine-Universität Düsseldorf ), based on 
assumptions that there would be an approximately 25% incidence of 
pneumonia in the control group (give reEerences or justiEication) and 
that a reduction to 12.5% in the intervention group would be clinically 
meaningful (reEerences or justiEication). The a priori P-value was set at 
less than 0.05 and a power of 90% used in the calculation.

The proportions with pneumonia in the two groups were compared 
using the Crosstabs routine with the addition of a chi-square test (SPSS 
Version 23; IBM Corporation).

7.10.2 Results

You should include all of the following:

 ● The sample sizes used.
 ● The contingency table along with percentages for the various out-

comes in each group and/or a clustered or stacked bar chart.
 ● If Fisher’s exact test was used, describe the low expected frequen-

cies that lead to its use and report the P-value.
 ● If the chi-square test was used, the value of the test-statistic (chi-

square) may be reported but it can be left out in most cases; how-
ever, you must report the P-value.

 ● Where a chi-square test was used, whether Yates’ correction was 
applied.

 ● A statement as to whether statistical significance was achieved.
 ● An appropriate measure of effect size such as the ARD, RR, OR or 

NNT (or a combination of these). A 95% confidence interval should 
be included (unless the NNT is being used).

 Suitable wording might be:

The numbers of valid participants and proportions suffering pneumo-
nia in the two patient groups are shown in Table 7.2 (or Figure 7.2). 
There was a statistically significantly (Yates corrected P-value = 0.009) 
reduced incidence of pneumonia in the intervention group with the 
relative risk of pneumonia in the additional physiotherapy group being 
0.49 (95% CI 0.29 to 0.83).
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7.10.3 Discussion

It would be appropriate to explore the following points relating to 
your statistical analysis. Within this, you will need to provide and jus-
tify a value for the clinically/practically relevant difference.

 ● See Sections 6.5 and 6.6 for guidance on interpreting statistically 
significant or non-significant results.

 ● Whether or not statistically significant – the implications for public 
policy or professional practice.

7.11  Confounding and Logistic Regression

A commonly quoted example of confounding is the observation that 
the rate of lung cancer is higher among participants who carry matches 
than among those who do not, and yet only a fool would conclude that 
matches cause cancer – it is simply the fact that people who smoke 
tobacco (the likely cause of increased cancer risk) are much more 
likely to carry matches than those who do not smoke. The general 
feature of confounding is that two characteristics are associated with 
each other, but there is no direct causal relationship. Typically, this is 
because they share a third characteristic, which is the true causative 
factor – finding this can often be the hardest part of epidemiological 
or observational research where participants are not randomized to a 
particular group. In these studies, the investigator has no control over 
the group to which each participant belongs. It is then perfectly pos-
sible (in fact vey common) for the study groups to differ in several 
characteristics in addition to the one you are trying to study.

If you carry out an observational/epidemiological study and per-
form a series of chi-square tests, you may identify several factors as 
having statistically significant relationships with a particular outcome. 
However, you would have to consider the possibility that some of 
these factors might be confounded with each other. In such a case, you 
should combine those factors into a single logistic regression analysis. 
This is a technique that can consider several alleged factors within a 
single analysis and distinguish between those factors that are merely 
confounded and those that are directly related to the outcome. 
For example, if you included both match carrying and smoking status 
as possible factors and lung cancer as the outcome, this should con-
firm smoking as directly associated with the cancer, but reject match 
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carrying. Logistic regression would take account of the fact that indi-
viduals who smoked but did not carry matches had just as high a risk 
of cancer as those who smoked and did carry matches, and so the 
matches had nothing to do with the cancer.

If a combined logistic regression dismisses one of the factors as 
non-significant, it should not be claimed as having a causal relation-
ship with the outcome, even if it was apparently significant when ana-
lyzed in isolation in a chi-square test.

For a more comprehensive explanation (especially of logistic regres-
sion), see our sister publication (Rowe 2015) section 20.2. A video listed 
at the end of this chapter gives details of executing a logistic regression.

7.11.1 Reporting the Detection of Confounding

In the methods section, you need to describe each of the following 
unless they have already been reported elsewhere in your report:

 ● The outcome that was observed.
 ● The various factors that were tested.
 ● The name of the statistical analysis employed (use the exact same 

wording as that in the menu structure of the package you used).
 ● The name of your statistical package along with its version number 

and supplier.
 ● The P-value that would be considered statistically significant.

Suitable additional wording in the methods section might be: 

Binary logistic regression was performed using SPSS (Version 23; IBM 
Corporation) with lung cancer as the outcome and the carrying of 
matches and smoking as factors. An a priori value of P <0.05 was con-
sidered statistically significant.

In the results section you need to report the P-values for each of the 
possible factors and offer a diagnosis as to whether each had a genuinely 
independent effect or was confounded. Suitable wording might be:

Results: Binary logistic regression considering both factors simultane-
ously identified smoking as having a direct relationship with lung can-
cer (P = 0.001) but that there was no direct relationship between lung 
cancer and match-carrying (P = 0.71).
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7.12  Larger Tables

Table 7.2 has just two rows (Without or With pneumonia) and two 
columns (With pre-operative physiotherapy and exercise or Usual 
care). This is referred to as “Two-by-two” (or 2x2) and is the smallest 
possible contingency table, but it is possible to have one or more addi-
tional column(s) or row(s), making a three-way (or more) comparison. 
For example, we could have a table with three study groups (“Normal 
care,” two different packages of pre-operative physiotherapy & exer-
cise), and three outcomes of “No pneumonia,” “Pneumonia (success-
fully treated)” and “Pneumonia (fatal)”.

The chi-square test can be applied to these larger tables, but the 
Yates correction is not applicable (See section 7.8.1). However, there is 
a big difference in the ease of interpretation of the outcome. If you 
obtain a statistically significant result for a 2x2 table such as Table 7.2, 
the only possible interpretation is that pre-operative physiotherapy & 
exercise reduces the risk of pneumonia. However, if you increased 
both the number of rows and columns to three (as suggested in the 
previous paragraph), a significant result would be less easily inter-
preted. Is the real difference between the comparator and interven-
tion 1, between the comparator and intervention 2, or between the 
two intervention methods? Similarly, is the significant difference 
between the rates of no pneumonia and non-fatal pneumonia or some 
other contrast?

There is a further problem; with larger tables, you cannot calculate 
measures of effect size such as the risk ratio or odds ratio in the simple 
and unambiguous way that was shown in section 7.9.

Given these issues, it is wise to try to design your study to generate 
2x2 tables, such that your findings are clearly interpretable and more 
likely to be useful to practice or policy.

7.12.1 Collapsing Tables

It can be quite tempting to indulge in “collapsing” large contingency 
tables. For instance, if we had created three outcomes of No pneumo-
nia, Treatable pneumonia and Fatal pneumonia, we could reduce the 
size and complexity of the table by combining the last two categories, 
leaving us with just With/Without pneumonia. However, we might 
also decide to collapse the table to Survived/Died. This introduces 
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possible multiple testing and increased risk of false positives as out-
lined in Chapter 5. With very complex tables that do not achieve sta-
tistical significance, there is a good chance of hitting upon some form 
of collapsing that does give apparent significance. Collapsing of tables 
should be used judiciously and, unless pre-planned, reported appro-
priately as a secondary analysis.

It has to be recognized that investigators using pre-existing data-
bases may well be faced with data structures of considerable complex-
ity, where collapsing of categories is an essential step toward making 
any sense of the results. A few points to consider follow:

 ● Ideally, the specific form of collapsing would have been pre-planned 
before the results were seen.

 ● If the full table is already statistically significant and the goal is sim-
ply to identify where significance lies or allow the calculation of an 
effect size such as relative risk, there should be no great objection.

 ● If the data structure allows few logical patterns of collapsing, the 
problem is less serious.

 ● If none of the above apply, but collapsing of categories is judged 
essential, then the risk of false positive findings must be addressed 
within the discussion and any statistically significant findings 
treated with due modesty.

7 12.2  Reducing Tables

Let us say that you performed the physiotherapy trial with three 
 treatments (Control, Physiotherapy package 1 and Physiotherapy 
package 2) and outcomes of Pneumonia /No pneumonia, and you 
achieved statistical significance. All you would know was that there 
was at least one treatment that differed from one other, but which of 
the possible comparisons (Control v Treatment 1; Control v Treatment 
2; Treatment 1 v Treatment 2) were significant? It could be any one (or 
several) of these.

One approach would be to reduce the 2x3 table to a 2x2 table by 
omitting Treatment 2. You could then use another chi-square test to 
unambiguously compare control versus Treatment 1. Similar maneu-
vers could then be used to compare Control versus Treatment 2 and 
Treatment 1 versus Treatment 2 (a total of three tests). However, this 
now constitutes multiple testing, and you would need to apply the 
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Bonferroni correction (Section  5.2.3), only claiming statistical 
 significance if P < 0.0167. While this approach is technically valid, we 
would still recommend sticking to simple, easily interpreted studies 
that will fit into a 2x2 table.

7.13  Relevant Videos etc.

The following are available at 
www.wiley.com/go/Mackridge/APracticalApproachtoUsingStatisticsin 
HealthResearch

Videos

Video_1.1_SPSS_Basics: The absolute basics of using SPSS
Video_7.1_ChiSquare_SampSize: Using G*Power for chi-square 

 sample size calculation
Video_7.2_ChiSquareTest: Using SPSS for contingency tables, chi-

square test, Yates correction, Fisher’s exact test, and Relative 
Risk etc. plus confidence intervals

Video_7.3_DetectingConfounding: Using SPSS for logistic regression 
to detect confounding

SPSS data files

SPSS_7.1_PhysiotherapyPneumonia: The data for the example used to 
illustrate this chapter

Spreadsheets

Spreadsheet_7.1_PhysiotherapyPneumonia.xlsx: The data for the 
example used to illustrate this chapter

Spreadsheet_7.2_RR_OR_NNT_Calculator.xlsx. Spreadsheet for cal-
culating Relative Risk, Odds Ratio, and Number Needed to Treat 
and 95% confidence intervals
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The terms “Independent samples t‐test” and “Two‐sample t‐test” are 
entirely interchangeable, describing the same test.

8.1  When Is the Test Applied?

Figure 8.1 shows the circumstances where a two‐sample t‐test is used:

 ● There are two categorically different conditions or groups (factor).
 ● The outcome is a continuously varying measure.
 ● Each subject provides just one outcome result  –  Subjects A…E 

under condition 1 and F…J under condition 2.
 ● What is being tested is the appearance that there are greater values 

for the measured outcome under one condition than under the 
other.

Some examples where this test is appropriate are shown in Table 8.1

8.2 An Example

In our example, we take the last case in Table 8.1. We have used a 
visual analog scale to determine the level of pain being experienced by 
women 24 hours after either abdominal or laparoscopic hysterectomy. 
The scale produces scores of between 0 and 100, where 100 represents 
the highest level of pain. (The dataset is available as an MS Excel 
spreadsheet and an SPSS data file listed at the end of this chapter.)

Independent Samples (Two‐Sample) T‐Test
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Figure 8.1 Circumstances when an independent samples t‐test is used.

Table 8.1 Examples of studies that would be analyzed by an independent 
samples (two‐sample) t‐test.

Comparison made Outcome Question

People in a group who use a 
cholesterol lowering spread 
in place of butter for a three 
month period versus 
another group who make no 
change.

Change in serum 
cholesterol between 
beginning and end of 
study period.

Does the experimental 
spread influence 
serum cholesterol 
levels?

Hospitalized patients 
receiving routine care versus 
those receiving additional 
planned nurse review every 
one to two hours.

Score on a standardized 
questionnaire assessing 
patient satisfaction with 
nursing care.

Is the additional 
planned attention 
reflected in a change 
in patient satisfaction 
with nursing care?

Patients with lower back 
pain given access to an 
eight‐week program of 
physiotherapy versus those 
not given such access.

Change in score 
between beginning and 
end of study period on a 
standardized functional 
disability questionnaire.

Does access to 
physiotherapy change 
levels of functional 
disability in such 
patients?

Patients undergoing 
laparoscopic versus those 
having abdominal 
hysterectomies.

Visual analog scale 
for pain 24 hours 
post‐surgery.

Are pain levels 
different according to 
mode of surgery?
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8.3  Presenting the Data

8.3.1 Numerically

You should report the sample size, mean, and standard deviation for 
the outcome in both study groups. You should also report the differ-
ence between the two sample means and its 95% confidence interval. 
The final point is vital and might be reported as “The estimated differ-
ence between the mean pain levels for the two groups was 14.4 points 
(95% confidence interval 8.5 to 20.4 points), positive values represent-
ing higher pain in the abdominal surgery group.”

8.3.2 Graphically

For a general discussion of how to present continuously varying meas-
ured data, see Chapter 3. You would probably use histograms or dot 
plots. Histograms require reasonably large data sets to work effec-
tively. Dot plots may be the only effective way to represent small data 
sets. In the current case, there is enough data to produce effective 
histograms (Figure 8.2). These show apparently lower pain levels with 
the laparoscopic procedure.

8.4  Data Requirements

8.4.1 Variables Required

Almost all statistical software programs will accept the data stored as 
two variables (columns in SPSS).

 ● A categorical variable will be used to divide the subjects into two 
groups: in our case, this describes which surgical procedure was 
used (Laproscopic or Abdominal).

 ● A continuous measured variable to record the outcome: the visual 
analog pain scores (0–100).

8.4.2 Normal Distribution of the Outcome Variable 
Within the Two Samples

It is a requirement that each of your samples should be approximately 
normally distributed. See Chapter two for a general discussion of the 



8 Independent Samples (Two‐Sample) T‐Test76

detection of non‐normal distribution using histograms and normal 
probability plots. The distributions in Figure 8.2 show approximately 
normal distributions, and normal probability plots of this data 
(Figure 8.3) show no signs of long‐tailed distributions.

Notice that you must check for normality in both data sets sepa-
rately. If the two study groups are each normally distributed and have 
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Figure 8.2 Histograms of visual analog scores for pain 24 hours after abdominal 
or laparoscopic hysterectomy. (a) Abdominal, (b) Laparoscopic. 



8.4 ata  eequiements 77

different means, then a combination of both data sets will not be 
 normally distributed.

With this example data, there is no evidence of any of the problems 
mentioned in Chapter  2, and it is reasonable to treat the data as 
 adequately approximating a normal distribution.
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Figure 8.3 Normal probability plots of pain data following (a) Abdominal or 
(b) Laparoscopic hysterectomy.
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If data is severely non‐normal due to positive skew, it may be 
possible to convert the data to normality using the log‐transform. A 
video listed at the end of this chapter gives details of using SPSS to 
check for normality and for log transformation of non‐normal data to 
normality. If the data cannot be transformed to normality, you should 
use the non‐parametric Mann–Whitney test (see Chapter 9).

8.4.3 Equal Standard Deviations

For a classical t‐test, it is also a condition that your samples have 
approximately equal standard deviations (SDs). See Section 6.1 for a 
general discussion of detection of unequal SDs. If problems arise, 
there is an alternative form of the test (Welch’s approximate t‐test) 
that is tolerant of differing SDs. However, with approximately similar 
SDs, it is best to use the classical t‐test, as it is a little more powerful. 
Switching to Welch’s test is covered in a video listed at the end of this 
chapter. With the current data, the SDs for the two samples are accept-
ably similar (±12.2 and 10.7).

8.4.4 Equal Sample Sizes

Equality of sample sizes is not a condition for the independent sam-
ples t‐test. However, for any given total number of observations, sta-
tistical power is greatest with the data divided equally between the 
two samples.

8.5  An Outline of the Test

Three aspects of the data will determine whether your results are 
statistically significant:

 ● The size of difference between the two sample means: A small 
difference is likely to be dismissed as statistically non‐significant, 
while a large difference is more likely to achieve significance.

 ● The size of your samples: It is very difficult for small samples to 
provide adequate evidence of a real difference, whereas large 
samples are more likely to result in statistical significance.
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 ● The standard deviation within each sample: Highly varying data 
(large standard deviation) leaves greater uncertainty as to the true 
mean value for each group, and hence it is harder to be sure there is 
a real difference between them.

8.6  Planning Sample Sizes

To calculate necessary sample sizes, you will need to provide four values:

 ● The smallest difference between the two means that you wish to 
be  able to detect. This will probably be the Clinically Relevant 
Difference (See glossary). Small differences are hard to detect, and 
large samples will be needed; large differences stand out clearly, and 
even small samples will suffice.

 ● The anticipated standard deviation in the two samples  –  see 
Section 6.2.

 ● The power you require – see glossary. The more power you require, 
the larger your sample sizes will need to be. For most purposes, 90% 
power is a reasonable figure.

 ● The P‐value you will consider as statistically significant. Most statis-
tical packages use a default value of 0.05. The program may refer to 
this as “Alpha” – see glossary.

See a video listed at the end of this chapter for detailed instructions 
on using G*Power to calculate sample sizes.

8.7  Carrying Out the Test

See a video listed at the end of this chapter for detailed instructions on 
carrying out the t‐test.

8.8  Describing the Effect Size

The effect size is described as the estimated difference between the 
two group means and its 95% confidence interval. In the hysterectomy 
example, there is a difference of 14.4 points on the visual analog scale 
(95% CI 8.5 to 20.4).
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8.9  How to Describe the Test, the Statistical 
and Practical Significance of Your Findings 
in Your Report

8.9.1 Methods Section

In this section, you should set out the following:

 ● How your sample size was calculated. If it was not pre‐calculated, say 
why not; maybe all available cases in a pre‐existing database were used.

 ● The variable used to divide patients/institutions into two groups 
(e.g. laproscopic vs. abdominal surgical technique).

 ● The variable used to record the measured outcomes (e.g. the VAS 
pain score).

 ● The name of the statistical analysis employed (use the exact same 
wording as that in the menu structure of the package you used).

 ● Any options selected that differ from the program’s default settings 
(e.g. the use of Welch’s test in place of the classical t‐test).

 ● The P‐value that would be considered as statistically significant.
 ● The name of your statistical package along with its version number 

and supplier.

Suitable wording might be:
 

A minimum sample size of 23 in each group was calculated using 
G*Power (v 3.1; Heinrich‐Heine‐Universität, Düsseldorf ). The calculation 
was based on being able to detect a difference of 10 points between 
the mean pain scores for the two groups and a standard deviation of 10 
points in both groups (Guve ieEeienses oi jqstuEusatuon). An a priori value 
of P <0.05 and a 90% power were used in the calculation. The main 
analysis was carried out using SPSS (Version 22; IBM Corporation), using 
the Independent‐samples t‐test.

8.9.2 Results Section

In this section, you should set out the following:

 ● The sample size, mean, and standard deviation for the outcome 
variable in each group, along with histograms or dot plots, depend-
ent upon sample sizes.

 ● State if there was strong evidence of non‐normality (giving the basis 
for the conclusion) and whether the standard deviations were 
approximately equal.
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 ● If a switch was made to Welch’s approximate t‐test due to con-
cerns about unequal standard deviations, this should be men-
tioned here.

 ● The P‐value and a statement as to whether statistical significance 
was achieved.

 ● The difference between the group means, and its 95% confidence 
interval.

 Suitable wording might be:

8.9.3 Discussion Section

It would be appropriate to explore the following points relating to 
your statistical analysis. Within this, you will need to provide and jus-
tify a value for the clinically/practically relevant difference.

 ● See Chapter 6 for guidance on interpreting statistically significant 
or non‐significant results.

 ● Whether or not statistically significant – the implications for public 
policy or professional practice.

8.10  Relevant Videos etc.

The following are available at 
www.wiley.com/go/Mackridge/APracticalApproachtoUsingStatisticsin 
HealthResearch

Videos

Video_1.1_SPSS_Basics: The absolute basics of using SPSS
Video_2.1_NormalityTesting: Using SPSS to determine whether 

measured data follows a normal distribution and log transforma-
tion to improve normality

A total of 30 participants were included in each group and their pain 
levels are summarized in Figure 8.2. The latter figure and normal 
probability plots showed no marked deviation from normal 
distributions. There was a statistically significant reduction (P‐value 
<0.001) in pain scores experienced by those undergoing laparoscopic 
methods (40.8 ± 12.2) in comparison to those receiving the abdominal 
approach (55.2 ± 10.7). The difference between the mean pain levels 
was 14.4 points (95% confidence interval 8.5 to 20.37).
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Video_8.1_t‐test_SampSize: Using G*Power to calculate necessary 
sample size for a t‐test

Video_8.2_t‐test: Using SPSS to perform the t‐test and (if necessary) 
switch to Welch’s test

SPSS data files

SPSS_8.1_Hysterectomies: The data for the example used to illustrate 
this chapter.

Spreadsheets

Spreadsheet_8.1_hysterectomies.xlsx: The data for the example used 
to illustrate this chapter.



83

A Practical Approach to Using Statistics in Health Research: From Planning to Reporting,
First Edition. Adam Mackridge and Philip Rowe.
© 2018 John Wiley & Sons, Inc. Published 2018 by John Wiley & Sons, Inc.
Companion website: www.wiley.com/go/Mackridge/ 
APracticalApproachtoUsingStatisticsinHealthResearch

9

This test is also known as the “Wilcoxon rank sum test.” However, that 
term is best avoided as it is so easily confused with the “Wilcoxon 
signed rank test.”

9.1  When Is the Test Applied?

Figure 9.1 shows the circumstances where a Mann–Whitney test is used:

 ● The factor is categorical, with only two separate groups of individ-
ual patients or two sets of institutions etc.

 ● The outcome is an ordinal variable (or a continuously varying meas-
ured variable that is not normally distributed and cannot be 
transformed).

 ● Each participant provides just one outcome result  –  Participants 
A…E under condition 1 and F…J under condition 2.

 ● What is being tested is the appearance of generally higher values for 
the ordinal outcome under one condition than under the other.

Some examples are shown in Table 9.1. (For full details see Rowe 
Chapter 21, Section 2.)

9.2  An Example

In our example, we take the first case in Table 9.1. We have data on 
male and female clients’ preferences for receiving stopping smoking 

Mann–Whitney Test
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Figure 9.1 Circumstances when a Mann–Whitney test is used.

Table 9.1 Examples of studies that would be analyzed by a Mann–Whitney test.

Comparison made Outcome Question

Male versus female 
smokers

Agreement with the 
statement “I would prefer 
to get stopping smoking 
advice face‐to‐face rather 
than some other way.” Five 
point scale: Strongly 
disagree (1); Disagree (2); 
Neutral (3); Agree (4); 
Strongly agree (5).

Is there a difference 
between the sexes in their 
preference for face‐to‐face 
stopping smoking advice 
over other forms of 
communication?

Patients randomized 
to receive or not 
receive acupuncture 
therapy prior to their 
dental treatment.

A ten‐point dental anxiety 
score (high scores 
represent greatest anxiety).

Does acupuncture make 
any difference to patients’ 
anxiety levels prior to 
dental treatment?

Children aged 11 to 
16 living to the east 
versus those living 
west of a lead 
smelting plant. 
(Prevailing wind is 
west to east.)

Blood plasma 
concentration of lead. 
(Concentrations constitute 
continuous measured data, 
but the measurements are 
markedly non‐normal and 
cannot be satisfactorily 
transformed to normality.)

Is there any difference 
between blood plasma 
concentrations of lead 
among children living 
downwind from the 
smelting plant compared 
to those living upwind?
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advice in a face‐to‐face consultation, over other forms of advice. 
The dataset is available as either an MS Excel spreadsheet or an SPSS 
data file listed at the end of this chapter.

9.3  Presenting the Data

9.3.1 Numerically

You should report the numbers of individuals who select each of 
the five levels of outcome in both study groups. As explained in 
Chapter  3, there is no universally satisfactory way to summarize 
such data. A good starting point is the median and interquartile 
range, but the median may fail to demonstrate a contrast between 
your study groups even when a difference is quite clearly present. 
You may have to use the mean and SD in some cases, but this is 
best presented as an addition to the median rather than as a 
substitute.

For the current data set, the median scores are 2 for males (IQR = 2) 
and 3 for females (IQR = 1). Within our sample, males are less ori-
ented toward personally provided advice.

9.3.2 Graphically

Bar charts such as Figure 9.2 are a good way to present this type of 
data. The tendency toward neutral or positive opinions among females 
compared to the preponderance of negative opinions among males is 
easily seen. A stacked bar chart could also be used.

9.3.3 Divide the Outcomes into Low and High Ranges

It may be appropriate to establish a cut‐point to divide the data into 
low and high ranges. This is most defensible if this is already estab-
lished practice with your particular scale or if there is a reasonable 
basis for choosing that cut‐point. In the current case, we might want 
to focus on individuals who express some positive support for face‐to‐
face delivery and so separate those expressing their agreement with 
the statement as levels 1, 2 or 3 (low values) from those at levels 4 or 5 
(high). This would give 81 out of 171 (47%) high values among females 
and 45 out of 148 (30%) for the males.
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9.4  Data Requirements

9.4.1 Variables Required

With most statistics packages such as SPSS you will use two 
variables:

 ● A categorical variable (the factor) will be used to divide the partici-
pants into two groups: in our case, this describes participants’ 
genders.

 ● An ordinal or continuous measured variable to record the outcome: 
in this case, their opinion scores. (In SPSS, you will have to declare 
the outcome as Scale even if it is actually ordinal. Otherwise the test 
will not be calculated.)

In some packages (such as Minitab) you will need to present the 
data in two variables, both containing values for the ordinal/measured 
endpoint (one for each gender).
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Figure 9.2 Bar charts showing numbers of individuals reporting various levels of 
agreement with the statement “I would prefer to get stopping smoking advice 
face‐to‐face rather than some other way” displayed by respondents’ sex.
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9.4.2 Normal Distributions and Equality  
of Standard Deviations

This is a nonparametric test, so there are no requirements for normal 
distributions or equal standard deviations.

9.4.3 Equal Sample Sizes

Equality of sample sizes is not a condition for this test; they are une-
qual in the current example. However, for any given total number of 
observations, statistical power is greatest with the data divided as 
equally as possible between the two samples.

9.5  An Outline of the Test

Three aspects of the data will determine whether your results are sta-
tistically significant:

 ● The extent of the contrast between the outcomes. If one group pro-
duces markedly higher values than the other, significance is likely. 
Marginal differences are less likely to achieve significance.

 ● Widely varying scores within each study group are less likely to 
result in significance than consistent values.

 ● The size of your samples: It is very difficult for small samples to 
provide adequate evidence of a real difference, whereas large sam-
ples are more likely to achieve statistical significance.

9.6  Statistical Significance

For the current example, the data is statistically significant (P<0.001).

9.7  Planning Sample Sizes

An exact calculation of necessary sample sizes for a study to be 
analyzed by the Mann–Whitney test is not straightforward; it would 
include specification of the data distribution anticipated within both 
study groups. As you have selected a nonparametric test, you are 
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probably not anticipating that your samples will follow simple normal 
distributions.

A pragmatic approach can be based upon the fact that even with the 
most unfavorable possible data distribution, the power of a Mann–
Whitney test can only fall to 86% of the power you would achieve by 
applying a t‐test to the same data. Taking this approach, you can cal-
culate sample sizes that would be required for a t‐test and then add 
15%. This will give adequate sample sizes (probably generous) when 
you apply a Mann–Whitney test to the results.

See a video listed at the end of this chapter for instructions on using 
G*Power to calculate sample sizes for a t‐test.

9.8  Carrying Out the Test

See a video listed at the end of this chapter for instructions on using 
SPSS to carry out the Mann–Whitney test.

9.9  Describing the Effect Size

There are several possible approaches to describing the extent of the 
difference between the two groups. No single one is applicable in all 
cases. You need to consider what is appropriate for your particular 
study.

 ● Report the difference between the median values for the two groups. 
Where the range of possible rankings is small, this may be a very 
crude indicator of difference and can sometimes be zero, i.e. equal 
medians for the two groups despite a histogram and the 
Mann–Whitney test indicating a clear and statistically significant 
difference.

 ● If the difference between medians is too insensitive to illustrate 
your findings, additionally report the difference between the mean 
values for the two groups. Quote the insensitivity of the median as 
justification for the additional use of the mean.

 ● Contrast the proportion of individuals in the two study groups who 
report values above/below a critical level. In the current case, 47% 
versus 30% respectively of females and males expressing Agreement 
or Strong agreement with the statement.
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9.10  How to Report the Test

9.10.1 Methods Section

In this section, you should set out the following:

 ● How your sample size was calculated. (If it was not pre‐calculated, say 
why not; maybe all available cases in a pre‐existing database were used.)

 ● The variable used to divide patients/institutions into two groups.
 ● The variable used to record the ordinal or continuous measured 

outcome.
 ● The name of the statistical analysis employed (use the exact same 

wording as that in the menu structure of the package you used).
 ● Any options selected if these differ from the program’s defaults.
 ● The P‐value that would be considered as statistically significant.
 ● The name of your statistical package along with its version number 

and supplier.

Suitable wording might be:
 

The minimum sample size was calculated as 125 in each group, using 
the approach described by Mackridge & Rowe (2018). In this, a differ-
ence of 0.5 (or more) between the two mean scores was to be detect-
able (ngive PefePences HP justificatiHn), and it was assumed that the 
standard deviation among the scores would be 1.30 points in both 
study groups. The a priori P‐value was set as <0.05, and 80% power was 
used in the calculation. The calculation was carried out using G*Power 
(Heinrich‐Heine‐Universität, Düsseldorf ).

The scores for the two genders were compared via the Mann–
Whitney test using SPSS (Version 23; IBM Corporation).

9.10.2 Results Section

In this section, you should set out the following:

 ● The number of participants in each study group.
 ● A table or bar charts presenting the numbers selecting each level of 

agreement for each group separately.
 ● A measure of effect size – one of the following:

 – the median and interquartile range for both genders; or
 – (possibly) the mean and SD for both genders; or
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 – the proportions of males and females who agreed or strongly 
agreed.

 ● If the original data was continuous measured, describe its distribu-
tion and state why a nonparametric test was used.

 ● The P‐value for the test and a statement as to whether the result was 
statistically significant.

Suitable wording might be
 

A total of 148 males and 171 females responded to the question about 
preference for face‐to‐face stopping‐smoking advice, and Figure 9.2 
shows the numbers in each group expressing various levels of agree-
ment with the statement.  Levels of agreement with the statement 
were statistically significantly (P<0.001) higher among females than 
males.  The proportions expressing agreement or strong agreement 
were 47% for females and 30% for males.

9.10.3 Discussion Section

A key part of your discussion will be to compare the effect size seen in 
your work against the minimum clinically/practically relevant differ-
ence. You will need to provide and justify a value for the latter.

Nonparametric methods do not generate any easily used confidence 
interval for the effect size, so you will not be able to follow fully the 
recommendations in Chapter 6. Some suggestions follow.

 ● For a non‐significant result: If sample sizes are small, be wary of say-
ing there is no effect; one may be present but you have failed to 
detect it. With large samples, you can more safely say that there is 
either no effect or, at the very least, any effect is very small and 
therefore probably not of any practical relevance.

 ● For a significant result: Discuss whether the effect size is great 
enough to be of practical consequence, and its implications for pub-
lic policy or professional practice.

Rowe (2015, Section 21.2.5)1 discusses in detail the interpretation of 
a statistically significant finding with a nonparametric test. It is always 
safe to use wording such as “Values for the endpoint are higher in 

1 Rowe P. Essential statistics for the pharmaceutical sciences, 2nd edn. Chichester: 
Wiley, 2015.
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group A than in group B.” Any claim that the median or mean is higher 
in one group than in the other would only be reliable if the distribu-
tions of the two sets of data were appropriate.

9.11  Relevant Videos etc.

The following are available at 
www.wiley.com/go/Mackridge/APracticalApproachtoUsingStatistics 
inHealthResearch

Videos

Video_1.1_SPSS_Basics: The absolute basics of using SPSS
Video_8.1_G*Power_t‐test: Using G*Power for t‐test sample size 

calculation
Video_9.1_MannWhitneyTest: Using SPSS for the Mann–Whitney 

test

SPSS data files

SPSS_9.1_SmokingAdvice: The data for the example used to illustrate 
this chapter.

Spreadsheets

Spreadsheet_9.1_SmokingAdvice: The data for the example used to 
illustrate this chapter.
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10.1  When Is the Test Applied?

Figure 10.1 shows the circumstances where a one‐way analysis of vari-
ance (ANOVA) is used:

 ● The factor is categorical with three or more different conditions or 
categories.

 ● The outcome is a continuous measured variable.
 ● Each subject provides just one outcome result  –  in Figure 10.1, 

Subjects A…E under condition 1, F…J under condition 2 and so on.
 ● The question is whether there are differences among the mean val-

ues of the measured outcome under the various conditions.

Some examples of studies where ANOVA would be appropriate are 
shown in Table 10.1. (For full details, see Rowe (2015) chapter  14, 
sections 1 and 2.)

10.2  An Example

In our example, we take the last case in Table 10.1. Do either of the 
two dietary modifications change the mean blood cholesterol levels 
compared to the control condition  –  Group (a)? The dataset is 
available as an SPSS data file or MS Excel spreadsheet as listed at the 
end of this chapter.

One‐Way Analysis of Variance (ANOVA) – Including 
Dunnett’s and Tukey’s Follow Up Tests
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10.3  Presenting the Data

10.3.1 Numerically

You should report the sample size, mean, and standard deviation for 
the measured outcome in each of the study groups.

10.3.2 Graphically

With large amounts of data, histograms work well, but for smaller 
datasets you may have to use some form of dot plot. In the current 
case, there is enough data for histograms to work satisfactorily, and 
Figure 10.2 shows trends toward reduced circulating cholesterol levels 
with both the margarine and nut supplementation, whereas the con-
trols have changes centered close to zero.

10.4  Data Requirements

10.4.1 Variables Required

You will use two variables (columns in SPSS):

 ● A categorical variable will divide the subjects into groups: in our 
case, this describes the type of dietary change.
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Figure 10.1 Structure of an experiment or survey where a one‐way analysis of 
variance would be appropriate.
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Table 10.1 Examples of studies that would be analyzed by a one‐way analysis 
of variance.

Comparison made Outcome Question

Four groups of women using 
different birth control methods

 – Combined oral contraceptive
 – Progestogen only oral 

contraceptive
 – Intramuscular injectable 

progestogen
 – Intrauterine device

Change in body 
weight (kg) during 
first three months of 
use

Are there any 
differences in mean 
weight change with 
different methods of 
contraception?

Subjects separated according to 
blood group (O, A, B, or AB)

Blood concentration 
of thrombomodulin 
(a circulating 
anticoagulant 
protein)

Do mean levels of this 
anticoagulant differ 
according to blood 
group?

Patients with chronic back pain

a)  Trained in progressive 
muscle relaxation

b)  Undergoing cognitive 
behavioral therapy

c)  Control group receiving 
“treatment as usual”

Change in visual 
analog scale (VAS) 
for pain (100 point 
scale)

Are there any 
differences in changes 
in perceived pain 
levels among the 
three treatment 
groups?

Three groups of subjects who 
for a three month period:

a)  Make no dietary change
b)  Use a cholesterol lowering 

spread (margarine) in place 
of their normal spread

c)  Supplement their diets with 
35 g of nuts per day

Change in serum 
cholesterol between 
beginning and end 
of study period

Do the experimental 
spread or additional 
nuts change mean 
serum cholesterol 
levels?

 ● A continuous measured variable will contain the outcome: the individ-
ual changes in cholesterol levels during the three month study period.

10.4.2 Normality of Distribution for the Outcome Variable 
Within the Three Samples

It is a requirement for ANOVA that the data within each study group 
should form an approximate normal distribution. See Sections 2.2.1 
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and 2.2.2 for details of how to check for non‐normal distribution and 
possible transformations to normality. In our case, Figure 10.2 showed 
no evidence of non‐normal distribution in any of the three datasets1:

 ● The data are unimodal.
 ● The highest frequencies are near the middle of the range of values 

(no evidence of skewness).
 ● Normal probability plots of this data show no signs of long‐tailed 

distributions.

Notice that you must check for normality in each dataset separately. 
If the various study groups are all normally distributed but have differ-
ent means, then a combination of all the datasets will not be normally 
distributed.

In the absence of any of the problems mentioned in Section 2.2.1, you 
can probably treat the data as adequately approximating normal distri-
butions. If the data cannot be transformed to normality, you can instead 
use the Kruskal–Wallis test (Chapter 11). See a video listed at the end of 
this chapter for details of using computer packages to check for normal-
ity and methods for transforming non‐normal data to normality.

10.4.3 Standard Deviations

It is also a requirement for ANOVA that all your samples should have 
similar standard deviations (SDs) (See Section 6.1). If your SDs look 
markedly different (e.g. one SD twice as great as another), there is a 
variant form of ANOVA (Welch’s) that will tolerate such differences. 
However, with approximately similar SDs, it is best to use the classical 
ANOVA as it is a little more powerful. A video listed at the end of this 
chapter shows how to switch to Welch’s test.

1 Note that in our example, we have recorded cholesterol measurements at the start and 
end of the study period and used these to calculate each individual participant’s 
cholesterol change. Since it is the changes that form the study outcome, these values are 
what need to be normally distributed – there is no need for the initial and final 
cholesterol values to form normal distributions.

Figure 10.2 Histograms of changes in blood cholesterol levels (mmol/l) over the 
three month study period for participants (a) making no dietary change, (b) using 
a cholesterol lowering spread in place of their normal spread, and (c) adding 35 g 
of nuts per day to their diet.
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10.4.4 Sample Sizes

Equality of sample sizes is not a condition for this test. However, for 
any given total number of observations, statistical power is greatest 
with the data divided equally among the groups. The only exception to 
this rule arises if you intend to use a Dunnett’s follow up test (See 
Section 10.6). This test makes increased use of the data from the refer-
ence group, and it is useful to have a larger sample size for this group 
when using Dunnett’s follow up test.

10.5  An Outline of the Test

Three aspects of the data will determine whether your results are sta-
tistically significant:

 ● The differences between the means for the various groups/condi-
tions: Large differences are more likely to be judged statistically sig-
nificant than small ones.

 ● The standard deviation within each sample: Highly varying data 
reduces the chances of significance.

 ● The size of your samples: Large samples are more likely to achieve 
significance than small ones.

10.6  Follow Up Tests

A significant result from the ANOVA tells you that at least one of the 
group means differs from one of the others to a statistically significant 
degree. Very frequently, this is not particularly useful in itself: you 
want to know exactly which condition/group differs from which other. 
So‐called “Follow up” tests are used to answer this question. There are 
huge numbers of these “Follow up” tests available, but the following 
two will cover most situations:

 ● Dunnett’s test: This takes one group as a base‐line reference; this 
would typically be your control group (treatment as usual or pla-
cebo intervention). It then tests for differences between the refer-
ence group and all other groups in turn. If there are groups A, B, and 
C and A is treated as the reference, then tests will be made of 
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A versus B and of A versus C. No test will be made for any difference 
between B and C.

 ● Tukey’s test: This tests for differences between all possible pairs 
of groups and does not require a reference group, so is likely to be 
more appropriate when you do not have a control group within 
your study design. If there are groups A, B, and C, it will test for 
differences between A and B, between A and C, and between 
B and C.

The output from these tests will include confidence intervals for the 
size of the differences between the means for all pairs of groups 
considered.

It is important to note that follow up tests typically require 
increased sample sizes where there are larger numbers of groups to 
compare. It is therefore important not to introduce additional study 
groups beyond those necessitated by the research question. A fuller 
account of the theory of these tests is presented in Rowe (2015) 
section 14.2.6.1

Details of how to perform ANOVA and how to add follow up tests 
are covered in a video listed at the end of this chapter.

10.7  Planning Sample Sizes

As calculating the sample size for ANOVA in G*Power is complex 
and burdensome, we do not recommend using it. Below is a sim-
pler approach that will provide you with the bare minimum 
requirement for your sample size, based on some key details of 
your study design:

1) How many different study groups will be considered?
2) The anticipated difference between the mean values for the two 

study groups that will show the greatest difference.
3) The anticipated standard deviation within the various groups. (See 

Section 6.2).
4) The power you wish to achieve – see glossary – we have assumed 

the commonly used figure of 90%.

1 Rowe P. Essential statistics for the pharmaceutical sciences, 2nd edn. Chichester: 
Wiley, 2015.
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You then calculate the ratio of (2) to (3) from the list (Difference in 
means/Standard deviation) and use this, along with your answer to (1) 
to select the relevant figure from Table 10.2.

For the current example, we have anticipated that the cholesterol 
reducing spread and control groups will provide the greatest contrast, 
with the spread causing a mean reduction of 0.25 mmol/l compared to 
no change in the mean for the control group. This gives a between‐
group contrast of 0.25 mmol/l. We have determined from previous 
studies that the SD for all groups is likely be 0.30 mmol/l. The ratio is 
then 0.25/0.30 = 0.83. From Table 10.2, three study groups and a ratio 
of 0.80 would require a sample size of 41. As our ratio falls between 0.8 
and 0.9, we can reasonably round this down to 40 in each study group.

10.8  Carrying Out the Test

See a video listed at the end of this chapter for detailed instructions on 
using SPSS to carry out an ANOVA and follow up tests.

Table 10.2 Necessary sample sizes per group for a one‐way analysis of variance 
requiring 90% power.

Ratio of greatest 
difference to SD Three groups Four groups Five groups Six groups

0.1 2532 2836 3082 3295
0.2 634 710 772 825
0.3 283 316 344 367
0.4 160 179 194 207
0.5 103 115 125 133
0.6 72 80 87 93
0.7 53 59 64 69
0.8 41 46 50 53
0.9 33 36 39 42
1.0 27 30 32 34
1.25 18 20 21 23
1.5 13 14 15 16
2 8 9 9 10
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10.9  Describing the Effect Size

Effect sizes are best described as the differences between means (plus 
95% confidence intervals) for whatever pairs of groups are considered 
in the follow up test.

10.10  How to Report the Test

10.10.1 Methods

Within your report you should specify:

 ● How your sample size was calculated. (If it was not pre‐calculated, 
say why not; maybe all available cases in a pre‐existing database 
were used.)

 ● Which groups were compared and the particular characteristic that 
defines the groups.

 ● The continuously varying end‐point.
 ● The name of the statistical test employed and that of any follow up 

test used (use the exact same wording as that in the menu structure 
of the software package you used).

 ● Any options selected other than the defaults within the package 
used and the reasons for this (e.g. Using Welch’s version of the test 
if SDs are severely unequal).

 ● The P‐value that would be considered as statistically significant.
 ● The name of your statistical package along with its version number 

and supplier.

Suitable wording could be:
 

Minimum sample sizes were calculated as 40 per group, using the 
approach described in Mackridge & Rowe (2018), based on a predicted 
intergroup difference of 0.25 mmol/L (ngive references or jqsaificaaion), 
a  standard deviation of 0.3 mmol/L (references or jqsaificaaion), and a 
power of 90%. An a priori P value of <0.05 was set.

A One‐Way ANOVA was performed using SPSS (Version 23; IBM 
Corporation) comparing cholesterol changes in the three dietary 
groups. A Dunnett’s test treating the control as the reference group 
was also undertaken to further explore intergroup differences.
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10.10.2 Results Section

In this section, you should set out the following:

 ● The number of participants/cases in each study group.
 ● The mean and standard deviation for the end‐point in each group 

along with histograms or dot plots, dependent upon sample sizes.
 ● State whether there was strong evidence of non‐normality.
 ● If a switch was made to Welch’s alternative form of the test due to 

concerns about unequal standard deviations, this should be described.
 ● The value of the test‐statistic (F) for ANOVA is frequently reported, 

but its usefulness is questionable and it is better omitted. However, 
the P‐value would certainly be reported.

 ● Whether statistical significance was achieved for the overall 
ANOVA.

 ● Whether the comparisons within any follow up test were statisti-
cally significant.

 ● The differences (plus confidence intervals) between the means for 
each pair of groups compared in any follow up test.

 Suitable wording might be:

10.10.3 Discussion Section

It would be appropriate to explore the following points relating to 
your statistical analysis. Within this, you will need to provide and jus-
tify a value for the clinically/practically relevant difference between 
any two groups.

There were a total of 148 participants in the study, with 45 in the  control 
group, 52 using margarine, and 51 using nuts. Histograms of the results 
showed no evidence of non‐normal data distributions. The mean ±SD 
for the change in cholesterol levels between the baseline and 3 months 
were Control –0.011±0.333; Margarine –0.365±0.306; and Nuts 
–0.282±0.347. An ANOVA demonstrated statistically significant differ-
ences between the study groups (P<0.001) and a Dunnett’s test con-
firmed that both intervention groups had statistically significant reduced 
cholesterol levels compared to the controls. Differences between the 
mean responses for the control and margarine groups were –0.354 
mmol/l (CI –0.205 to –0.503; P<0.001) and between the control and nuts 
groups were ‐0.271 mmol/l (CI –0.121 to –0.421; P<0.001).
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 ● See Sections 6.5 and 6.6 for guidance on interpreting statistically 
significant or non‐significant results.

 ● Whether or not statistically significant – the implications for public 
policy or professional practice.

10.11  Relevant Videos etc.

The following are available at 
www.wiley.com/go/Mackridge/APracticalApproachtoUsingStatisticsin 
HealthResearch

Videos

Video_1.1_SPSS_Basics: The absolute basics of using SPSS
Video_2.1_Normality testing: Using SPSS to determine whether 

measured data follows a normal distribution and log transforma-
tion to improve normality

Video_10_1_ANOVA: Using SPSS to perform a one‐way analysis of 
variance and follow up tests and switching to the Welch test where 
necessary.

SPSS data files

SPSS_10.1_Cholesterol: The data for the example used to illustrate 
this chapter.

Spreadsheets

Spreadsheet_10.1_Cholesterol: The data for the example used to 
 illustrate this chapter.
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11.1  When Is the Test Applied?

Figure 11.1 shows the circumstances where a Kruskal–Wallis test is 
used:

 ● There are a number of categorically different conditions or groups. 
Three are indicated in the figure, but there could be more than this.

 ● The outcome is an ordinal variable (or a continuously varying meas-
ured variable that is not normally distributed). Five levels of the ordinal 
measure are shown in the figure, but it could be more (or less) than this.

 ● Each participant provides just one outcome result  –  Participants 
A‐H under condition 1, I‐P under condition 2, and so on.

 ● What are being tested are the apparently greater or lower values of 
the ordinal outcome under the various conditions.

Some examples of studies where the Kruskal–Wallis test is applica-
ble are shown in Table 11.1. (For a more detailed description of this 
test, see Rowe (2015) section 21.4.2.)

11.2  An Example

In our example, we take the last case in Table 11.1: Experience of men-
strual problems with various forms of contraception. The extent of 
any problems was expressed on a five‐point ordinal scale of 1 = Nothing 
of concern; 2 = Slight; 3 = Moderate; 4 = Problematic; 5 = Severe.

Kruskal–Wallis
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The dataset is available in SPSS and MS Excel formats as listed at the 
end of this chapter.

11.3  Presenting the Data

11.3.1 Numerically

You could tabulate the numbers of individuals who report each of the 
five levels of menstrual problems in each study group as in Table 11.2.

As explained in Chapter 3, the median for five‐point scales is noto-
riously insensitive. Despite the marked difference between progesto-
gen only OCs and IUDs shown in Figure 11.2, their medians are 
identical. Consequently, it would be appropriate in this case to follow 
the advice in Section 3.2.1 and make additional use of the mean and 
SD (See Table 11.3) as this better illustrates the contrast between the 
progestogen only OC and IUDs, and is useful in describing this data 
clearly.

Another way to summarize the data is to present the proportions in 
each group with values above/below some sensible cut‐off value. If we 
consider that experiencing a moderate problem (or worse) brings a 
significant risk that the woman might want to discontinue use of the 
method, then we could use this as a cut point (see Table 11.4).
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Figure 11.1 The structure of a study suitable for analysis by a Kruskal–Wallis test.
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11.3.2 Graphically

Stacked bar charts such as Figure 11.2 are often a good way to present 
this type of data. They show the greater proportions of the higher lev-
els of problems (moderate, problematic, or severe) with the progesto-
gen only OC and injectables, and the generally low levels of problems 
for the combined OC group. This graph only presents proportions, 
not absolute numbers, so you would also need to include the numbers 
in each study group for clarity of reporting.

Table 11.1 Examples of studies that would be analyzed by a Kruskal–Wallis test.

Comparison made Outcome Question

Three groups: Senior 
and junior nurses and 
final year nursing 
students.

Score on a knowledge test 
containing eight questions 
concerning analgesics.

Are there different levels 
of knowledge among the 
three groups?

Families classified into 
three groups based on 
parental education 
level: Low, medium, 
and high.

Number of decayed, 
missing, or filled teeth in 
children aged thirteen. 
(Data very non‐normal)

Does children’s dental 
health vary according to 
parental education 
levels?

Three groups of 
residents: Inner city, 
suburban, and rural.

Daily sugar consumption. 
(Data is continuous 
measured, but results show 
varying degrees of positive 
skew – i.e. non‐normal 
distribution)

Does sugar consumption 
vary according to type of 
residential area?

Four groups of women 
(aged 30‐35) using 
different birth control 
methods

 ● Combined oral 
contraceptive

 ● Progestogen only 
oral contraceptive

 ● Intramuscular 
injectable 
progestogen

 ● Copper containing 
intrauterine device 
(IUD).

Response to the question 
“To what extent do you 
suffer from irregular, 
painful, or heavy menstrual 
periods or intermenstrual 
bleeding?” Responses on a 
five‐point scale.

Does experience of 
irregular, painful, or 
heavy menstrual periods 
or intermenstrual 
bleeding vary with 
different methods of 
contraception?
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Figure 11.2 Stacked bar chart showing percentages of individuals reporting 
various levels of menstrual problems displayed by contraceptive type. Higher 
grades indicate greater problems.

Table 11.2 Number of women reporting various levels of menstrual problems 
with different forms of contraception.

Experience of menstrual problems

(1) Nothing  
of concern (2) Slight (3) Moderate (4) Problematic

(5) 
Severe

Combined 
OC

95 24 11 5 0

Progestogen 
only OC

30 39 40 8 4

Injectable 29 43 24 6 1
IUD 49 40 19 3 0
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11.4  Data Requirements

11.4.1 Variables Required

With almost all statistics packages, you will use two variables (col-
umns in SPSS):

 ● A categorical variable will be used to divide the participants into 
groups: in our case, this describes the four contraception types.

 ● An ordinal or continuous measured variable to record the outcome: 
in this case, the five menstrual problem values. (In SPSS, you will 
have to declare the outcome as Scale even if it is actually ordinal. 
Otherwise the test will not be calculated.)

11.4.2 Normal Distributions and Standard Deviations

This is a nonparametric test and so there is no requirement for normal 
distributions or equal standard deviations in the data sets.

Table 11.3 Descriptive statistics for levels of menstrual problems in women using 
different methods of contraception.

Sample size Median Interquartile range Mean SD

Combined OC 135 1 1 1.45 0.80
Progestogen only OC 121 2 1.5 2.31 1.03
Injectable 103 2 2 2.10 0.91
IUD 111 2 1 1.78 0.82

Table 11.4 Numbers (and percentages) of women reporting lower or higher 
levels of menstrual problems with different forms of contraception.

Nothing of concern 
or slight issues

Moderate to severe 
problems

Combined OC 119 (88%) 16 (12%)
Progestogen only OC 69 (57%) 52 (43%)
Injectable 72 (70%) 31 (30%)
IUD 89 (80%) 22 (20%)
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11.4.3 Equal Sample Sizes

Equal sample sizes are not needed for this test (they are unequal in the 
current example). However, for any given total number of observa-
tions, statistical power is greatest with the data is divided equally 
between the various groups.

11.5  An Outline of the Test

Three aspects of the data will determine whether your results are sta-
tistically significant:

 ● The extent of the differences between the groups. If one group pro-
duces markedly higher values than one of the others, significance is 
likely. Marginal differences are less likely to achieve significance.

 ● Widely varying values within each study group are less likely to 
result in significance than cases with consistent values within each 
group.

 ● The size of your samples: It is very difficult for small samples to 
provide enough evidence of a real difference, whereas large samples 
are more likely to achieve statistical significance.

11.6  Planning Sample Sizes

An exact calculation of necessary sample sizes for a study to be ana-
lyzed by a Kruskal–Wallis test is not straightforward. However, a 
pragmatic approach can be based upon the fact that even with the 
most unfavorable circumstances, the power of a Kruskal–Wallis test is 
86% of that achieved by applying a one‐way analysis of variance 
(ANOVA) to the same data. Taking this approach, you can follow the 
procedure set out in Section 10.7 and then add 15% to the number. 
This will give adequate sample sizes when you apply a Kruskal–Wallis 
test to the results.

11.7  Carrying Out the Test

See a video listed at the end of the chapter for detailed instructions on 
using SPSS to carry out the Kruskal–Wallis test.
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11.8  Describing the Effect Size

There are several possible approaches to describing the extent of the 
difference between the groups, and no single one is applicable in all 
cases. You should review the discussion in Section 11.3 and consider 
what is appropriate for your particular study. The main options are:

 ● Report the difference between the median values for any pair of 
groups that is of interest; however this can be very insensitive.

 ● Additionally, report the difference between the mean values for two 
groups. Use the inadequate sensitivity of the medians to justify the 
inclusion of the means.

 ● Contrast the proportion of individuals in the study groups who 
report values above/below a critical level (See Table 11.4).

11.9  Determining Which Group Differs 
from Which Other

As with ANOVA, just knowing that there are some differences between 
the groups may well not be adequate; you may want to know which 
pairs of groups differ. The Kruskal–Wallis test does not have any sim-
ple equivalents of the Tukey or Dunnett’s tests (See Chapter 10). The 
best (albeit imperfect) solution is to carry out repeated Mann–Whitney 
tests between whichever pairs of groups you consider to be of interest, 
but apply the Bonferroni correction (Section 5.2.3) in order to avoid 
inflating the risk of false positives. If you wished to test every possible 
pair of groups in this study, that would entail a total of six tests, and the 
Bonferroni correction would require P < 0.0083 for any claim of statis-
tical significance. In the current case, five of the six possible compari-
sons are statistically significant (P < 0.001) with just the progestogen 
only OCs vs injectables (P = 0.111) and injectables vs IUDs (P = 0.010) 
not reaching significance.

11.10  How to Report the Test

11.10.1 Methods Section

 ● How your sample size was calculated. (If it was not pre‐calculated, 
say why not.)
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 ● The variable used to divide patients/organizations into groups (the 
factor).

 ● The variable used to record the ordinal or continuous measured 
outcome.

 ● The name of the statistical analysis employed (use the exact same 
wording as that in the package you used).

 ● Any options selected that differ from the program’s defaults.
 ● The P‐value that would be considered as statistically significant.
 ● The name of your statistical package along with its version number 

and supplier.

Suitable wording might be:

 Minimum sample sizes of 100 per group were calculated using the 
method described by Mackridge and Rowe (2018). This was based on 
assumptions that a difference of 0.5 between the mean values for two 
of the groups should be detectable (ngivr rrfrrrecrs Hr jusnificaniHe), that 
the standard deviation among the values would be 0.8 in all study 
groups (rrfrrrecrs Hr jusnificaniHe), and that statistical significance 
would require a P value of <0.05 and the target power would be 90%.

Overall statistical significance was assessed using the Kruskal–Wallis 
test and then, as follow up tests, all possible pairs of groups were 
compared using Mann–Whitney tests, applying a Bonferroni corrected 
requirement for P < 0.0083 for a claim of statistical significance. Both 
these tests were implemented using SPSS (Version 23; IBM Corporation).

11.10.2 Results Section

In this section, you should set out the following:

 ● The number of participants in each study group.
 ● With ordinal outcome data, a table or bar chart presenting the numbers 

reporting each level of the ordinal scale, for each group separately.
 ● A summary measure that can be used to assess the effect size 

(see Section 11.8).
 ● If the original data was continuous measured, describe its distribu-

tion and state why a nonparametric test was used.
 ● The P‐value for the test and a statement as to whether the result was 

statistically significant.
 ● If follow up tests were performed, describe these.
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Suitable wording might be:

 A total of 470 women participated in the study, with 135 receiving 
 combined OC, 121 Progestogen only OC, 103 injectable contraception 
and 111 having an IUD fitted. A Kruskal–Wallis test showed statistically 
significant differences (P < 0.001) among the levels of menstrual prob-
lems in the various groups (See Figure 11.2).  Bonferroni corrected 
Mann–Whitney tests showed statistically significant contrasts between 
all possible pairs of groups (P < 0.001) except the pairing of progesto-
gen only OCs and injectables (P = 0.111) and injectables and IUDs 
(P = 0.010). The proportions of women describing problems as Moderate 
(or worse) in each group were: Combined OC 12%; Progestogen only 
OC 43%; Injectables 30%; IUD 20%.

11.10.3 Discussion Section

A key part of your discussion will be to compare any effect sizes seen 
in your work against the minimum clinically/practically relevant 
 difference. You will need to provide and justify a value for the latter.

Nonparametric methods do not generate any easily used confidence 
interval for the effect size, so you will not be able to follow fully the 
recommendations in Chapter 6. Some suggestions follow.

 ● For a non‐significant result: If sample sizes are small, be wary of say-
ing there is no effect; one may be present, but you have failed to 
detect it. Where your sample has exceeded your calculated required 
sample size and the variance (SD) is no larger than that used in your 
calculation, you can more safely say that there is either no effect or, 
at the very least, any effect is very small (less than the minimum 
your set out in your sample size calculation) and therefore unlikely 
to be of any practical relevance.

 ● For a significant result: Discuss whether the effect size is great 
enough to be of practical consequence and its implications for pub-
lic policy or professional practice.

Rowe (2015, section 21.2.5)1 discusses in detail the interpretation of a 
statistically significant finding with a nonparametric test. It is always 
safe to use wording such as “Values for the endpoint are higher in group 

1 Rowe P. Essential statistics for the pharmaceutical sciences, 2nd edn. Chichester: 
Wiley, 2015.
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A than in group B.” Any claim that the median or mean is higher in one 
group than in the other would only be reliable if the distributions of the 
two sets of data conformed to the appropriate requirements.

11.11  Relevant Videos etc.

The following are available at 
www.wiley.com/go/Mackridge/APracticalApproachtoUsingStatisticsin 
HealthResearch

Videos

Video_1.1_SPSS_Basics: The absolute basics of using SPSS
Video _11.1_Kruskal–Wallis: Using SPSS to perform a Kruskal–Wallis 

analysis

SPSS data files

SPSS_11.1_Contraception: The data for the example used to illustrate 
this chapter.

Spreadsheets

Spreadsheet_11.1_Contraception.xlsx: The data for the example used 
to illustrate this chapter.
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12

12.1  When Is the Test Applied?

Figure 12.1 shows the circumstances where McNemar’s test is used:

 ● The factor is categorical with two different study conditions.
 ● The outcome is categorical with two possible options.
 ● All participants provide outcome results under both study conditions.
 ● Subjects A, B, G, and H show no change in outcome as they move from 

condition 1 to 2, but for subjects C…F, the change in conditions does 
produce a change in outcome. What is being tested is the apparently 
greater tendency to change from outcome A to B than from B to A.

(For full details, see Rowe (2015), section 18.6)
Note that this test can also be used with matched pairs. In Figure 12.1, 

“A” might refer to two matched individuals with one individual studied 
under one set of circumstances and the other under the alternative 
conditions. See the final two examples in Table 12.1.

Some examples where McNemar’s test would be appropriate are 
shown in Table 12.1.

12.2  An Example

In the first example (Table 12.1), each respondent fills in a question-
naire that ostensibly concerns participation in sporting activity, but 
includes a question as to whether they have ever smoked cannabis. 
They also take part in a face‐to‐face interview on sport that includes 

McNemar’s Test
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this question. The point of interest is whether people are more likely 
to acknowledge drug use in one context relative to the other. Note that 
the data is “related” or “paired” as we have two responses from each 
participant. The dataset is available as an MS Excel spreadsheet or an 
SPSS data file listed at the end of this chapter.

12.3  Presenting the Data

The most effective way to present the data is as in Table 12.2. This 
preserves the paired nature of the data and, in particular, the reader 
can identify the key individuals whose responses were different 
according to the means of questioning.

12.4  Data Requirements

You will need two categorical variables (columns in SPSS).

 ● One will record each participant’s response within the questionnaire.
 ● The other will record each participant’s responses during the interview.
 ● Each row represents one participant’s responses (with matched 

pairs, you would record the outcomes for each participant in a pair 
within the same row).

A
B
C
D
E

F
G
H

A
B
F

C
D
E 
G 
H

Categorical
outcome A 

Categorical
outcome B 

Condition/
Time point 1

Condition/
Time point 2

Figure 12.1 Structure of a study where a McNemar’s test would be used.
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Table 12.1 Examples of studies that would be analyzed by McNemar’s test.

Comparison made Outcome Question

Participants asked in a 
questionnaire if they have ever 
used cannabis and asked again 
in a face‐to‐face interview.

Do/Do not admit to 
use

Does the context 
influence the 
likelihood of 
admitting to 
cannabis use?

Patients with Type II diabetes 
carry out self‐monitoring of 
blood glucose before and again 
after receiving written 
instructions on correct 
procedure.

Do/Do not make at 
least one mistake 
during the procedure

Does receipt of the 
written instructions 
change the risk of 
making an error?

Pairs of matched individuals in 
addiction treatment program 
maintained over six months, 
with one of each pair being 
provided with methadone and 
the other being supplied with 
diamorphine.

Do/Do not achieve 
an acceptable level of 
attendance during 
that period of 
treatment

Does supplying 
diamorphine alter 
the likelihood of 
adequate attendance?

Pairs of patients matched 
according to sex, age, and level 
of educational achievement. 
One patient from each pair 
trained to use an inhaler by a 
nurse and the other trained by a 
doctor.

Satisfactory or 
unsatisfactory 
technique for inhaler 
use

Are those trained by 
one professional 
group more 
successful than those 
trained by the other?

Table 12.2 Responses to the question “Have you ever smoked cannabis?” when 
posed as part of a questionnaire or in a face‐to‐face interview.

Answered “No” in 
questionnaire

Answered “Yes” in 
questionnaire

Answered “No” in  
face‐to‐face interview

313 43

Answered “Yes” in face‐to‐
face interview

6 112
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12.5  An Outline of the Test

This test distinguishes between responses that are “Concordant” 
(where the outcome is the same in both conditions) and “Discordant” 
(where the outcome changes in different settings). In Table 12.2 there 
are 313 concordant No responses and 112 concordant Yes responses, 
respectively. Meanwhile, there are 43 discordant responses with an 
answer of Yes only in the questionnaire and 6 discordant cases with an 
answer of Yes only in the interview. The outcome of the test depends 
only on whether the two discordant figures are convincingly different; 
the size of the concordant sets is irrelevant.

12.6  Planning Sample Sizes

You will need the following values:

1) An estimate of the proportion of individuals who will give discord-
ant responses in one of the possible directions. For our example, 
we have predicted that 2% will answer yes in the interview and no 
in the questionnaire.

2) An estimate of the proportion of individuals who will give discord-
ant responses in the other possible direction. For our example, we 
have predicted that 10% will answer yes in the questionnaire and 
no in the interview.

3) You can then calculate the ratio of (1) to (2) as a measure of the 
sensitivity you require. Based on our predictions, of 10% and 2%, 
we wish to be able to detect a ratio between the two patterns of 
discordant response of 5.0. Note that smaller ratios will require 
much larger sample sizes, and restricting yourself to detecting 
ratios well above or below 1 will allow smaller sample sizes.

4) The power you require (see glossary) – we have used 90% in our 
example as this is suitable for most purposes.

5) What P‐value1 you will consider as statistically significant. 
Typically, P‐values of less than 0.05 are used.

Ideally, the figures for (1) and (2) would come from published work 
or a pilot study. If this is not possible, you would need to provide a 
justification in your write‐up as to how you estimated these figures.

1 The p‐value may be referred to in software packages as “Alpha” – see glossary.
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A spreadsheet for calculation of necessary sample size and a video 
demonstrating its use are listed at the end of this chapter.

12.7  Carrying Out the Test

The data will probably be presented in two variables (columns in SPSS):

 ● One recording the first result for each participant.
 ● One for the participants’ second results.

Each participant (or pair of participants) will have their data 
recorded in one row within SPSS.

A video listed at the end of this chapter gives detailed instructions 
on using SPSS to carry out the McNemar test.

12.8  Describing the Effect Size

It is best to report the ratio between the total numbers who admit use 
in a questionnaire (43 + 112 = 155) to the total who do so in an inter-
view (6 + 112 = 118), giving a ratio of 1.31. That suggests that a ques-
tionnaire will uncover approximately a one third greater use of 
cannabis than would be revealed during an interview.

12.9  How to Report the Test

12.9.1 Methods Section

In this section, you should set out the following:

 ● Assuming that your sample size was pre‐planned, describe how this 
was done.

 ● The categorical characteristic recorded under the two different 
circumstances.

 ● The name of the statistical procedure employed (use the exact same 
wording as that in the menu structure of the package you used).

 ● Any options selected that differ from the program’s defaults.
 ● The P‐value that would be considered statistically significant.
 ● The name of your statistical package along with its version number 

and supplier.
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Suitable wording might be:

 A minimum sample size of 193 was determined using a spreadsheet 
described by Mackridge and Rowe (2018), based on a prediction that 
2% of respondents would disclose cannabis use in the interview but 
not in the questionnaire, whilst 10% would disclose in the question-
naire but not in interview. An a priori P value of <0.05 and a power of 
90% power was used.

Testing was carried out using SPSS (Version 23; IBM Corporation), 
using the Crosstabs routine with the addition of a McNemar test.

12.9.2 Results Section

In this section, you should set out the following:

 ● A table arranged as in Table 12.2.
 ● The P‐value achieved.
 ● Whether statistical significance was achieved.
 ● The total number or proportion showing one particular outcome 

(in the current case, admitting drug use) under one set of circum-
stances and the total with the same outcome under the other cir-
cumstances. If statistically significant, then quote the ratio between 
the two outcomes.

Suitable wording might be:
 

The numbers of individuals showing the various patterns of responses are 
shown in Table 12.2. Respondents displayed a statistically significant 
(P < 0.001) tendency towards greater disclosure of cannabis use in a ques-
tionnaire (32.7%) rather than in an interview (24.9%), giving a ratio of 1.31.

12.9.3 Discussion Section

A key part of your discussion will be to compare any effect size seen in 
your work against the minimum clinically/practically relevant differ-
ence. You will need to provide and justify a value for the latter.

This test does not generate any easily usable confidence interval for 
effect size. However, there are a number of options for discussing 
effect size and significance:

 ● For a non‐significant result: If sample sizes are small, be wary of say-
ing there is no effect; one may be present but you have failed to 
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detect it. Where your sample has exceeded your calculated required 
sample size, you can more safely say that there is either no effect or, 
at the very least, any effect is very small (less than the minimum 
your set out in your sample size calculation) and therefore unlikely 
to be of any practical relevance.

 ● For a significant result: Discuss whether the effect size is great 
enough to be of practical consequence and its implications for pub-
lic policy or professional practice.

12.10  Relevant Videos etc.

The following are available at 
www.wiley.com/go/Mackridge/APracticalApproachtoUsingStatisticsin 
HealthResearch

Videos

Video_1.1_SPSS_Basics: The absolute basics of using SPSS
Video_12.1_McNemar: Using a spreadsheet to calculate necessary 

sample size for a McNemar test and how to perform the test using 
SPSS

SPSS data files

SPSS_12.1_CannabisUse: The data for the example used to illustrate 
this chapter.

Spreadsheets

Spreadsheet_12.1_CannabisUse: The data for the example used to 
illustrate this chapter.

Spreadsheet_12.2_McNemarSampSize: Spreadsheet to calculate nec-
essary sample size for a McNemar’s test.
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13.1  When Is the Test Applied?

Figure 13.1 shows the circumstances where a paired t‐test is used:

 ● The factor is categorical and there are two different conditions.
 ● The outcome is a continuously varying measurement.
 ● All participants provide outcome results under both study 

conditions.
 ● Alternatively, the test can be used with matched pairs of individuals, 

who each provide an outcome under one of the conditions (see the 
final example in Table 13.1).

Note that the test only uses each individual’s change in the meas-
ured outcome. In Figure 13.1, all individuals show greater values for 
the endpoint under the second condition. The question is whether 
there is convincing evidence of an overall trend toward change in one 
direction?

Although it might appear that the independent samples t‐test could 
perfectly well be used in this situation, the paired test can be much 
more powerful and should always be used when the data is related 
(paired).

For full details, see Rowe (2015) chapter 13.1
Some examples of where the test is appropriate are shown in 

Table 13.1.

Paired T‐Test

1 Rowe P. Essential statistics for the pharmaceutical sciences, 2nd edn. Chichester: 
Wiley, 2015.
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Figure 13.1 Structure of a study where a paired t‐test would be used.

Table 13.1 Examples of studies that would be analyzed by a paired t‐test.

Comparison made Outcome Question

Pre‐ versus post‐use of a diet. Body weight 
(kg)

Does the diet cause 
a change in weight?

One week and two weeks after moving 
from sea level to a high altitude 
residence.

Peripheral 
oxygen 
saturation

Is there further 
acclimatization after 
the first week?

Teeth dentally cleaned to remove all 
plaque then measure dental plaque after 
one month’s use of a manual toothbrush. 
Same participant repeats whole 
procedure but using electric toothbrush.

Index of 
dental 
plaque

Is there any 
difference between 
the effectiveness of 
manual and electric 
toothbrushes?

Before versus after a cycle of use of a 
combined oral contraceptive

Systolic 
blood 
pressure

Is use of the oral 
contraceptive 
associated with any 
change in blood 
pressure?

Pairs of participants matched for sex, 
age, weight, and serum cholesterol prior 
to study. Within each pair, one will 
substitute an allegedly cholesterol 
lowering spread for butter or margarine 
for a three month period, while the 
other participant makes no change.

Change in 
serum 
cholesterol 
between 
beginning 
and end of 
study period

Does the 
experimental spread 
influence serum 
cholesterol levels?
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13.2  An Example

For our example, we take the penultimate case in Table 13.1. Does 
starting to use a combined oral contraceptive (OC) lead to any change 
in systolic blood pressure? Participants take the OC for 28 days. Their 
systolic blood pressures are measured before and after the month’s 
use. The dataset is available as an MS Excel spreadsheet or SPSS data 
file listed at the end of this chapter.

13.3  Presenting the Data

13.3.1 Numerically

You should report the sample size (n = 21) and the mean and standard 
deviation for the endpoint under both study conditions (119.5 ± 10.7 
and 124.5 ± 13.7 mmHg prior to and after OC use, respectively). 
Additionally, you should also report the mean and SD for the changes 
that occurred within each individual between the two conditions 
(Increase of 5.0 ± 5.7 mmHg).

13.3.2 Graphically

The key values to present are the changes seen in each individual 
participant/institution. You could use a histogram or dot plot. 
Histograms require relatively large amounts of data to work 
 effectively and dot plots may be the only effective way to represent 
small data sets. In the current case, there is inadequate data for 
a  meaningful histogram, so we have produced a dot plot 
(Figure  13.2), which illustrates the main outcome of the experi-
ment; there are noticeably greater numbers of positive than nega-
tive changes, suggesting that this OC does increase systolic blood 
pressure.

Another potential way to present the data in order to show any 
general trend in the measured outcome is as in Figure 13.3, 
which may be referred to as a “Ladder plot.” This type of diagram 
loses its clarity if there are too many participants. In this case, it 
gives a good impression of the general upward trend in blood 
pressure.
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13.4  Data Requirements

13.4.1 Variables Required

You will require two continuously measured variables (columns in 
SPSS) that describe the same measured outcome under the two condi-
tions. Each row represents the pair of values from one participant or 
matched pair of participants.

13.4.2 Normal Distribution of the Outcome Data

It is not a requirement that the two sets of outcome values (in the cur-
rent case, the pre‐ and post‐treatment blood pressures) are normally 
distributed. However, it is a requirement that the individual changes in 
outcome between the two conditions are approximately normally dis-
tributed, as this is the data that the statistical test will be examining.

Section 2.2.1 describes how to test for normality. This is a relatively 
small data set and detection of non‐normality is not easy. However, 
Figure 13.2 shows no evidence of the data breaking up into distinct 
clusters (polymodality) nor is there any sign of skewness: i.e. we do 
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Figure 13.2 Dot plot showing changes in systolic blood pressure (mmHg) after 
one month’s use of a combined oral contraceptive.
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not see a high proportion of the data points clustered at either the low 
or high end of the range of observed values. We have also produced a 
normal probability plot (Figure 13.4) to check for long tails in our 
data, and everything looks good here. See a video listed at the end of 
this chapter for details of using statistical packages to check for 
normality.

As neither Figures 13.2 nor 13.4 give cause for concern, it is reason-
able to treat the blood pressure changes as being normally distributed.

If the individual changes do not form a normal distribution and 
the problem is positive skew, it may be possible to convert the data 
to normality using the log transform (see video listed at end of the 
chapter). If the data cannot be successfully transformed, then you 
can  instead use the non‐parametric Wilcoxon signed rank test (see 
Chapter 14).
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Figure 13.3 A ladder plot of systolic blood pressures (mmHg) before and after 
one month’s use of a combined oral contraceptive.
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13.4.3 Equal Standard Deviations

The paired t‐test only uses one set of values (the individual changes in 
outcome), so there is no issue of equal SDs

13.4.4 Equal Sample Sizes

There must obviously be equal numbers of data points in the two ini-
tial data sets. Unfortunately, if one value has been lost for a particular 
individual or matched pair, the other value will have to be discarded, 
as no individual change can be calculated for that  individual/pair.

13.5  An Outline of the Test

Three aspects of the data will determine whether your results are sta-
tistically significant:

 ● How far the mean value among the individual changes diverges 
from zero: A mean value near zero is less likely to be significant than 
one well away from zero.

 ● The size of your sample: the larger your sample, The greater the 
chances of statistical significance.
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Figure 13.4 Normal probability plot of the individual changes in systolic blood 
pressure used to test for any evidence of a long‐tailed distribution.
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 ● The standard deviation among the individual changes: Highly vary-
ing values are less likely to be statistically significant than consistent 
ones.

13.6  Planning Sample Sizes

To calculate necessary sample size, you will need four values:

 ● The smallest mean change that you consider to be practically/ 
clinically meaningful. The closer to zero this value is, the larger the 
sample size you will need (big differences can be detected by small 
samples).

 ● The anticipated standard deviation among the individual changes. 
Section 6.2 discusses the problem of trying to anticipate the SD for 
your data prior to collection.

 ● The power you require – see glossary. Higher powers (90% or 95%) 
require larger sample sizes. A figure of 90% is commonly used, but 
where data is difficult to obtain, this could be reduced to 80%.

 ● What P‐value2 will be considered as statistically significant. A value 
of less than 0.05 is usually appropriate.

See a video listed at the end of this chapter for detailed instructions 
on using G*Power to calculate a sample size.

13.7  Carrying Out the Test

See a video listed at the end of this chapter for detailed instructions on 
using SPSS to carry out the paired t‐test.

13.8  Describing the Effect Size

The effect size will be described as the mean among the individual 
changes in outcome between the two conditions and its 95% confi-
dence interval.

2 This may be referred to in software packages as “Alpha” – see glossary.
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13.9  How to Report the Test

13.9.1 Methods Section

In this section, you should set out the following:

 ● How your sample size was calculated (If it was not pre‐calculated, 
say why not; maybe all available cases in a pre‐existing database 
were used.)

 ● The continuously varying measured parameter used to record the 
endpoint under the two conditions.

 ● The name of the statistical analysis employed (use the exact same 
wording as that in the menu structure of the package you used).

 ● Any options selected.
 ● The P‐value that would be considered as statistically significant.
 ● The name of your statistical package along with its version number 

and supplier.

Suitable wording might be:
 

The minimum sample size was calculated to be 20, based on a mini-
mum clinically meaningful change in BP of 5mmHg and an estimated 
standard deviation among the changes in BP of 7.5 mmHg (ngive reEer-
eeses or jqstiEisatioe). An a priori value of P was set at <0.05, and a 
power of 80% was used in the calculation, which was carried out using 
G*Power (Version 3.1; Heinrich‐Heine‐Universität, Düsseldorf ).

The “Paired‐Samples T-Test” routine in SPSS (Version 23; IBM 
Corporation) was used to carry out the main analysis.

13.9.2 Results Section

In this section, you should set out the following:

 ● The valid sample size (excluding any data where only one of the two 
values are available).

 ● A statement concerning normal distribution in the data.
 ● The mean and SD for the endpoint in both data sets.
 ● A histogram or dot plot of the individual changes or a ladder plot of 

the two sets of results; the choice will depend to an extent upon 
your sample sizes – figures similar to Figure 13.2 or 13.3.
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 ● The P‐value and a statement as to whether statistical significance 
was achieved.

 ● The mean among the individual changes and its 95% confidence 
interval.

Suitable wording might be:
 

A total of 21 participants completed the study, with mean (± SD) sys-
tolic blood pressure before and after use of the oral contraceptive 
being 119.5 ± 10.7 and 124.5 ± 13.7 mmHg respectively. Individual 
changes in blood pressure are shown in Figure 13.2; this, along with a 
normal probability plot, showed no marked deviation from normal dis-
tribution. There was a statistically significant (P=0.001) increase in sys-
tolic blood pressure of 5.0 ± 5.7 (95% CI 2.4 to 7.5) mmHg following 
one month’s use of the oral contraceptive.

13.9.3 Discussion Section

It would be appropriate to explore the following points relating to 
your statistical analysis. Within this, you will need to provide and jus-
tify a value for the clinically/practically relevant difference.

 ● See Sections 6.5 and 6.6 for guidance on interpreting statistically 
significant or non‐significant results.

 ● Whether or not statistically significant – the implications for public 
policy or professional practice.

13.10  Relevant Videos etc.

The following are available at 
www.wiley.com/go/Mackridge/APracticalApproachtoUsingStatisticsin 
HealthResearch

Videos

Video_1.1_SPSS_Basics: The absolute basics of using SPSS
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Video_2.1_Normality testing: Using SPSS to determine whether 
measured data follows a normal distribution and log transforma-
tion to improve normality

Video_13.1_Paired_t_SampSize: Using G*Power for paired t sample 
size calculation

Video_13.2_Paired_t: Using SPSS to perform a paired t‐test

SPSS data files

SPSS_13.1_OralContracep: The data for the example used to illustrate 
this chapter.

Spreadsheets

Spreadsheet_13.1_OralContracep: The data for the example used to 
illustrate this chapter.
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This test is also known as the Wilcoxon paired samples test.

14.1  When Is the Test Applied?

Figure 14.1 shows the circumstances where a Wilcoxon signed rank 
test is used:

 ● The factor is categorical with two different conditions or time points.
 ● The outcome is an ordinal variable (or a continuously varying measured 

variable where the changes that occur are not normally distributed).
 ● All participants provide outcome results under both study conditions.
 ● Alternatively, the test can be used with matched pairs of individuals, 

who each provide an outcome under one of the conditions (see the 
final example in Table 14.1).

Note that the test only uses the changes in the ordinal endpoint; the 
fact that individual A produces higher values in both conditions than J 
is irrelevant. In the figure, all individuals show equal or lower values for 
the endpoint under the second condition, with no increases. The ques-
tion is whether there is convincing evidence of an overall downward 
trend in outcome values for Condition 2 compared to Condition 1.

For full details, see Rowe (2015)1 section 21.4.1.

Wilcoxon Signed Rank Test

1 Rowe P. Essential statistics for the pharmaceutical sciences, 2nd edn. Chichester: 
Wiley, 2015.
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Some examples where this test would be used are shown in 
Table 14.1.

14.2  An Example

In our example, we take the first case in Table 14.1. Is a new system for 
booking clinic appointments perceived as better/worse than the origi-
nal system? The dataset is available as an SPSS data file and an MS 
Excel spreadsheet as listed at the end of this chapter.

14.3  Presenting the Data

14.3.1 Numerically

You could use a table such as Table 14.2 to report the numbers of indi-
viduals who select each of the available levels of outcome at the two 
stages of the study.

The median for five‐point scales is notoriously insensitive and it may 
sometimes be appropriate to use the mean and SD (see Appendix 1 in 
Chapter 3). However, for the current data set, the median satisfaction 
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Figure 14.1 Structure of a study where a Wilcoxon signed rank test would be 
used.
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score was four before and three after the change in the system, indicat-
ing that there was a decline in satisfaction, and the median will suffice in 
this case.

However, as this is a paired study, it is often helpful to describe the 
pattern of changes in the opinions of individual participants (satisfac-
tion after the change minus satisfaction before). You could then report 
the median and inter‐quartile range (IQR) among these changes 
(Median = –1, IQR = 1).

Table 14.1 Examples of studies that would be analyzed by a Wilcoxon signed 
rank test.

Comparison made Outcome Question

Patients’ opinions 
concerning a clinic’s 
appointments booking 
system gathered before and 
after the implementation of 
a new system.

Satisfaction scale (1=Very 
dissatisfied; 2 = Dissatisfied; 
3 = Neutral; 4 = Satisfied; 
5 = Very satisfied). Each 
patient provided a grading 
both before and after the 
change.

Was the new system 
viewed as more/less 
satisfactory than the 
old one?

Patients with chronic lower 
back pain assessed before 
and after training in Pilates.

Self‐assessed score from 
disability questionnaire 
(Score range 0 – 11).

Is Pilates training 
followed by a 
change in perceived 
disability?

Children attending a school 
near a main road that is to 
be pedestrianized. Each 
child is studied before and 
after closure of the road.

Percentage of hemoglobin 
present as carboxy‐
haemoglobin (a marker of 
carbon monoxide 
exposure). Individual 
changes are markedly 
non‐normal and cannot be 
satisfactorily transformed 
to normality.

Is there any change 
in carbon monoxide 
exposure following 
road closure?

Pairs of dental technicians 
matched for gender, age, 
and years of employment. 
Within each pair, one had 
been on at least one 
training course during the 
previous year and the other 
had not.

Score on a five‐point scale 
for their sense of being a 
valued part of their 
professional team (Ranging 
from “Very strong” to “Not 
at all”).

Is attendance at a 
training scheme 
associated with a 
higher/lower sense 
of being 
professionally 
valued?
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Finally, you might decide that the target is a response of Satisfied or 
Very satisfied and hence report that 65 (63%) indicated satisfaction 
before the change, but this fell to 37 (36%) afterwards.

14.3.2 Graphically

You could use bar charts to show either the pattern of outcome scores 
under both study conditions or alternatively, to show the individual 
changes in scores. Figure 14.2 shows the satisfaction scores before and 
after the change to the booking system: high levels of satisfaction are 
less frequent after the change. An alternative approach is shown in 
Figure 14.3, which shows the individual changes in satisfaction; the 
preponderance of negative over positive changes is fairly obvious.

14.4  Data Requirements

14.4.1 Variables Required

You will require two variables (columns in SPSS) which describe the 
outcome data under the two conditions. Each row represents the pair 
of values from one participant or matched pair of participants. For our 
example, we would need one for satisfaction before and one for after 
the introduction of the new system. (In SPSS, you will have to declare 
the outcome as Scale even if it is actually ordinal. Otherwise the test 
will not be calculated.)

Table 14.2 Numbers of individuals expressing various levels of satisfaction 
with an appointment booking system, before and after change to system. Higher 
scores represent greater levels of satisfaction.

Satisfaction score Old system New system

1 (very dissatisfied) 11 17
2 (dissatisfied) 7 24
3 (neutral) 21 26
4 (satisfied) 42 25
5 (very satisfied) 23 12
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14.4.2 Normal Distributions and Equal Standard Deviations

The test is non‐parametric so there are no requirements for normality 
or equal standard deviations.

14.4.3 Equal Sample Sizes

There must be equal numbers of observations under the two 
conditions. If, for any individual, you do not have data under one of 
the conditions, then that participant has to be removed from the 
analysis.

14.5  An Outline of the Test

The outcome depends upon the degree of imbalance between positive 
and negative individual changes (as in Figure 14.3). If it is clear that 
positive changes are more numerous and/or of greater magnitude 
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Figure 14.2 Proportions of participants expressing various levels of satisfaction 
with the appointment booking system before and after introduction of the new 
system. Higher scores represent higher levels of satisfaction.
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than negative changes (or vice versa), significance is likely. As with all 
tests, the larger the sample size, the greater the chances of statistical 
significance.

14.6  Planning Sample Sizes

An exact calculation of necessary sample sizes for a study to be ana-
lyzed by a Wilcoxon signed rank test is not straightforward. However, 
a pragmatic approach can be based upon the fact that even with the 
most unfavorable circumstances, the power of a Wilcoxon signed rank 
test is 86% of that achieved by applying a paired t‐test to the same 
data. Taking this approach, you can follow the procedure to calculate 
sample sizes required for a paired t‐test and then add 15%. This will 
give adequate sample sizes when you apply a Wilcoxon signed rank 
test to the results.
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Figure 14.3 Bar chart of individual changes in satisfaction scores following 
introduction of the new appointment booking system. Negative and positive 
figures represent reduced or increased satisfaction, respectively.
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See Chapter 13 and the video listed at the end of this chapter for 
detailed instructions on using G*Power to calculate sample sizes for a 
paired t‐test.

14.7  Carrying Out the Test

See the video listed at the end of this chapter for detailed instructions 
on using SPSS to carry out the Wilcoxon signed rank test.

14.8  Describing the Effect Size

There are several possible approaches to describing the extent of the 
difference between the two situations, and no single one is applica-
ble in all cases. You should review the discussion in Section 14.3 and 
consider what is appropriate for your particular study. The main 
options are:

 ● Report the difference between the median values for the two data 
sets. This may be a very insensitive indicator of difference and can 
be zero, i.e. equal medians for the two groups despite the test indi-
cating a statistically significant difference.

 ● If the medians fail to illustrate the difference, report the difference 
between the mean values for the two groups. This should be an 
addition to, not a substitute for, reporting the medians. Explain why 
it was necessary to use the means owing to the insensitivity of the 
median in relation to your data.

 ● Report the median and/or mean among the individual differences 
in the outcome variable when comparing the two study conditions.

 ● Contrast the proportion of scores above/below a critical level in the 
two sets of data. This is most likely to be appropriate where there 
would be broad agreement that scores above a certain value are sat-
isfactory while those below are unsatisfactory (or vice versa). As an 
example, AUDIT (Alcohol Use Disorders Identification Test) scores 
of sixteen or more would generally be accepted as indicating a high 
enough risk associated with the pattern of alcohol use to justify 
referral to a specialist service.
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14.9  How to Report the Test

14.9.1 Methods Section

In this section, you should set out the following:

 ● How your sample size was calculated (if it was not pre‐calculated, 
say why not).

 ● The variable used to record the ordinal or continuous measured 
outcome under the two conditions.

 ● The name of the statistical analysis employed (use the exact same 
wording as that in the menu structure of the package you used).

 ● Any options selected if these differ from the program’s defaults.
 ● The P‐value that would be considered as statistically significant.
 ● The name of your statistical package along with its version number 

and supplier.

Suitable wording might be:
 

A minimum sample size of 97 was calculated using the approach 
described in Mackridge and Rowe (2018), based on the minimum mean-
ingful difference being a change of 0.5 in the opinion score (give PeoeP-
ences oP jOstioication) and that the standard deviation among these 
changes would be 1.5 points (PeoePences oP jOstioication). An a priori value 
of P was set at <0.05 to indicate significance and 90% power was required.

The satisfaction scores under the two conditions were compared via 
the non‐parametric related samples procedure in SPSS (Version 23; 
IBM Corporation).

14.9.2 Results Section

In this section, you should set out the following:

 ● The number of participants.
 ● The observed outcomes described by any of the methods set out in 

Section 14.3.
 ● A measure of effect size using any of the suggestions in Section 14.8.
 ● If the original data was continuous measured, describe its distribu-

tion and state why a non‐parametric test was used.
 ● The P‐value for the test and a statement as to whether the result is 

statistically significant.
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Suitable wording might be
 

A total of 104 participants provided valid responses for both time 
points. Figure 14.3 shows the frequencies for the various positive and 
negative changes in individuals’ responses on the satisfaction scale. 
There was a statistically significant (P < 0.001) reduction in satisfaction 
following the introduction of the new booking system, with those 
describing themselves as Satisfied or Very satisfied falling from 
65 (63%) prior to the change to 37 (36%) afterwards.

14.9.3 Discussion Section

A key part of your discussion will be to compare the effect size seen in 
your work against the minimum clinically/practically relevant differ-
ence. You will need to provide and justify a value for the latter.

Non‐parametric methods do not generate any easily usable confi-
dence interval for effect size. However, there are a number of options 
for discussing effect size and significance:

 ● For a non‐significant result: If sample sizes are small, be wary of saying 
there is no effect; one may be present but you have failed to detect it. 
Where your sample has exceeded your calculated required sample size, 
and the variance (SD) is no larger than that used in your calculation, you 
can more safely say that there is either no effect or, at the very least, any 
effect is very small (less than the minimum you set out in your sample 
size calculation) and therefore unlikely to be of any practical relevance.

 ● For a significant result: Discuss whether the effect size is great 
enough to be of practical consequence and its implications for pub-
lic policy or professional practice.

14.10  Relevant Videos etc.

The following are available at 
www.wiley.com/go/Mackridge/APracticalApproachtoUsingStatisticsin 
HealthResearch

Videos

Video_1.1_SPSS_Basics: The absolute basics of using SPSS
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Video_13.1_Paired_t_SampSize: Using G*Power for paired t sample 
size calculation

Video_14.1_WilcoxonSignedRank: Using SPSS to carry out a Wilcoxon 
signed rank test

SPSS data files

SPSS_14.1_AppointmentBooking. The data used to illustrate this 
chapter.

Spreadsheets

Spreadheet_14.1_AppointmentBooking.xlsx. The data used to illus-
trate this chapter.
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15.1  When Is the Test Applied?

Figure 15.1 shows the circumstances where a repeated measures 
Analysis of Variance (ANOVA) is used:

 ● The factor is categorical and there are three or more different times 
or study conditions.

 ● The outcome is a continuously varying measurement.
 ● All participants provide outcome results under all study conditions.

Note that the test only takes account of the changes that occur 
within each individual participant. The fact that participant A pro-
duces consistently higher values than E is irrelevant. What is being 
tested is the apparent trend, across all participants, for their values to 
be high under condition 3 and low under condition 2.

This test is well suited to longitudinal studies that track an outcome 
over time. A common scenario for this test is where participants are 
studied prior to and shortly after an intervention such as a training 
program, to see if a change occurs, but they are then studied again 
after a longer period to see if the intervention produced a lasting 
effect.

In principle, the model allows any number times/conditions to be 
studied, but it can become very difficult to interpret the results if too 
many variants are considered. As ever, our advice is “keep it simple” 
and limit yourself to the minimum useful number of conditions/
time‐points.

Repeated Measures Analysis of Variance
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Whenever a repeated measures ANOVA is applicable, it would be 
possible to use the simple one‐way analysis of variance. However, the 
repeated measures test is more powerful and is therefore preferable.

Some examples of where this test would be used are shown in 
Table 15.1.

15.2  An Example

For our example, we take the first case in Table 15.1: Does dietary 
training lead to short/longer term weight changes? A dataset for 106 
participants is available as an MS Excel spreadsheet or SPSS data file 
listed at the end of this chapter.

15.3  Presenting the Data

Table 15.2 contains part of the data (the first ten participants) from 
our diet example. This will be used to illustrate a number of general 
points. The first three columns give the weights of participants at 
the  three time points, and the fourth column gives each individual 
patient’s change in weight between the baseline and one month time 
points. The next column gives the differences in weight between the 
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Figure 15.1 Structure of a study where a repeated measures analysis of variance 
would be used.
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three month and one year time points, and finally we have the differ-
ences between the beginning and end of the study.

15.3.1 Numerical Presentation of the Data

Assuming space permits, it would be ideal to show the mean and 
standard deviation for the endpoint at each stage of the study condi-
tions (i.e. a summary of the data in the first three columns of Table 15.2) 
and also the means and SDs among the individual changes that occur 
(i.e. a summary of the data in the final three columns of Table 15.2). If 
this is not possible, you will have to decide which information is most 
important in the context of your study. For the current example, the 
most important information is probably the mean and SD among the 
individual responses to the diet, however it would also be important 
for the reader to know the mean weight prior to dieting, as this indi-
cates the extent of obesity among the participants.

15.3.2 Graphical Presentation of the Data

With small numbers of participants, it may be possible to use a ladder 
plot (as shown in Figure 15.2; first ten participants only). These are 
quite informative as they allow the reader to track individuals as they 

Table 15.1 Examples of studies that would be analyzed by a repeated measures 
analysis of variance.

Comparison made Outcome Question

Prior to, three months after, and 
one year after training in the use 
of a weight reducing diet.

Body weight 
(kg)

Does the diet cause a 
short term and/or 
sustained change in 
weight?

Prior to the use of Oral 
Contraceptives (OC), at the end of 
a cycle of use of a progestogen only 
OC, and then at the end of a cycle 
of use of a combined OC.

Systolic blood 
pressure

Is use of either or both 
of the types of oral 
contra‐ceptives 
associated with any 
change in blood 
pressure?

Patients with chronic lower back 
pain, at baseline, one month after 
and six months after exercise 
training.

Visual analog 
pain scale 
(Scores cover a 
range of 0–100)

Does the training 
cause short and/or 
long‐term changes in 
pain levels?
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Table 15.2 Weights of participants (kg) at the three time points, and the differences 
in weight comparing all possible pairs of time points (first ten participants only). 
Each row represents one participant.

Weight:
Baseline

Weight:
Three 
month

Weight:
One year

Difference:
Baseline 
and Three 
month

Difference:
Three 
month and 
One year

Difference:
Baseline 
and One 
year

127 107 100 –20 –7 –27
105 89 86 –16 –3 –19
132 116 125 –16 9 –7
121 106 108 –15 2 –13
106 90 98 –16 8 –8
118 108 112 –10 4 –6
123 111 111 –12 0 –12
112 99 108 –13 9 –4
105 91 101 –14 10 –4
116 96 90 –20 –6 –26

Mean 116.5 101.3 105.9 –15.2 4.6 –10.6
SD 9.5 9.6 3.3 1.0 1.4 1.8

progress through the various stages of the study, but they become 
impossibly complicated even with only moderate sample sizes; if too 
many lines are plotted, it is no longer possible to follow any of them. 
Figure 15.2 clearly shows an initial drop in weight and a partial rebound 
in weight at one year. If the number of participants is too great for a lad-
der plot, then you could produce a plot of the mean (±SD) for the out-
come at each stage of the study as in Figure 15.3, which summarizes the 
results for the full data set. This also shows a fall and rebound in weights.

15.4  Data Requirements

15.4.1 Variables Required

You will require a variable (column in SPSS) which describe the 
outcome data for each of the conditions/time‐points. Each row 
represents the values from one participant. For our example, we 
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Figure 15.2 Ladder plot showing individual weights (kg) for participants at the 
three time points in the study (first ten individuals only).
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Figure 15.3 Weights (kg) of participants at the three time points in the study 
(mean ± SD). (Data for all 106 participants are described.)
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would need three columns, for the baseline, three month follow‐up, 
and one year follow‐up.

15.4.2 Normal Distribution of the Outcome Data

There is no requirement for a normal distribution among the out-
come values for each condition/time point (the first three columns of 
Table  15.2). However, there is a requirement that the changes that 
occur as individuals progress from one stage of the study to another 
(final three columns of Table 15.2) are approximately normally dis-
tributed. A video listed at the end of this chapter will show you how to 
check for normal distribution. If it emerges that there is a severe prob-
lem of non‐normality, you should instead use the non‐parametric 
Friedman’s test (Chapter 16).

15.4.3 Equal Standard Deviations

As in the previous section, the differences in weights between time 
points are what concern us (the final three columns in Table 15.2), 
and these should display approximate equality among their SDs (See 
Section 6.1).

15.4.4 Equal Sample Sizes

There must be equal numbers of data points for all the conditions/
time points studied – If one value has been lost for a particular indi-
vidual, the other data points for that individual cannot be included in 
the analysis. If there is a lot of missing data, you should consider the 
appropriateness of carrying out this test; you could instead use a one‐
way analysis of variance (Chapter 10). While the one‐way test is less 
powerful than the repeated measures version, it could use all the data, 
which might outweigh the power difference.

15.5  An Outline of the Test

Three aspects of the data will determine whether your results are sta-
tistically significant:

 ● How far the mean values for the individual changes shown in the 
final three columns of Table 15.2 diverge from zero. If any of these 
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mean values are clearly above or below zero, this indicates a major 
difference between two of the study conditions, and it is then likely 
that statistical significance will be achieved.

 ● The size of your samples: it is very difficult for small samples to 
provide adequate evidence of any real differences, whereas large 
samples are more likely to be statistically significant.

 ● The standard deviations among the individual changes in the final 
three columns of Table 15.2: highly varying values will make statisti-
cal significance less likely.

15.6  Planning Sample Sizes

An exact calculation of necessary sample size for a repeated measures 
ANOVA is complex and probably too challenging for a reader of this 
introductory text. Do not be put off undertaking a research project 
just because of this stage in the process. If you already have data, sim-
ply analyze all that is available. If you need to collect new data, it is 
often reasonable to allow practicality to drive your sample size (i.e. the 
number of cases for which you can collect data within the resources 
and time available). This would be unlikely to be sufficient for a large 
funding body, but when submitting grants to a major funder, we would 
recommend including a statistician in the planning process for your 
study, as planning such large‐scale, complex studies goes beyond the 
scope of this book.

It is possible to guage an approximate sample size. The key point is 
the relationship between the mean and variability of the numbers in the 
last three columns of Table 15.2. You first need to identify which pair of 
conditions are expected to show the greatest contrast. In our example, 
we might decide that this would be between the baseline weight and 
that after three months. You then need to estimate the mean and SD for 
the relevant contrast (in our case, this would equate to the mean and 
SD for the figures in the fourth column of Table 15.2). Finally, calculate 
the ratio of the mean to the SD. Table 15.3 then indicates appropriate 
sample sizes. If, for example, you think that the mean and SD among 
the differences are likely to be similar in size (a ratio of 1.0), then a 
 sample size of 25 should suffice. If you have no idea what the mean and/
or SD of the differences are likely to be, you may need to start with a 
pilot experiment to estimate these figures and then finalize a plan. See 
section 6.2 for further discussion on estimating sample sizes.
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Table 15.3 assumes that there are three study conditions or time 
points. For more complex designs, somewhat greater sample sizes will 
be required, but these fall beyond the scope of this book.

15.7  Carrying Out the Test

See a video listed at the end of this chapter for detailed instructions on 
using SPSS to carry out a repeated measures ANOVA.

15.8  Describing the Effect Size

The effect size would be described as the mean differences (with 
confidence intervals) between the various stages or conditions. In 
the current case, you would almost certainly want to report the 
mean reduction in weight from baseline to the three month point 
and the change from baseline up to one year, as estimates of the 
short term and sustained effect of the diet. If space permits, report-
ing the mean increase between three months and a year would also 
be useful.

It is likely that you will report several mean differences between 
time points, each with its own confidence interval, which means you 
should be aware of multiplicity (See Chapter 5). Steps need to be taken 
to avoid inflating the risk that one of your confidence intervals may 
not include the true value and so the accompanying video (see end of 
chapter) includes the use of the Bonferroni correction.

Table 15.3 Appropriate sample sizes 
for a repeated measures analysis of variance.

Mean divided by SD Sample size

0.50 75
0.75 40
1.00 25
1.25 20
1.50 15
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15.9  How to Report the Test

15.9.1 Methods Section

In this section, you should set out the following:

 ● Sample size calculation – how was this done, or if not pre‐ calculated, 
how was it estimated/what were the driving criteria?

 ● The continuously varying measurement used to record the end-
point for the various different times/conditions.

 ● The name of the statistical analysis employed. Refer to it as a “Repeated 
measures analysis of variance.”

 ● Any options selected that differ from the program’s defaults.
 ● The P‐value that would be considered as statistically significant.
 ● The name of your statistical package along with its version number 

and supplier.

Suitable wording might be:
 

A minimum sample size of 75 was selected based on the method 
described by Mackridge and Rowe (2018) (ngive ttis book as a reference). 
It was anticipated that the greatest contrast would be between weights 
prior to dieting and those at the three‐month time point. The pre-
dicted mean weight change over this period was 5 kg, with a standard 
deviation of 10 kg. The main analysis was by a repeated measures anal-
ysis of variance implemented as a General Linear Model (Repeated 
Measures) using SPSS (Version 23; IBM Corporation). The test would be 
considered statistically significant if the P‐value was less than 0.05. For 
follow‐up comparisons between pairs of time points, the Bonferroni 
correction was applied.

15.9.2 Results Section

There are a number of ways to present this data. These include graphs 
such as Figures 15.2 and 15.3 or a table as in Table 15.4. You will need 
to consider which information is most important in the context of 
your study and also how much information your word‐count will 
allow. In the current case you might provide:

 ● The sample size.
 ● The mean and standard deviation for the endpoint at the beginning 

of the study.
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 ● A graph similar to Figure 15.3.
 ● The mean and SD for individual differences in the endpoint when 

comparing pairs of time points (Bonferroni corrected confidence 
intervals should be added).

 ● The P‐value for the overall test of statistical significance.
 ● A statement as to whether overall statistical significance was 

achieved and also whether each of the contrasts between pairs of 
time points were statistically significant.

Suitable wording might be:
 

The number of participants completing the study was 106. Mean 
weight (± SD) prior to dieting was 114.3 ± 10.9 kg. The overall analysis 
of variance was statistically significant (P < 0.001). The mean changes in 
individuals’ weights between various pairs of time points are shown 
in Table 15.4 along with SDs and 95% confidence intervals (Bonferroni 
corrected). The data demonstrates that, compared to baseline, there 
was a statistically significant weight reduction at three months, which 
was sustained, albeit with a moderate rebound, at one year.

15.9.3 Discussion Section

It would be appropriate to explore the following points relating to 
your statistical analysis. Within this, you will need to provide and 
 justify a value for the clinically/practically relevant difference.

 ● See Sections 6.5 and 6.6 for guidance on interpreting statistically 
significant or non‐significant results.

 ● Whether or not statistically significant – the implications for public 
policy or professional practice.

Table 15.4 Changes in weight (kg) when comparing various pairs of time points. 
Means, SDs and 95% confidence intervals (Bonferroni corrected) are shown.

Comparison 
made

Baseline versus 
Three months

Three months 
versus One year

Baseline versus 
One year

Mean ± SD –11.0 ±8.3 +4.6 ±8.7 –6.4 ±11.7
95% CI –9.0 to –12.9 +2.5 to +6.6 –3.6 to –9.1
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15.10  Relevant Videos etc.

The following are available at 
www.wiley.com/go/Mackridge/APracticalApproachtoUsingStatisticsin 
HealthResearch

Videos

Video_1.1_SPSS_Basics: The absolute basics of using SPSS
Video_2.1_Normality testing: Using SPSS to determine whether 

measured data follows a normal distribution and log transforma-
tion to improve normality

Video_15_1_RepMeasures: Using SPSS to perform a repeated meas-
ures analysis of variance and Bonferroni corrected follow‐up tests

SPSS data files

SPSS_15.1_DietWeights: The data for the example used to illustrate 
this chapter.

Spreadsheets

Spreadsheet_15.1_DietWeights: The data for the example used to 
illustrate this chapter.
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16.1  When Is the Test Applied?

Figure 16.1 shows the circumstances where a Friedman test is used:

 ● The factor is categorical with three or more different times or study 
conditions.

 ● The outcome is an ordinal variable (or a continuously varying 
 measured variable where the individual changes that occur are not 
 normally distributed).

 ● All participants provide outcome results under all study conditions.

Note that the test only takes account of the changes that occur 
within each individual participant. The fact that participant A 
 produces consistently higher scores than E is irrelevant. What is being 
tested is the apparent trend, across all subjects, for their scores to be 
low under condition 2.

A common scenario for this test is where subjects are studied prior 
to and shortly after an intervention (e.g. training) to see if a change 
occurs, but they are then studied again after a longer period to see if 
the intervention produced a lasting effect.

In principle, the model allows any number times/conditions to be 
 studied, but it can become very difficult to interpret the results if too 
many variants are considered. As ever, our advice is “keep it simple” and 
limit yourself to the minimum number of useful conditions/time‐points.

Some examples of where this test would be used are shown in 
Table 16.1.

Friedman Test
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Figure 16.1 Structure of a study where a Friedman test would be used.

Table 16.1 Examples of studies that would be analyzed by a Friedman test.

Comparison made Outcome Question

Individual children taste 
each of three different 
liquid formulations of a 
medicine for children.

Acceptability of taste 
(Ordinal scale: 1 = Very 
unpleasant; 2 = Rather 
unpleasant 3 = OK; 4 = Quite 
pleasant; 5 = Very pleasant.)

Are there differences 
among the 
formulations in terms 
of taste acceptability?

Three advisory 
leaflets – old text 
version, new text 
version, and new 
image‐based version.

Measure of clarity, using a 
four‐point scale (Higher 
scores equal greater clarity), 
scored by individuals who 
each look at ALL leaflets

Are there differences 
in clarity between the 
various versions?

Children assessed 
before, one week after, 
and three months after 
training in tooth 
brushing technique.

Dental hygiene rated 
1 = Poor; 2 = Fair; 3 = Good; 
4 = Excellent

Does the training 
lead to short and/or 
long term changes in 
dental hygiene?

Prior to, three months 
after, and one year after 
training in the use of a 
weight reducing diet.

Body weight (kg). The data 
does not meet the normality 
requirement for a repeated 
measures ANOVA set out in 
Section 15.4.2

Does the diet cause a 
short term and/or 
sustained change in 
weight?
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16.2  An Example

For our example, we take the third case in Table 16.1: Does tooth 
brushing training lead to short term and/or sustained changes in den-
tal hygiene? A dataset for 43 participants is available as an MS Excel 
spreadsheet or SPSS data sheet listed at the end of this chapter.

16.3  Presenting the Data

Several possible methods for presenting the data are provided. One 
method may work well with one study, and in other cases, something 
else may be appropriate. The choice will depend upon the details of 
your study and its outcomes.

16.3.1 Bar Charts of the Outcomes at Various Stages

You could present the numbers recorded as having each level of dental 
hygiene at the three stages of the study, as in Figure 16.2. This shows 
the increased proportions with the higher grades (Good or Excellent) 
one week after training, but also their subsequent decline after three 
months.

Alternatively, you could show the numbers of participants who 
demonstrate various degrees of improvement (or deterioration) com-
pared to their initial score, as in Figure 16.3. “Plus two” indicates an 
individual who has improved their score by two grades, “Minus one” is 
a deterioration of one grade and “Zero” is no change. (This could also 
be rendered as a stacked bar chart, more similar to Figure 16.2.) 
Positive changes are in a clear majority over negative ones at the one 
week stage, but by three months, the commonest outcome is no change 
with small and approximately equal numbers showing improvement 
and deterioration.

16.3.2 Summarizing the Data via Medians or Means

With an ordinal scale as narrow as that in the current case (only four 
points wide), medians are very insensitive and can provide only a crude 
reflection of the outcomes. Consequently, you may need to addition-
ally provide the mean values. If the mean is required, you should 
explain the inadequacy of the median and use this as justification for 
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the addition of the means (See Section 3.2). The medians, means, and 
SDs for the scores at all three stages of the experiment are shown in 
Table 16.2 and the means and SDs in Figure 16.4.

16.3.3 Splitting the Data at Some Critical Point in the Scale

As described in Section 3.2.3, it may be clinically relevant to split the 
original scale at some point into two (lower and higher) ranges. In the 
current case, you might feel that a realistic target was either of the top 
two grades (Good or Excellent) and therefore report the proportions 
achieving this target at the pre‐training, one week, and three months 
stages. These were 49%, 72%, and 44%, respectively. If you do this, see 
the warning in Section  3.2.3 about carrying out statistical analyses 
with the data in this format.

Table 16.2 Descriptive statistics for dental hygiene scores prior to, one week 
after, and three months after training in tooth brushing technique.

Period Median Mean SD

Pre‐training 2 2.40 1.00
One week 3 2.95 1.09
Three months 2 2.49 1.01
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Figure 16.4 Mean dental hygiene scores (± SD) at the three time points in the study.
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16.4  Data Requirements

16.4.1 Variables Required

You will require a variable (column in SPSS) that describes the outcome 
data for each of the conditions/time‐points. Each row represents the 
values from one participant. For our example, we would need three 
 columns, for the baseline, one week follow up, and three month follow 
up. (In SPSS, you will have to declare the outcome as Scale even if it is 
actually ordinal. Otherwise the test will not be calculated.)

16.4.2 Normal Distribution and Standard Deviations in the 
Outcome Data

This is a nonparametric test, and there is no requirement for normal 
distributions or equal standard deviations.

16.4.3 Equal Sample Sizes

There must be equal numbers of data points for all the conditions/
time points studied – If one value has been lost for a particular indi-
vidual, the other data points for that individual cannot be included in 
the analysis. If there is a lot of missing data, you should consider the 
appropriateness of carrying out this test; you could instead use a 
Kruskal–Wallis test (Chapter  11). While the Kruskal–Wallis test is 
less powerful than Friedman’s, it could use all the data, which might 
outweigh the power difference.

16.5  An Outline of the Test

The individual changes that occur when individuals move from one 
time point or study condition to another will determine whether your 
result is statistically significant. Figure 16.3 presents the data in a par-
ticularly relevant manner. The left hand part of the figure – the con-
trast between pre‐training and the one week time point – shows a fairly 
strong imbalance, with more positive than negative changes among 
individuals’ scores. This is likely to produce a statistically significant 
outcome. In contrast, in the comparison between pre‐training and 
three months (right hand section of figure), a high proportion show no 
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change, and positive and negative changes are roughly balanced. This 
would contribute very little toward statistical significance.

Overall, the test is likely to be statistically significant so long as at 
least one pair of the study times/conditions show a strong contrast. 
The lack of contrast between pre‐training and three months will 
reduce the chances of significance, but the clear change from pre‐
training to the one week time point will probably suffice to guarantee 
significance.

16.6  Planning Sample Sizes

An exact pre‐calculation of necessary sample size for a Friedman test 
is probably unrealistic in the context of the sort of moderate‐scale, 
modest‐budget study described as our target in Section 1.2. Do not be 
put off undertaking a research project just because of this stage in the 
process. If you already have data, simply analyze all that is available. If 
you need to collect new data, it is reasonable to allow practicality to 
drive your sample size (i.e. the number of cases for which you can col-
lect data within the resources and time available). This would be 
unlikely to be sufficient for a large funding body, but when submitting 
grants to a major funder, we would recommend including a statisti-
cian in the planning process for your study as planning such large‐
scale, complex studies goes beyond the scope of this book.

16.7  Follow Up Tests

As with the one‐way analysis of variance, this test produces a single 
overall conclusion as to whether there are any differences among the 
time points or study conditions. If you obtain a significant result, it is 
likely that you will wish to determine which condition differs from 
which other. This can be achieved by carrying out separate tests on 
whichever pairs of conditions you wish to consider. In this setting, you 
would use Wilcoxon signed rank tests for each of the pairs of observa-
tions that you wish to examine – for example, baseline to 1 week and 
baseline to three months. This would entail multiple testing (two tests in 
the example just given) and so, to guard against inflating the risk of false 
positives, you would apply the Bonferroni correction – in the example 
scenario, this would reduce the target P‐value to 0.025 (See Section 5.2.3).
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16.8  Carrying Out the Tests

See a video listed at the end of this chapter for detailed instructions on 
using SPSS to carry out the Friedman and follow up tests.

16.9  Describing the Effect Size

16.9.1 Median or Mean Values Among the Individual Changes

You could report the medians or means among the individual changes 
in scores (See Table 16.3). If you need to use the mean, it is best to 
quote the median, point out how insensitive the median is in this con-
text, and explain that this is why you have made additional use of the 
mean.

16.9.2 Split the Scale

You could reduce the scale to two ranges (high and low scores) and 
report the changes in numbers in one of these categories  –  See 
Section 16.3.3.

16.10  How to Report the Test

16.10.1 Methods Section

In this section, you should set out the following:

 ● The ordinal or continuously varying measurement used to record 
the endpoint for the various different times/conditions.

 ● The name of the statistical analysis employed (the name mentioned 
in the menu structure of your statistical package).

Table 16.3 Descriptive statistics for the individual changes in dental hygiene 
scores when comparing the pre‐training period to the one week and three month 
time points.

Comparison Median Mean SD

Pre‐training vs. One week +1 +0.56 1.18
Pre‐training vs. Three months 0 +0.09 0.78
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 ● Any follow up test used to determine which time point or condition 
differs from which other and any steps taken to mitigate the effects 
of multiple testing.

 ● Any options selected other than the default settings.
 ● The P‐value that would be considered as statistically significant.
 ● The name of your statistical package along with its version number 

and supplier.

Suitable wording might be:
 

The dental hygiene scores were analysed by a Friedman test imple-
mented as the Nonparametric “K Related Samples” method in SPSS 
(Version 23; IBM Corporation), considering any P‐value less than 0.05 
as statistically significant. Two Wilcoxon signed ranks tests were used 
as follow‐up tests for differences between the pre‐training results and 
those at one week and at three months respectively; these tests were 
carried out using the, Bonferroni corrected, critical value for P of 0.025.

16.10.2 Results Section

In this section, you should set out the following:

 ● The sample size.
 ● One of the means of presenting the data discussed in Section 16.3.
 ● The P‐value for overall statistical significance and a statement as to 

whether overall statistical significance was achieved.
 ● The P values for each of the follow up contrasts between pairs of 

time points and whether they were statistically significant.
 ● A measure of effect size.

Suitable wording might be:
 

The number of subjects studied was 43. Figure 16.4 shows the mean 
dental hygiene scores (± SD) at each time point. There were statistically 
significant differences among the various time points (P = 0.001). 
Wilcoxon signed rank tests showed a statistically significant change in 
scores between pre‐training and one week (P = 0.007), but the com-
parison between pre‐training and three months was not significant 
(P = 0.432). The proportions of children achieving a grade of good or 
excellent were 49%, 72%, and 44% at the pre‐training, one week, and 
three month time points, respectively.
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16.10.3 Discussion Section

A key part of your discussion will be to compare the effect size seen in 
your work against the minimum clinically/practically relevant differ-
ence. You will need to provide and justify a value for the latter.

Nonparametric methods do not generate a confidence interval for 
the effect size; however, there are a number of options for discussing 
significance and effect size. Some suggestions follow.

 ● For a non‐significant result: If sample sizes are small, be wary of 
saying there is no effect; one may be present but you have failed to 
detect it. With large samples, you can more safely say that there is 
either no effect or, at the very least, any effect is very small and 
therefore probably not of any practical relevance.

 ● For a significant result: Discuss whether the effect size is great 
enough to be of practical consequence and its implications for 
 public policy or professional practice.

Rowe (2015, section 21.2.5)1 discusses in detail the interpretation of 
a statistically significant finding with a nonparametric test.

16.11  Relevant Videos etc.

The following are available at 
www.wiley.com/go/Mackridge/APracticalApproachtoUsingStatisticsin 
HealthResearch

Video_1.1_SPSS_Basics: The absolute basics of using SPSS
Video_16.1_Friedman: Using SPSS to perform Friedman’s test and 

follow up tests

SPSS data files

SPSS_16.1_Teeth: The data for the example used to illustrate this 
chapter.

Spreadsheets

Spreadsheet_16.1_Teeth: The data for the example used to illustrate 
this chapter.

1 Rowe P. Essential statistics for the pharmaceutical sciences, 2nd edn. Chichester: 
Wiley, 2015.
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Pearson correlation, or simply “Correlation” as it is widely known, is 
used where the following circumstances apply:

 ● The factor is a continuously varying measurement.
 ● The outcome is a continuously varying measurement.
 ● A scatter plot of the factor and outcome shows a broadly linear 

relationship with no outliers or clustering.

As an example for Pearson correlation, consider a survey of lung 
function and how it may have been affected by the length of time for 
which individuals have been employed in a local cotton factory. The 
study involves 87 men aged 40–45 living in the area surrounding the 
factory. In this example, the factor and outcome are:

 ● Factor: The period of employment in the factory measured in years 
(if never, recorded as zero).

 ● Outcome: The participants’ lung function, measured as Forced 
Expiratory Volume in one second (FEV1), recorded in liters.

The dataset is available from the Excel spreadsheet or SPSS data file 
listed at the end of this chapter.

17.1  Presenting the Data

You would almost certainly present the data in the form of a scatter-
plot as in Figure 17.1. Graphs like this are always described as showing 

Pearson Correlation
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the outcome versus the factor. This is therefore FEV1 versus years, not 
vice versa.

As described in Section 4.4.2, you would use Figure 17.1 to check 
that the relationship is approximately linear, that there are no outli-
ers, and that the data do not form distinct clusters. In this example, 
the figure does not indicate any problems, and Pearson correlation is 
appropriate.

17.2  Correlation Coefficient and Statistical 
Significance

The closeness of the relationship between the factor and outcome is 
expressed as the correlation coefficient (r). This can take any value 
between –1 and +1, with the extreme values representing perfect neg-
ative correlation (–1; one value falls, while the other rises) or perfect 
positive correlation (+1; the factor & outcome both rise together) and 
zero meaning no relationship whatsoever. If you added a trend line to 
a graph such as Figure 17.1, cases with strong correlation (r value close 
to –1 or +1) would have all the points adhering very closely to the 
trend line. With an r value close to zero, the points would be scattered 
on both sides of the line.
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Figure 17.1 FEV1 values (liters) among residents versus number of years 
employment in a local cotton mill.
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The significance test is heavily influenced by the strength of correla-
tion (stronger correlation giving greater likelihood of significance), 
but it will also take account of the sample size. It is therefore possible 
that even weak correlation (r close to zero) may be deemed statistically 
significant if there is a very large amount of data. For a fuller descrip-
tion of the interpretation of r and testing its significance, see our sister 
publication (Rowe 2015).1

In our example, r = –0.723, and the relationship is statistically sig-
nificant, with P<0.001.

The video listed at the end of this chapter shows how to use SPSS to 
perform Pearson correlation analysis.

17.3  Planning Sample Sizes

To plan your sample size, you will need the following:

 ● The smallest degree of correlation you want to be able to detect – this 
is expressed as a value for the correlation coefficient.

 ● The power you wish to achieve – typically, 90% is satisfactory for 
most health-related studies.

 ● The P‐value you will consider as statistically significant. Most statis-
tical packages use a default value of 0.05. The program may refer to 
this as “Alpha” – see glossary.

Necessary sample sizes can then be determined using G*Power. For 
example, if you want 90% power to detect a correlation coefficient of 
either +0.5 or –0.5 (or stronger), you will need a sample size of 37. A 
video listed at the end of this chapter shows how to use G*Power to 
calculate sample sizes for correlation.

17.4  Effect Size and Practical Relevance

A bare report that the correlation coefficient is –0.723, as with our exam-
ple, is not particularly informative as it only gives the reader information 
about the closeness of the relationship between the factor and outcome 
and gives no indication of the relevance of this relationship in real life. 

1 Rowe P. Essential statistics for the pharmaceutical sciences, 2nd edn. Chichester: 
Wiley, 2015.
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Including a figure, such as Figure 17.1, accompanied by an interpretation 
of the clinical or practical relevance of the relationship, will help the 
reader to appreciate the importance (or  otherwise) of the finding.

For a correlation relationship to have practical relevance, you need 
to establish that both of the following are true:

 ● The outcome value varies over a range that is wide enough to be 
practically, or clinically relevant

 ● The factor being investigated accounts for a considerable proportion 
of the variation in the outcome
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Figure 17.2 Possible relationships between FEV1 and period of employment in a 
cotton factory.
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Figure 17.2 shows relationships using three sets of data exploring 
the years of employment versus FEV1 question.

In Figure 17.2a, the r value would be close to –1, showing very 
strong correlation, but there is so little difference in FEV1 between 
those with short and long periods of employment, that it is not likely 
to be of any great practical relevance – i.e. working in this factory for 
a long period will result in a very small decline in lung function – so 
small that it is not be likely to be of real concern.

In part b, there is plenty of variation in FEV1, but the correlation is 
low (plotted values are scattered across the graph, rather than being 
close to the trend line), and even those individuals with long periods 
of employment may have values considerably greater than those 
with only brief employment. In this scenario, some individuals show 
sufficient decline in lung function to be of concern, but the time 
worked in the factory is not well correlated to this, suggesting that 
some other factor is at play. In such a scenario, it would be appropri-
ate to investigate this further to work out what really is impacting on 
the participants’ health.

In part c, there is both a clinically relevant decline in lung function 
over time AND there is a strong correlation between the factor and 
outcome, indicating that the time worked in the factory has a strong 
association with this marked decline in lung function. In this case, it 
would be appropriate to take steps to mitigate the risks for workers in 
the factory to minimize any impact on health.

17.5  Regression

It is possible to go a step beyond correlation and perform a regression 
analysis. This does everything that correlation does, but also produces 
an equation that could be used to predict FEV1 from the numbers of 
years of employment. In our worked example, the regression formula is:

 FEV Years1 4 16 0 116= − ×. .  

This equation can be useful in quantifying the extent to which the 
factor under investigation influences your outcome, and this may 
then be helpful in designing practical interventions. In the current 
example, on average, one year’s additional employment in the factory 
will be associated with a decline in FEV1 of 0.116 liters, and this could 
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help to inform discussions concerning the need for changed factory 
regulations, or in the case of a retrospective analysis, a claim for 
compensation!

The video listed at the end of this chapter shows how to add a 
regression analysis.

17.6  How to Report the Analysis

17.6.1 Methods

You should include all of the following:

 ● How your sample size was calculated. (If it was not pre-calculated, 
say why not; maybe all available cases in a pre-existing database 
were used.)

 ● The two measured variables (factor and outcome).
 ● The name of the statistical analysis employed (use the exact same 

wording as that in the menu structure of the package you used).
 ● Options selected (if any are different form the program’s defaults).
 ● The P-value that would be considered as statistically significant.
 ● If additional regression analysis was used, it needs to be mentioned.
 ● The name of your statistical package along with its version number 

and supplier.

Suitable wording might be:
 

A minimum sample size of 37 was determined using G*Power (ver-
sion 3.1; Heinrich-Heine-Universität, Düsseldorf ). This was designed 
to detect a correlation coefficient of ±0.5 or stronger (eiee reEer-
enees or justiEieation), with a power of 90% and an a priori P-value of 
<0.05. Correlation and regression analyses of FEV1 values and years 
of employment were carried out using SPSS (Version 23; IBM 
Corporation).

17.6.2 Results

You should include all of the following:

 ● The sample size used in the analysis.
 ● A clearly labeled scatterplot.
 ● The correlation coefficient (r).
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 ● The P-value and a statement as to whether statistical significance 
was achieved.

 ● The regression equation, if this analysis was added.

Suitable wording might be:
 

A total of 87 cases were included in the analysis, and these demon-
strated a statistically significant (p < 0.001) negative correlation 
(r = –0.713) between FEV1 and years of work (Figure 17.1). The regres-
sion equation was: FEV1 = 4.16 – 0.116 x Years, indicating that each 
additional year of working in the factory was associated with a reduc-
tion in FEV1 of 0.116 litres.

17.6.3 Discussion

A key part of your discussion will concern the practical relevance of 
any correlation detected (See Sections 6.5 and 6.6).

 ● For a non-significant result: If sample sizes are small, be wary of 
 saying there is no effect; one may be present but you have failed to 
detect it. With large samples, you can more safely say that there is 
either no effect or, at the very least, any effect is very small and 
therefore probably not of any practical relevance.

 ● For a significant result: Discuss whether the effect size is great 
enough to be of practical consequence and its implications for 
 public policy or professional practice.

17.7  Relevant Videos etc.

The following are available at 
www.wiley.com/go/Mackridge/APracticalApproachtoUsingStatisticsin 
Health Research

Videos

Video_1.1_SPSS_Basics: The absolute basics of using SPSS
Video_17.1_PearsonCorrelationRegression: Using SPSS to carry out 

Pearson correlation and regression analyses
Video_17.2_Pearson_SampSize: Calculating the sample size required 

for Pearson Correlation using G*Power
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SPSS data files

SPSS_17.1_FEV1VersusYears: The data for the example used to illus-
trate this chapter.

Spreadsheets

Spreadsheet_17.1_FEV1VersusYears.xlsx: The data for the example 
used to illustrate this chapter.
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The appropriate circumstances for using Spearman correlation are 
discussed in detail in Chapter 4. The example to be discussed in this 
chapter concerns the effect of age on satisfaction among new mothers 
concerning a maternity service. The factor and outcome are thus:

 ● Factor: A continuously varying measurement  –  Age measured in 
years.

 ● Outcome: Ordinal data – Assessments of satisfaction using a scale 
(1 = Strongly dissatisfied; 2 = Dissatisfied; 3 = Neutral; 4 = Generally 
Satisfied; 5=Very satisfied).

In this case, Spearman correlation is preferred to Pearson’s, because 
one of the measures (the outcome) is ordinal. The data set is available 
from a spreadsheet or SPSS data file listed at the end of this chapter

A video listed at the end of this chapter shows how to use SPSS to 
perform Spearman correlation analysis.

18.1  Presenting the Data

A scatterplot is unlikely to work satisfactorily, as the satisfaction scores 
can take only five values, hence it is likely that several dots will coin
cide and only one point will show. In Figure 18.1, participants have 
been divided into four approximately equally sized groups based on 
age, and within each group, we have the proportions who provided the 
various satisfaction gradings. The figure only shows the proportions in 

Spearman Correlation
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each category, not the absolute numbers, thus the figure would need 
to be accompanied by a report of the sample sizes for each age range.

18.2  Testing for Evidence of Inappropriate 
Distributions

As described in Chapter 4, correlation is not applicable to some data 
relationships, so it is important to check that the current data is appro
priate. If your data produces scatter plots that resemble any of those 
shown in Figure 18.2, then it is likely that no correlation method will 
be appropriate. Figure 18.2a shows a non‐monotonic relationship 
while part b shows distinct clusters.

18.3  Rho and Statistical Significance

Spearman correlation produces a correlation coefficient (rho) that ranges 
from –1 to +1, with the extreme values representing perfect relatedness 
between the factor and outcome and zero showing no relationship at all. 
The rho correlation coefficient from the current example is –0.156 with 

80

100

60

40

20

0

P
er

ce
nt

5
4
3
2
1

Satisfaction

Under
25

25–
29 

30–
34

Over
34

Figure 18.1 Proportions of new mothers in four age bands who provided 
varioussatisfaction ratings for the maternity service (1 = Strongly dissatisfied; 
2 = Dissatisfied; 3 = Neutral; 4 = Generally satisfied; 5 = Very satisfied).
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a P‐value of 0.015, so there is statistically  significant evidence of a nega
tive relationship (less favorable opinions among mothers of greater age).

18.4  An Outline of the Significance Test

Two aspects of the data will determine whether your results are 
 statistically significant:

 ● The strength of correlation. (Remember that rho values close to 
either +1 or –1 constitute strong correlation; it is rho values near 
zero that are likely to prove non‐significant.)

 ● The size of your samples: Large samples are more likely to be 
 significant than small ones.

18.5  Planning Sample Sizes

To plan your sample size, you will need the following:

 ● The smallest degree of correlation you want to be able to detect – this 
is expressed as a value for the correlation coefficient.

 ● The power you wish to achieve – typically, 90% is satisfactory for 
most health‐related studies.

 ● The P‐value you will consider as statistically significant. Most 
 statistical packages use a default value of 0.05. The program may 
refer to this as “Alpha” – see glossary.

Necessary sample sizes for a Pearson correlation can then be deter
mined using G*Power. However, the Spearman method may be 
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Figure 18.2 Data relationships that would not be suitable for Spearman correlation.
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 somewhat less powerful than Pearson’s so the indicated sample size 
should be increased by about 20%. For example, if you want 90% 
power to detect a correlation coefficient of either +0.25 or –0.25 (or 
stronger) using Pearson correlation, G*Power will indicate a sample 
size of 164. This should be increased to around 200 for the Spearman 
method. A video listed at the end of this chapter shows how to use 
G*Power to calculate sample sizes for correlation.

18.6  Effect Size

There are a few ways that you might use to describe the effect size. 
Which one is most appropriate will depend on the particular circum
stances of your study.

The rho value of –0.156 provides a measure of effect size. The value 
is quite close to zero, so the relationship cannot be very strong, but it 
is difficult to use this value to assess quite how strongly age affects 
women’s opinions. In Figure 18.1, the participants have been divided 
into four approximately equally sized groups based on age. The pro
portions providing each response are then shown for each group. This 
allows the reader to see the extent of the change in ratings across the 
four age ranges.

You could consider describing the four age groups in terms of their 
median or mean values. As is generally the case, medians of five‐point 
ordinal scales are not very informative; the medians for the four 
groups are 4, 4, 3, and 3 as we pass from the youngest to the oldest 
groups, but this does little to clarify the strength of the relationship. 
You could quote the means for each age group, quoting the lack of 
sensitivity of the medians as your reason for using the means.

Finally, you might consider that a grade of at least “Generally satis
fied” should be a target and report the proportions giving one of the 
two top grades – for our example, these are 55, 57, 47, and 35% as we 
go from the youngest to the oldest group.

18.7  Where Both Measures Are Ordinal

18.7.1 Educational Level and Willingness to Undertake Internet 
Research – An Example Where Both Measures Are Ordinal

Spearman correlation can also be applied in cases where you want to 
look for a relationship between two measures that are both ordinal. 
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For example, we might want to relate educational level and likelihood 
of seeking information on psoriasis using the Internet. These would 
be measured as levels of education (1 = Nothing beyond age 16; 2 = Up 
to age 18; 3 = Undergraduate degree or equivalent; 4 = Postgrad u
ate  qualification) and likelihood of Internet use (1 = Definitely no; 
2 = Unlikely; 3 = Likely; 4 = Definitely yes).

The data set is available as an Excel spreadsheet or as an SPSS data 
file listed at the end of this chapter.

18.7.2 Presenting the Data

Section 18.1 pointed out that it is generally very difficult to represent 
data as a scatterplot when one parameter is continuous measured and 
the other ordinal. When both parameters are ordinal, it is hopeless. 
Typically, the results are presented as either a table or a graph (See 
Table 18.1 and Figure 18.3), but as can be seen from these examples, a 
graphical representation often helps the reader to observe any pat
terns in the data more easily.

Figure 18.3 only describes the proportions in each category, not the 
absolute numbers; thus, the figure would need to be accompanied by 
a report of the sample sizes for each educational level.

18.7.3 Rho and Statistical Significance

The rho correlation coefficient from the current example is +0.276 
with a P‐value of < 0.001, so there is statistically significant evidence 
that likelihood of internet searching is influenced positively by level of 
education.

Table 18.1 Numbers and proportions with various levels of likelihood of using 
the internet to research psoriasis among groups separated by level of education 
(1 Lowest; 4 Highest).

Educational 
level 1

Educational 
level 2

Educational 
level 3

Educational 
level 4

Definitely No 10 (11%) 11 (11%) 5 (5%) 1 (2%)
Unlikely 37 (42%) 15 (15%) 21 (22%) 9 (14%)
Likely 27 (30%) 42 (40%) 36 (38%) 21 (33%)
Definitely Yes 15 (17%) 35 (34%) 34 (35%) 32 (51%)
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18.7.4 Effect Size

The rho value of +0.276 is a measure of effect size. The value is rea
sonably strong, so the relationship is quite marked, but it is difficult to 
use this value to assess quite how strongly education affects use of the 
Internet. Figure 18.3 allows the reader to see the extent of the change 
in likelihoods across four educational ranges.

18.8  How to Report Spearman Correlation Analyses

What follows would be suitable for reporting either of the examples 
considered in this chapter.

18.8.1 Methods

You should include all of the following:

 ● How your sample size was calculated. (If it was not pre‐calculated, 
say why not; maybe all available cases in a pre‐existing database 
were used.)
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Figure 18.3 Proportions with various levels of willingness to research psoriasis on 
the Internet among four groups separated according to educational level (1 Lowest; 
4 Highest).
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 ● The two measures (continuous measured or ordinal) that were 
considered.

 ● The name of the statistical analysis employed (use the exact 
same  wording as that in the menu structure of the package you 
used).

 ● Options selected (if any are different form the program’s defaults).
 ● The P‐value that would be considered as statistically significant.
 ● The name of your statistical package along with its version number 

and supplier.

In the case of the study into women’s ages and satisfaction scores, 
suitable wording might be:
 

A minimum sample size of 200 was determined using the method 
described in Mackridge and Rowe (2018). This was based on a target of 
a Spearman correlation coefficient (rho) of ±0.25 or greater being 
detectable (ngive referencee or jsetification), a power of 90%, and an a 
priori P value of <0.05. A correlation analysis between satisfaction 
and age was carried out using SPSS, selecting Spearman correlation 
(Version 23; IBM Corporation).

18.8.2 Results

You should include all of the following:

 ● Sample size used
 ● A figure similar to Figure 18.1 or 18.3.
 ● If both measures are ordinal, you could use a table such as Table 18.1 

in place of Figure 18.3.
 ● The Spearman correlation coefficient (rho).
 ● The P‐value and a statement as to whether statistical significance 

was achieved.

Suitable wording for the age/satisfaction study might be:
 

A total of 244 cases were included in the analysis. There was a stati
stically significant (p = 0.015), but weak, negative relationship (rho = 
–0.156) between women’s age and their satisfaction with maternity 
services. Figure 18.1 shows participants divided into four approxi
mately equally sized groups based on age and indicates the propor
tions expressing varying levels of satisfaction in each group.
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18.8.3 Discussion

A key part of your discussion will concern the practical relevance of 
any correlation detected, referring to the effect size using any of the 
methods described in Section 18.6.

 ● For a non‐significant result: If sample sizes are small, be wary of 
saying there is no effect; one may be present but you have failed to 
detect it. With large samples, you can more safely say that there 
is either no effect or, at the very least, any effect is very small and 
therefore probably not of any practical relevance.

 ● For a significant result: Discuss whether the effect size is great 
enough to be of practical consequence and its implications for pub
lic policy or professional practice.

18.9  Relevant Videos etc.

The following are available at 
www.wiley.com/go/Mackridge/APracticalApproachtoUsingStatisticsin 
HealthResearch

Videos

Video_1.1_SPSS_Basics: The absolute basics of using SPSS
Video_17.2_Pearson_SampSize: Calculating the sample size required 

for Pearson Correlation using G*Power
Video_18.1_SpearmanCorrelation: Using SPSS to carry out Spearman 

correlation

SPSS data files

SPSS_18.1_SatisVersusAge: The data for the first example used to 
illustrate this chapter.

SPSS_18.2_InternetVersusEducation: The data for the second exam
ple used to illustrate this chapter.

Spreadsheets

Spreadsheet_18.1_SatisVersusAge: The data for the first example used 
to illustrate this chapter.

Spreadsheet_18.2_InternetVersusEducation: The data for the second 
example used to illustrate this chapter.
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19.1  Use of Logistic Regression with Categorical 
Outcomes

In this book, we will only discuss logistic regression for categorical 
outcomes that have two possible values, hence the term “Binary 
logistic regression.” Other forms of logistic regression go beyond the 
scope of the simple‐to‐use statistics that this book focuses upon. See 
our sister text (Rowe 2015)1 for details of other forms of logistic 
regression.

Binary logistic regression is used where the following circumstances 
apply:

 ● The factor is an ordinal or continuously varying measurement.
 ● The outcome is categorical, with two possible values.

The worked example we will use concerns the relationship between 
daily dose of drug and whether or not patients experience a particular 
side‐effect –  in this case, gallstones. The purpose of this study is to 
evaluate if there is a dose‐response relationship for an apparent 
adverse drug reaction. We have pooled several sets of medical records 
to identify a large group (over 1500) of patients who have been using 
the drug for more than two years and have data on the daily dose 
taken, their body weights, and whether there has been a new diagnosis 

Logistic Regression

1 Rowe P. Essential statistics for the pharmaceutical sciences, 2nd edn. Chichester:  
Wiley, 2015.



19 Logistic Regression182

of gallstones within the last two years. The factor and outcome are 
thus:

 ● Factor: Daily dose of drug (mg per kg body weight per day).
 ● Outcome: diagnosis of gallstones (Yes/No).

The dataset is available as a spreadsheet and an SPSS data file and a 
video shows how to perform binary logistic regression using SPSS. 
These are all listed at the end of this chapter.

19.2  An Outline of the Significance Test

Figure 19.1 shows two possible relationships between a binary 
 outcome and a measured factor, using the current example of drug 
dose affecting the risk of gallstones.

Two aspects of the data will determine whether your results are 
 statistically significant:

 ● The nature of the relationship:
 – Figure 19.1a shows an example of a strong relationship. The 
 proportion of positive cases suddenly increases from virtually zero 
to almost one hundred percent at a critical value of the  continuous 
measured factor (Drug dose). This critical value can therefore demar-
cate most of the positive from the negative cases. A set of results like 
this is very likely to be statistically significant. In addition, this type 
of relationship is likely to be clinically or practically relevant.

 – Figure 19.1b shows a much weaker relationship. There is only a 
gradual increase in the proportion of positive cases as the factor 
(Dose) increases, and the proportion only changes over a relatively 
narrow range. There is certainly no critical value for the dose that 
sharply demarcates between positive and negative cases. This data 
is much less likely to be statistically significant; it is also less likely 
that the findings will have clinical or practical relevance.

 ● The size of your samples: Large samples are more likely to return a 
significant result than small ones.

19.3  Planning Sample Sizes

Attempting an exact determination of necessary sample size for 
 logistic regression for the sort of project envisaged by this book is 
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unrealistic. The amount of data you will need depends upon how 
strong a relationship you can realistically expect to see between the 
measured factor and the categorical outcome that you intend to inves-
tigate. With a strong relationship such as that shown in Figure 19.1a, a 
relatively small sample size (say 50) would suffice. However, with a 
weak relationship such as part b of the same figure, a sample of 1000 
might be needed. Therefore, you should use any information available 
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Figure 19.1 (a) A strong relationship between a binary outcome and a continuously 
varying measured factor, which is likely to be statistically significant. (b) A weaker 
relationship that is less likely to be significant.
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to estimate the expected strength of the relationship and tailor your 
 sample size within the above range.

19.4  Results of the Analysis

The question being asked is whether there is convincing evidence 
that the probability that a patient will develop gallstones is related to 
drug dosage. The logistic regression yields a P‐value of 0.016, so there 
is statistically significant evidence of a relationship. Your computer 
output will also include a value for the odds ratio (68.2). Any value 
for  the odds ratio that is greater than 1.0 tells you that higher val-
ues  for the factor (larger doses) are associated with greater likeli-
hoods of the  event (gallstones). Values of less than 1.0 imply the 
opposite pattern (greater doses associated with less likelihood of 
 gallstones). Interpreting the actual value of the odds ratio can be 
problematic – see the discussion in the next section.

19.5  Describing the Effect Size

The traditional measure of effect size for logistic regression is the 
odds ratio. The concept of an odds ratio was explained in Section 7.9.4, 
but in short, it is essentially the change in the likelihood of the event 
if you increase the factor by one unit. In our example, the odds ratio 
is 68.2, which means that if two patients had dose sizes that differed 
by one unit (1 mg/kg/day), the patient with the higher dose would be 
at 68 times greater risk of gallstones compared to the patient with the 
lower dose. However, this is misleading as the actual values for daily 
dose only vary over the range of 0.193 to 0.65 mg/kg/day, so in fact 
the largest difference observed is actually 0.459 mg/kg/day. The 
notion of two patients with doses that differed by 1 mg/kg/day is 
quite unrealistic.

You should normally report the odds ratio, but you can also present 
the data in some other format to help the reader understand it more 
clearly. One approach is to divide the cases into ranges based on the 
values of the measured factor (Dose in this case) and report the event 
rate in each group. In Figure 19.2, the cases have been separated into 
four groups with equal numbers in each group. The first group con-
tains all the cases with a dose size smaller than the first quartile, the 
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next contains all those with a dose between the first and second quar-
tile, and so on.

The figure successfully conveys the information that there is a dose‐
response relationship, and it also shows the effect size: patients taking 
the highest dose run just over twice the risk of gallstones compared to 
those on the lowest doses. The advantage of this approach is that it 
describes the increased risk over the actual range of doses used, 
whereas the odds ratio was trying to describe the effect of an unreal-
istically large dose change (1 mg/day/kg).

19.6  How to Report the Analysis

19.6.1 Methods

You should include all of the following:

 ● The continuous measured variable that was considered as a possible 
factor.

 ● The binary categorical variable that formed the outcome.
 ● Which of the two potential outcomes was considered as the 

“Event.”
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Figure 19.2 Percentage of patients developing a new case of gallstones during 
the two years of the study. Patients have been divided into four groups based on 
dosage of drug received.
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 ● The name of the statistical analysis employed (use the exact same 
wording as that in the menu structure of the package you used).

 ● Options selected (if any are different form the program’s defaults).
 ● The P‐value that would be considered as statistically significant.
 ● The name of your statistical package along with its version number 

and supplier.

Suitable wording might be:
 

Binary logistic regression was performed, taking dose (in mg/kg/day) 
as the factor and the presence or absence of a new case of gallstones 
as the binary outcome, with positive cases of gallstones being treated 
as the event. The analysis was performed using SPSS (Version 23; IBM 
Corporation), with an a priori value of P<0.05 being taken to indicate 
statistical significance.

19.6.2 Results

You should include all of the following:

 ● Sample size used.
 ● The P‐value and a statement as to whether statistical significance 

was achieved.
 ● The odds ratio.
 ● A figure similar to 19.2.

Suitable wording might be:
 

A total of 1680 cases were used in the analysis, which showed a statisti-
cally significant relationship between dose and the likelihood of a new 
case of gallstones (P = 0.016). The odds ratio was 68.2 for a 1 mg/kg/day 
increase in dose. Figure 19.2 shows the patients divided into four 
equally sized groups based on dose size, and indicates the likelihood 
of disease in each group. It demonstrates that the risk is around twice 
as high with the greatest doses compared to the lowest.

19.6.3 Discussion

Your discussion may need to clarify how to interpret the odds ratio 
(OR). In the current case, you would need to emphasize that the OR 
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takes such a high value because it is considering an unrealistically 
large change in dose.

A key part of your discussion will be to compare any effect size seen 
in your work against the minimum clinically/practically relevant dif-
ference. You will need to provide and justify a value for the latter.

 ● For a non‐significant result: If sample sizes are small, be wary of 
 saying there is no effect; one may be present but you have failed to 
detect it. With large samples, you can more safely say that there is 
either no effect or, at the very least, any effect is very small and 
therefore probably not of any practical relevance.

 ● For a significant result: Discuss whether the effect size is great 
enough to be of practical consequence and its implications for pub-
lic policy or professional practice.

19.7  Relevant Videos etc.

The following are available at 
www.wiley.com/go/Mackridge/APracticalApproachtoUsingStatisticsin 
HealthResearch

Videos

Video_1.1_SPSS_Basics: The absolute basics of using SPSS
Video_19.1_LogisticRegression: Using SPSS for binary logistic 

regression

SPSS data files

SPSS_19.1_DoseVersusGallStones: The data for the example used to 
illustrate this chapter.

Spreadsheets

Spreadsheet_19.1_DoseVersusGallStones: The data for the example 
used to illustrate this chapter.
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20

20.1  Appropriate Situations for the Use 
of Cronbach’s Alpha

If you have a series of questions each producing a score on an ordinal 
scale, you might want to combine them all to produce a single overall 
score. The validity of combining the results may rest upon an assump-
tion that all the questions are essentially measuring the same thing, 
and that assumption would need to be tested. If the questions do 
indeed all measure the same thing, then the responses should be cor-
related. An example of such a correlation can be seen in the AUDIT 
tool for assessing risk associated with alcohol consumption. The ques-
tions in this tool concern number of drinking sessions per week, how 
much is drunk per session, problems with remembering events while 
drinking, etc. If an individual is drinking in a risky manner, then nearly 
all the questions will generate high scores, but someone whose alcohol 
consumption behavior has lower risk will generate a series of low 
scores. We would therefore expect to see a high level of correlation – 
individuals producing a high score to one question would be expected 
to generate many other high scores, and similarly a person with a low 
score to one question will generate generally low scores.

The usual measure of this form of correlation is Cronbach’s Alpha. 
Like most correlation measures, this could theoretically take any value 
between –1 and +1. However, negative values are unlikely as these 
would only arise if those who produced a high score for one question 
systematically produced low scores for others and vice versa, and 

Cronbach’s Alpha
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the author of the questions is unlikely to be so far off the mark as to 
produce negative correlations. Therefore, the usual range is zero (no 
relationship whatsoever) to +1, the maximum value arising only if 
each individual gives completely consistent responses, i.e. their score 
for every question was one, or all questions were scored as two, etc.

One situation where responses should be very highly correlated 
(values very close to +1) is where a series of questions are essentially 
asking the same thing, but are worded differently. This might be done 
in the hope that the mean score from two or three essentially identical 
questions will reflect the true situation more reliably than a single 
question; the effect of any occasional aberrant responses should be 
diluted out by other more carefully considered responses. It would 
also be appropriate to calculate Cronbach’s Alpha in this situation.

20.2  Inappropriate Uses of Alpha

There are situations where it makes perfect sense to combine the 
responses to several questions into a single score, but there would be 
no expectation of correlation among the responses. An example would 
be the production of a score for overall satisfaction with a service. 
Questions might be asked about waiting times, clarity of instructions, 
staff friendliness, accessibility for people with disabilities, and so 
on – all validly contributing to patient satisfaction, but with no reason 
why positive responses to one question would be accompanied by 
positive answers to any other.
 

Use Cronbach’s Alpha selectively. Use it only when the rationale for com-
bining several scores depends upon the responses being correlated.

20.3  Interpretation

It is commonly said that Alpha needs to take a minimum value of 0.7. 
That figure provides a reasonable guide, but is somewhat arbitrary. 
The figure that might reasonably be attained will depend on context. 
If you are simply asking the same question in reworded formats (as in 
the last paragraph of Section 20.1), 0.7 would be a pretty unambitious 
target.
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If Alpha takes a very high value, the response to any one of the 
 questions will quite reliably predict the responses to all the others. 
Under these circumstances, there would be little purpose in asking 
numerous questions. If the high Alpha value was based on just two or 
three questions, there is no great issue, but if it was based on a long 
series of questions, you could remove some with almost no loss of 
information (and make life easier for your respondents).

20.4  Reverse Scoring

Typically, each question may present a statement that brings Likert 
responses that are scored as: Strongly disagree = 1; Disagree = 2; 
Neutral = 3; Agree = 4; Strongly agree = 5. However, in a well‐designed 
survey, some statements are worded positively and others negatively 
to reduce the risk of acquiescence bias, and this can present a compli-
cation if scored using the above format. For instance, we might have 
the statements:

 ● I nearly always remembered to take the tablets (high scores = better 
adherence).

 ● It was easy to take the tablets regularly (high scores = better 
adherence).

 ● There were quite a few days where I forgot to take the tablets (low 
scores = better adherence).

The respondent should consistently report either good or poor 
adherence. However, if all the responses are converted to numerical 
values as suggested above, the results from the third question will be 
negatively correlated with the others. The appropriate action is to 
reverse the scores for the final question: Strongly disagree would be 
coded as 5 and Strongly agree as 1. Higher scores then always indicate 
better adherence, and all three sets of responses should be positively 
correlated.

20.5  An Example

The example is 34 patients’ responses to the three statements in 
Section 20.4, with the addition of a fourth statement:

 ● I have good medicines adherence.
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The results are available from the MS Excel spreadsheet or SPSS 
data file listed at the end of the chapter. The responses to the third 
statement are recorded as “Q3Rev” because the response scores have 
been reversed as described in Section 20.4.

20.6  Performing and Interpreting the Analysis

Typically, your results will be stored with the responses to each 
 question in their own data column (four in the current case). When 
analyzing this in a software package, it is possible (and advisable) to 
add a series of additional analyses where each question is removed 
one at a time.

The video listed at the end of the chapter shows how to execute the 
analysis.

The example data set produces an Alpha value of 0.605. Under most 
circumstances, this would be considered (at best) a rather marginal 
result. In this specific context (four statements all saying the same 
thing), it is disappointing.

The results of omitting each question in turn are shown in Table 20.1.
The table shows that if Alpha is calculated without question 1 

(retaining the final three), Alpha is 0.253 and then if we use all except 
question 2, it is 0.402, and so on. The striking feature is that when 
question four is omitted, Alpha suddenly increases to a very respect-
able 0.893. The interpretation would be that the first three questions 
are well correlated, but number four is poorly correlated with the 

Table 20.1 Cronbach’s Alpha values when 
each question was omitted one at a time.

Question omitted Alpha

Q1 0.253
Q2 0.402
Q3Rev 0.339
Q4 0.893
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other three. That should trigger a particularly close re‐assessment of 
that question. On relooking at the fourth question, it becomes clear 
that the statement was badly worded: the use of a technical term 
“medicines adherence” will be unfamiliar to many patients and has led 
to inconsistency in their responses.

20.7  How to Report Cronbach’s Alpha Analyses

Typically, in smaller studies, Cronbach’s Alpha analysis is used in 
developing a series of questions for a survey, and preliminary data will 
be obtained by piloting these questions. In such circumstances, you 
would report all aspects of this in your methods section using wording 
along the lines of “The questionnaire was piloted with 50 individuals 
not included in the sample for the current study, and the scale was 
determined to have a Cronbach’s Alpha of 0.78, following removal of 
two statements.”

However, if you are designing and validating a new survey or clinical 
evaluation tool that you hope will be used by others to measure some 
behavioral, attitudinal, or clinical feature of respondents, you would 
describe the various aspects in the usual sections described below.

20.7.1 Methods Section

You should include all of the following:

 ● How statements were scored (e.g. Strongly disagree = 1; Disagree = 2; 
Neutral = 3; Agree = 4; Strongly agree = 5).

 ● How negatively worded phrases were scored and which statements 
were negative.

 ● The name of the statistical analysis employed (use the exact same 
wording as that in the menu structure of the package you used).

 ● Options selected (if any are different from the program’s defaults).
 ● The value of Alpha that would be considered as acceptable for cor-

relation to be confirmed.
 ● The name of your statistical package along with its version number 

and supplier.
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In the case of the study into medicines adherence described above, 
suitable wording might be:
 

Responses to questions with positive statements (indicating better 
adherence) were scored as: Strongly disagree = 1; Disagree = 2; 
Neutral = 3; Agree = 4; Strongly agree = 5. Those with negatively 
phrased statements, indicating poorer adherence, (Q3) were reverse 
scored (Strongly agree = 1 to Strongly disagree = 5). A reliability analy-
sis of responses to all four questions was carried out using SPSS, select-
ing Cronbach’s Alpha (Version 23; IBM Corporation). Calculation of 
alpha values with sequential deletion of items was added. A Cronbach’s 
Alpha value of >0.7 was taken as indicating acceptable correlation.

20.7.2 Results

You should include all of the following:

 ● A table similar to Table 20.1.
 ● A description of any statements that needed to be excluded from 

the calculation of the final aggregate score.
 ● The Cronbach’s Alpha value for the final aggregate score.
 ● The nature of any aggregate scores that were calculated from the data 

(including minimum and maximum scores and their meanings).

Suitable wording for the medicines adherence study might be:
 

Responses from a total of 34 participants were included in the analysis. 
Calculation of Cronbach’s Alpha revealed that the statement in ques-
tion four poorly correlated with statements in the other questions, and 
this was excluded. The Adherence Score, calculated as the sum of the 
responses to questions one to three, produced a correlation of 0.893 
(Cronbach’s Alpha). The Adherence Scores ranged from 3 (indicating 
poor adherence) through to 15 (indicating excellent adherence).

20.7.3 Discussion

A key part of your discussion will be to explain why excluded state-
ments were poorly correlated; typically, where validating a new tool/
survey, additional data would have been collected to understand 
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the respondents’ interpretation of the statements to help with this. In 
cases where such poor correlation cannot be explained, it may be 
taken to indicate a problem in the design of the tool or the validation 
mechanism(s) employed and would lay the whole series of statements, 
or the concept of measuring whatever feature is of interest, open to 
question.

20.7  Relevant Videos etc.

The following are available at 
www.wiley.com/go/Mackridge/APracticalApproachtoUsingStatisticsin 
HealthResearch

Videos

Video_1.1_SPSS_Basics: The absolute basics of using SPSS
Video_20.1_Cronbach: Using SPSS to calculate Cronbach’s Alpha, 

including sequential removal of each item

SPSS data files

SPSS_20.1_Cronbach: The data for the example used to illustrate this 
chapter.

Spreadsheets

Spreadsheet_20.1_Cronbach.xlsx: The data for the example used to 
illustrate this chapter.
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Word Meaning

Absolute risk 
difference (ARD)

The risk (likelihood of a particular outcome) in the 
experimental or exposed group minus that in the control or 
unexposed group.

Acquiescence 
bias

A form of response bias that is seen in surveys and other 
research with human participants whereby they indicate a 
stronger agreement with something than 
reality – essentially, they don’t want to be disagreeable.

Alpha The risk that your sample(s) will lead to a false 
conclusion that there is statistically significant evidence of 
an effect when one does not exist (false positive). This is 
usually expressed as a P‐value, with a typical cut‐off being 
P < 0.05 equating to a 5% risk of a false positive being 
acceptable.

Analysis of 
Variance 
(ANOVA)

One of a family of statistical tests used when individuals are 
studied under different conditions or at different times and 
the outcome is a continuously varying measure. These tests 
are used where the experimental structure is more complex 
that that relevant for a t‐test.

Bar chart A graphical representation of the frequency and/or 
proportion of individuals/organizations that fall into each 
category when describing categorical or ordinal data. 
Spaces are left between bars to indicate distinct 
categories.

Beta The risk that your sample(s) will fail to achieve  
statistical significance where a difference or effect is  
present (false negative). Generally due to inadequate sample 
sizes.

Glossary
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Word Meaning

Bimodal Measured data that falls into two distinct clusters. There are 
high frequencies for both relatively high and low values, but few 
or no individuals with intermediate values. On a graph with a 
bimodal distribution you can see two “humps,” rather than the 
usual one hump seen in a standard normal distribution.

Binary Categorical data where there are only two, mutually 
exclusive outcomes, e.g. Success/Failure or Live/Dead. 
Same as “Dichotomous.”

Bonferroni 
correction

A method to raise the standard of proof in each of a series 
of statistical tests so that each test has less than a 5% risk of 
producing a false positive, and the group of tests then has a 
joint 5% risk of a false positive.

Case : Control 
study

One study group contains individuals who have developed a 
condition and the other contains individuals who have not 
developed it. The study then determines what proportion of 
individuals in each group have a particular characteristic or 
had been exposed to a suspected risk factor, to attempt to 
retrospectively identify risk factors that may cause the 
condition under investigation.

Categorical data Describes the number of people or objects that fall into 
each of several distinct classes. The various classes cannot 
be arranged into any logical order. Examples of this type of 
data include sex, colors, ward number, and ethnicity.

Chi‐square test Statistical test for the effect of a categorical factor upon a 
categorical outcome. Full name is “Contingency chi‐square 
test.”

Clinically 
Relevant 
Difference (CRD)

The smallest difference in the characteristic under study 
between two groups that would have any real impact on the 
patient. For example, a difference of 5 mmHg in blood 
pressure between an intervention and control group would 
be likely to result in clinically meaningful different 
outcomes for the patients in the two groups; as such, we 
can define this a clinically relevant difference.

Collapsing a 
contingency table

Combining the data from two (or more) rows or columns to 
simplify a contingency table. See also Reducing a 
contingency table.

Concordant Term used in relation to McNemar’s test. The data for a 
participant/organization is concordant if they have the 
same outcome under both conditions being studied.

Confidence 
interval (CI)

Two values that indicate the upper and lower limits of the 
likely true population value. These are usually quoted as 
95% Confidence Intervals, where there is a 95% certainty 
that the true value lies in the range.
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Word Meaning

Confounding An association between two characteristics that may falsely 
suggest a cause and effect relationship. For example, an 
association between age and likelihood of experiencing 
adverse drug events, where the reality is that age is 
associated with increasing use of medicines and this, in 
turn, is associated with increased risk of experiencing an 
adverse drug event.

Contingency 
chi‐square test

Statistical test for the effect of a categorical factor upon a 
categorical outcome.

Contingency 
table

A table where both the columns and rows record 
categorized data.

Continuous 
measured data

Measurements that could (at least in principle) produce 
fractional values with any number of significant digits.

Correlation 
coefficient (r)

A measure of association between two sets of continuous 
measured data. Produced by Pearson correlation. Takes 
a value between –1 and +1. A plot of one value versus 
the other will show all points exactly on a straight line if 
r equals +1 or –1. With r = 0, the points are randomly 
scattered.

Correlation 
coefficient (rho)

A measure of association between two sets of measured 
data. Produced by Spearman correlation. Takes any value 
between –1 and +1. A plot of one value versus the other will 
show all points consistently stepping upwards or 
downwards if rho equals +1 or –1. With rho = 0, the points 
are randomly scattered.

Cronbach’s alpha A measure of the degree of correlation among the answers 
to a series of questions yielding ordinal responses. 
Determines whether all the questions are measuring the 
same thing.

Data 
transformation

A mathematical manipulation of a data set, generally 
designed to re‐scale it so that it conforms more closely to a 
normal distribution.

Dependent data Each value in one data set has a special relationship with a 
value in another data set. Relatedness usually arises because 
each participant contributed a value to both data sets. 
Relatedness can also arise if two values are from separate 
participants who have been selected as “Matched” based on 
relevant characteristics. Also called “Related” or “Paired” data.

Descriptive 
statistics

Values that each summarize some aspect of a dataset, e.g. 
mean, SD, proportion etc.

Dichotomous Categorical data that can take only two, mutually exclusive 
values, e.g. Success/Failure or Live/Dead. Also known as 
“Binary.”
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Word Meaning

Discontinuous Measurement data that can only take integer (whole number) 
values. No decimals or fractional values are possible.

Discordant Term used in relation to McNemar’s test. The data for a 
participant/outcome is discordant if they have different 
outcomes under the two conditions being studied.

Dot plot A graph where each dot represents one out of a set of 
measured values. Useful for describing the distribution of 
measurement data.

Dunnett’s test A follow up test for one‐way ANOVA in which one study 
group (the Reference group) is compared against all other 
groups.

Effect size A measure of how strongly a factor is able to influence the 
outcome. Important in assessing practical/clinical 
significance.

Expected 
frequency

Theoretically calculated frequencies that exactly match the 
null hypothesis for chi‐square tests. These are generated by 
the computer program as intermediate working. You will 
not need to calculate them, but problems arise if any of 
these are less than five.

Exploratory 
analysis

A statistical analysis carried out in addition to the primary 
analysis. Must be recognized as multiple testing and likely 
to raise the risk of false positives. Conclusions should not 
be relied upon until confirmed by further work. Also 
known as secondary analysis.

Factor Something that may be able to influence an outcome. The 
“cause” part in a cause and effect relationship.

False negative The factor under investigation does have an influence upon 
the outcome, but the experimental/trial/survey data does 
not achieve statistical significance (see Beta).

False positive The factor under investigation has no real influence upon 
the outcome but the experimental/trial/survey data does 
indicate statistical significance (see Alpha).

Fisher’s exact test Performs the same function as a chi‐square test. Useful as 
an alternative when a chi‐square test generates a problem 
with expected frequencies less than five.

Follow up test A test performed after a one‐way analysis of variance has 
proved statistically significant. Determines which pairs of 
study groups show a statistically significantly difference. See 
Dunnett’s and Tukey’s tests.

Frequency The number of individuals classified as falling into one 
category (categorical data) or having one value on an 
ordinal scale.
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Word Meaning

Friedman’s test A robust, non‐parametric equivalent of the repeated 
measures analysis of variance. Suitable for ordinal data or 
continuous measured data where the requirement for 
normal distribution is not met.

G*Power Software for calculating necessary sample sizes. Freely 
available from the internet.

Histogram Similar to a bar chart, but based upon continuous measured 
data that has been split into a series of ranges. No spaces 
are left between the bars – this emphasizes the originally 
continuous nature of the data.

Independent data No value in one data set has any special relationship with 
any value in another data set. In a comparative study, each 
participant belongs to one of the study groups and only 
contributes a data point to that group’s data set. Also 
known as “Unpaired data.”

Independent 
samples t‐test

A statistical test looking for a difference in the mean value 
of a continuous measured variable in two separate study 
groups. Assumes normal distributions within both data 
sets.

Interquartile 
range

The range between the first and third quartile value. A 
robust indicator of the variability (dispersion) in a data set.

Kruskal–Wallis 
test

A robust, non‐parametric alternative for one‐way analysis 
of variance. Suitable for ordinal data or continuous 
measured data that is not normally distributed.

Levels The number of different possible values for a factor 
recorded as categorical data. For example, when comparing 
outcomes for males versus females there are two levels, and 
when comparing placebo, old drug, and new drug there are 
three levels.

Likert scale A scale with between three and seven options ranging from 
“strongly disagree” to “strongly agree,” for participants to 
indicate the extent to which they agree or disagree with a 
statement. Generates ordinal data.

Linear 
relationship

The points on a scatter plot could credibly be fitted by a 
straight trend line. No clear evidence of a curved 
(nonlinear) relationship.

Log transform The logarithms of a series of measured values. When there 
is a problem with data being positively skewed, the logs 
often form a distribution much closer to normality. 
Statistical tests that require normality can then be carried 
out on the log transformed values rather than using the 
original values.
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Word Meaning

Logistic 
regression

A method for determining whether a binary outcome is 
influenced by (a) one or more continuous measured factors, 
(b) one or more categorical factors, or (c) a mix of 
measured and categorical factors. One use is the detection 
of confounding when several factors apparently influence a 
categorical outcome.

Long‐tailed 
distribution

A data set that would be normally distributed except for the 
presence of values, some much lower and some much 
higher than would be expected based upon the mean and 
SD of the data set.

Mann–Whitney 
test

A robust, non‐parametric equivalent of the  
independent samples t‐test. Suitable for ordinal data or 
continuous measured data that is not normally  
distributed.

Matched pairs Participants chosen so the first two match each other 
(in terms of age, sex, etc.), the next two match each  
other, and so on. Commonly allocated so one member of 
each pair gets one treatment and the other gets the 
alternative treatment. Used to obtain related/paired  
data.

McNemar’s test Test used when there are two study groups with a binary 
categorical outcome and the outcome data is related/
paired (i.e. each participant is studied under both 
conditions).

Mean The average of a set of measured values. The sum of all the 
values divided by the number of observations.

Median The middle ranking observation. Half of the values will be 
higher and half lower than the median.

Mode The most commonly occurring value in a data set.
Monotonic A relationship between two measured variables.  

As one variable increases in value, the other either 
consistently increases or consistently decreases; it  
does not (for example) increase to a maximum and then 
decrease.

Multiple testing Carrying out more than one statistical test. A process that 
can increase the risk of false positives.

Nominal data An alternative name for categorical data.
Nonlinear The points on a scatter plot clearly do not follow a straight 

trend line. There is a curved relationship.
Non‐normal A data set that would produce a histogram or normal 

probability plot that is not compatible with a normal 
distribution.
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Word Meaning

Nonparametric A test within which no statistical parameters such as the 
mean or SD are calculated. Data are converted to rank 
values and all further calculations are based on these. Also 
known as “distribution free tests.” These tests are robust 
and do not require normal distributions within the data.

Normal 
distribution

A symmetrical, unimodal distribution of measured values. 
A histogram of normally distributed data should follow a 
mathematically defined shape.

Normal 
probability plot

A plot of the values that would be predicted to be present in 
a data set (based upon its mean an SD) versus the values 
actually observed. A line of ideal fit is usually 
superimposed. Any major deviation of the points from the 
line indicates non‐normality.

Number needed 
to treat (NNT)

The number of individuals who would have to be transferred 
from one treatment regime to another in order to produce 
one additional beneficial outcome (or equivalently, one less 
detrimental outcome). Calculated as one divided by the 
ARD, rounded up to the next whole number.

Odds The likelihood that an event will arise divided by the 
likelihood that it will not.

Odds ratio (OR) The odds of an outcome in the experimental or exposed 
group divided by the odds in the control or unexposed 
group.

Omnibus test A test that considers more than two study groups 
simultaneously. Contrasts with the opposite strategy of 
sequential testing for differences within each possible pair 
of groups. Avoids multiple testing.

One‐sided A test for an effect in one (pre‐determined) direction. e.g. 
“Is the mean for group A greater than the mean for group 
B?” The result can only be significant if there is a difference 
in the direction indicated (in the above case, the mean for A 
must be greater than the mean for B).

One‐tailed Another term for one‐sided.
One‐way analysis 
of variance

A statistical test applied when investigating the effect of a 
categorical factor with more than two levels upon a 
continuously varying measured outcome.

Ordinal data Categorical data with a clear order to the categories. While 
each step up the scale may be recorded numerically as an 
increase in the value of one point, It is not necessarily the 
case that each step is of equal relevance. Examples include 
age category (Young/Middle aged/Older) and Likert scale 
responses.
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Word Meaning

Outcome Data that may be under the influence of something else (the 
“Factor”). The “effect” part in a cause and effect 
relationship.

Outlier One (or a small number of ) values that are very high or very 
low and clearly separate from the main cluster of results.

Paired data Each value in one data set has a special relationship with a 
value in another data set. Relatedness usually arises because 
each participant contributed a value to both data sets. 
Relatedness can also arise if two values are from separate 
participants who have been selected as “Matched” based on 
relevant characteristics. Also called “Dependent” or 
“Related” data.

Paired t‐test A statistical test looking for differences in a continuous 
measured outcome when participants are studied under 
two different conditions (a paired study). Assumes the 
differences between individuals’ measurements in the two 
conditions/time‐points are normally distributed.

Parametric A test within which statistical parameters such as the mean 
or SD are calculated. e.g. t‐tests and ANOVAs. Generally 
requires the data to follow a normal distribution.

Pearson 
correlation

A method to determine how strongly one measured value is 
related to another. See Correlation coefficient (r).

Point estimate A sample based estimate of a proportion, mean, or median 
value for the population. Known to be subject to random 
sampling error, but the best available estimate of the true value.

Polymodal Data that falls into two (or more) distinct clusters of higher 
or lower values, with few (or no) cases with values between 
the clusters. See also Bimodal.

Power When investigating a factor that does have a real effect on 
your outcome, power is the likelihood that your sample(s) 
will achieve statistical significance.

Primary analysis A single statistical test that will be used to answer your 
primary research question.

P‐value A measure of how compatible your observed data is with 
the null hypothesis. Low values indicate that your observed 
data would be unlikely to arise if the null hypothesis were 
true, leading to greater credence for the alternative 
hypothesis.

Quartile One of a set of three values that will divide ranked, measured 
data into four equal sized groups. Q1 is the value 25% of the 
way up the list of ranked values. Q2 (the median) is the 
middle ranked value and Q3 is 75% of the way up the scale.
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Word Meaning

Rank values Measured data are sorted from lowest to highest and the 
first (lowest) value is given rank value 1, then the second is 
allotted a rank value of 2, and so on. Non‐parametric 
methods always convert results to rank values, and then all 
further testing uses the rank values.

Reducing a 
contingency table

Removing the data in one or more rows or columns of a 
contingency table. See also Collapsing a contingency 
table.

Regression 
equation

An equation that predicts the value of a continuously 
varying outcome from that for a continuously varying 
factor. Can be useful as a measure of effect size: By how 
much does the outcome vary if the value of the factor 
increases by one unit?

Related data Each value in one data set has a special relationship with a 
value in another data set. Relatedness usually arises because 
each participant contributed a value to both data sets. 
Relatedness can also arise if two values are from separate 
participants who have been selected as “Matched” based on 
relevant characteristics. Also known as “Dependent” or 
“Paired” data.

Repeated 
measures analysis 
of variance

A statistical test most commonly applied when a 
continuously varying measured outcome is  
determined in the same group of subjects at three (or more) 
time points.

Risk In statistics, the term “Risk” describes the likelihood of a 
particular outcome. That outcome is not necessarily 
harmful or undesirable.

Risk ratio (RR) The risk of a particular outcome in the experimental or 
exposed group divided by that for the control or unexposed 
group.

Robust A statistical method that will not be greatly affected by 
non‐ideal data sets, e.g., those containing occasional 
outlying high or low values or that deviate moderately from 
a normal distribution.

Scale data The same as continuous measured data (term used in 
SPSS).

Scatter plot A graph of one measured variable against that for another. 
Each point represents the two measured values for one 
individual.

Scoring The process of attributing a numerical value to a variable to 
enable statistical analysis to be performed (particularly 
needed for ordinal data).
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Secondary 
analyses

Statistical analyses that are additional to the primary 
analysis. These will increase the risk of false positives, so 
the results of secondary analyses need to be treated with 
caution and may need to be confirmed by further work. 
Also known as “Exploratory analyses.”

Significance 
(Practical or 
Clinical)

A determination of whether the effect of a factor upon the 
outcome is large enough to be of practical significance: 
Does it justify recommending a change to professional 
practice or public policy?

Significance 
(Statistical)

A determination of whether the data provides evidence 
against the null hypothesis and thereby markedly increases 
the credibility of the alternative hypothesis. It only signifies 
increased confidence that there is an effect; it says nothing 
about the size and practical significance of the effect.

Significant digits Number of non‐zero digits reported. See Section 6.4 for a 
full description.

Skewed 
distribution

A distribution of measured data where most of the 
observations are at the low end of the range of observed 
values with small numbers of much higher values (positive 
skew) or the opposite pattern – mainly high values, but a 
few much lower ones (negative skew).

Spearman 
correlation

A robust, non‐parametric equivalent of Pearson correlation. 
Especially useful where one (or both) sets of measured data 
are ordinal. See Correlation coefficient (rho).

SPSS A computer program marketed by IBM, the original name 
for which is Statistical Package for the Social Sciences, used 
across a wide range of disciplines for data storage and 
statistical analysis.

Stacked bar chart Used for categorical or ordinal data. The various categories 
are each represented by a bar, and these are then stacked on 
top of each other rather than side‐by‐side. Can be used to 
represent either the counts or proportions in each category. 
If proportions are represented, the sample size must be 
indicated.

Standard 
deviation (SD)

An indicator of the degree of variability of individual values 
around the overall mean within a set of measured data.

Statistical power The likelihood that a given experimental design (including 
some pre‐determined sample size) will result in a 
conclusion of statistical significance. The definition 
assumes that, within the population being studied, the 
factor under investigation really does have an effect upon 
the relevant outcome.
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Word Meaning

t‐Test See Independent samples t‐test and Paired t‐test.
Tukey’ test A follow up test for one‐way analysis of variance in which 

all possible pairs of study groups are compared.
Two‐sided A test for an effect of a factor upon the outcome that does 

not specify the direction of change. For example “Is the 
mean value for a measured outcome different for a new 
treatment regime and an older one?” The result will be 
significant if the mean is either markedly lower or higher 
with the new regime.

Two‐tailed Same as two‐sided.
Unimodal A distribution of measured data where values vary but they 

all cluster around a single point. The data does not split into 
distinct clusters of high and low values.

Unpaired No value in one data set has any special relationship with 
any value in another data set. In a comparative study, each 
participant belongs to one of the study groups and only 
contributes a data point to that group’s data set. Also 
known as “Independent data.”

Validation A process whereby a research instrument is subjected to 
rigorous tests to determine its usefulness for measuring or 
assessing a behavioral, attitudinal, or clinical feature of 
respondents.

Visual analog 
scale (VAS)

A measurement instrument for subjective outcomes. 
Participants report their level of the variable (e.g. pain or 
agreement with a statement) by indicating a position along 
a line between two end‐points. The distance of their mark 
along the line provides the outcome measure.

Welch’s test A modified version of the independent samples t‐test or 
one‐way analysis of variance that does not require equal 
standard deviations in the study groups being compared.

Wilcoxon rank 
sum test

An alternative name for the Mann–Whitney test. The term 
is best avoided as it is too similar to “Wilcoxon signed rank 
test.”
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Number Title Description

1.1 SPSS_Basics The absolute basics of using SPSS
2.1 Normality_

Testing
Using SPSS to determine whether measured data 
follows a normal distribution, and log 
transformation to improve normality

3.1 Descriptives 
Proportions

Using SPSS to obtain the mean, 95% confidence 
interval for the mean, standard deviation, 
quartiles, and means and proportion for 
categorised data

7.1 ChiSquare_
SampSize

Using G*Power for chi‐square sample size 
calculation

7.2 ChiSquare Test Using SPSS for contingency tables, chi‐square 
test, Yates correction, Fisher’s exact test and 
Relative Risk etc. plus confidence intervals

7.3 Detecting 
Confounding

Using SPSS for logistic regression to detect 
confounding

8.1 t‐test_SampSize Using G*Power to calculate necessary sample 
size for a t‐test

8.2 t‐test Using SPSS to perform the t‐test and (if 
necessary) switch to Welch’s test

9.1 Mann Whitney 
Test

Using SPSS for the Mann–Whitney Test

10.1 ANOVA Using SPSS to perform a one‐way analysis of 
variance and follow up tests

11.1 Kruskal–Wallis Using SPSS to carry out a Kruskal–Wallis test

Videos
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Number Title Description

12.1 McNemar Using a spreadsheet to calculate necessary 
sample size for a McNemar test, and how to 
perform the test using SPSS

13.1 Paired_t_
SampSize

Using G*Power for paired‐t sample size 
calculation

13.2 Paired_t Using SPSS to perform a paired t‐test
14.1 Wilcoxon_

Signed_Rank
Using SPSS to carry out a Wilcoxon signed rank 
test

14.1 Wilcoxon 
Signed Rank

Using SPSS to carry out a Wilcoxon signed rank 
test

15.1 RepMeasures Using SPSS to perform a repeated measures 
analysis of variance and Bonferroni corrected 
follow up tests

16.1 Friedman Using SPSS to perform Friedman’s test and 
follow up tests

17.1 Pearson 
Correlation 
Regression

Using SPSS to carry out Pearson correlation and 
regression analyses

17.2 Pearson_
SampSize

Calculating the sample size required for a 
Pearson Correlation using G*Power

18.1 Spearman 
Correlation

Using SPSS to carry out Spearman correlation

19.1 Logistic 
Regression

Using SPSS for binary logistic regression

20.1 Cronbach Using SPSS to calculate Cronbach’s Alpha, 
including sequential removal of each item
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a
absolute risk difference (ARD)

confidence interval for 63
definition of 62–3

acquiescence bias 191
alcohol use disorders identification 

test (AUDIT) 139, 189
alpha

Chronbach see Chronbach’s 
alpha

risk of false positive 79, 129
analysis

primary 40–1
secondary 40–1

analysis of variance see one‐way 
analysis of variance 
(ANOVA)

Anderson–Darling test 8
ANOVA see one‐way analysis of 

variance (ANOVA)
ARD see absolute risk difference 

(ARD)
association 52
AUDIT see alcohol use disorders 

identification test (AUDIT)

b
bar chart

clustered 57–8
stacked 57–8, 85, 107, 158

bimodality 9
binary logistic regression see 

logistic regression
Bonferroni correction

definition of 41–2
use of 111, 150, 161

c
case, control

definition of 65
effect size for 65

categorical data see data, 
categorical

causative 52
cause and effect see relationship, 

cause and effect
chi‐square test see contingency 

chi‐square test
Chronbach’s alpha

applicability 189
data requirements 192

Index
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Chronbach’s alpha (Contd.)
high values of 191
inappropriate use of 190
interpretation 190
minimum acceptable value 

for 190
omission of variables 192
range of values 189
reporting 193–5
reverse scoring in 191
SPSS, use for 192

clinically relevant difference 
(CRD)

definition of 48
practical significance, testing 

for 48, 49, 79
clinical significance see 

significance, practical
clinical trials registry 41
computer statistical 

packages 4–5
concordance 118
confounding

definition of 67–8
detection of 67–8
logistic regression 67–8
reporting 68

contingency chi‐square test
absolute risk difference 62–3
applicability 55
aspects determining 

significance 59
collapsing of tables 69–70
confounding in 67–8
data presentation

graphical 57–8
numerical 57

data requirements for 59
effect size for 61–5
examples 56

expected frequencies, low 61
G*Power, use of 71
large tables 69
number needed to treat 63
odds ratio 64–5
omnibus test 40
reducing tables 70–1
reporting 65–7
risk ratio 62–4
sample size planning 59–60
SPSS, use for 60, 71
Yates correction 61, 66

contingency table 57
continuous measured data see 

data, continuous 
measured

correlation
definition of 34
Pearson see Pearson correlation
selection of method 34–8
Spearman see Spearman 

correlation
CRD see clinically relevant 

difference (CRD)

d
data, categorical

definition of 14
describing 23–4

data, continuous measured
definition of 7
interquartile range 19–20
mean 18
median 18–20
mode(s) 20
normal distribution of 8–13
outliers, presence of 18
quartiles 18–20
reporting of 17–20
skewness 18
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standard deviation 18
data, independent 31–2
data, ordinal

definition of 13–4
describing 21–3
division into ranges 22–3
insensitivity of 23–5, 88, 106, 

134, 157
interquartile range of 22
mean of 22
median of 22

data, related 31
data types

ambiguous 14–5
description of 7

decimal places see digits, 
significant

digits, significant
appropriate number of 46–7
definition of 46

discordance 118
distribution

bimodal 9, 20
long tailed 11–2
normal see normal distribution
polymodal 9, 20, 126
unimodal 8

dot plot 75
Dunnett’s test 98

e
effect size

categorical data 48
continuous measured data 48
non‐parametric tests 51–2
ordinal data 48

event 61
expected frequency 61
exploratory analysis see analysis, 

secondary

f
factor 27–9
false positive 40
Fisher’s exact test 61
follow up test

definition of 98
Dunnett’s 98–9
Tukey’s 99

Friedman test
alternative to repeated 

measures ANOVA 148
applicability 155
aspects determining 

significance 160–1
data, division into  

ranges 159
data loss 160
data presentation

graphical 157
numerical 157–9

data requirements 159
effect size 162
examples 156
follow up tests for 161
normal distribution, 

requirement 159
reporting 162–4
sample size(s)

equality of 160
planning 161

SPSS use for 162, 164
standard deviations, equality 

of 159

g
G*Power 5, 99, 129, 167, 175, 176
guide to book use 3–4

h
histogram 17, 75
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i
independent data see data, 

independent
independent samples t‐test see 

t‐test, independent 
samples

interquartile range 19–20
interval data see data, continuous 

measured

k
Kolmogorov–Smirnov test 8
Kruskal–Wallis test

applicability 105
aspects determining 

significance 110
data presentation

graphical 107
numerical 106

data requirements 109
effect size

(division into ranges) 111
(mean or median) 111

examples 107
follow up testing 111
normal distribution, 

requirement 109
omnibus test 40
replacing ANOVA 96
reporting 111–4
sample size(s)

equality of 110
planning 110

SPSS, use for 110, 114
standard deviations, equality 

of 109

l
ladder plot 145
levels 32

likert item 21, 191
logistic regression

applicability 35, 181
aspects determining 

significance 182
confounding, detection of 67–8
effect size for

graphical 184–5
numerical 184

odds ratio for 184
reporting 185–7
sample size planning 182–4
SPSS, use of 187
strength of relationship 182–4

log transformation 13, 78, 127
long tailed distribution 11–12

m
Mann–Whitney test

alternative to t‐test 78
applicability 83
aspects determining 

significance 87
data, division into ranges 85
data presentation

graphical 85
numerical 85

data requirements 86
effect size 88
examples 84
follow up test for  

Kruskal–Wallis 111
G*Power, use of 88, 89
normal distribution, 

requirement 87
reporting 89–91
sample size(s)

equality of 87
planning 87–8

SPSS, use for 88
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standard deviations, equality 
of 87

matched pairs see pairs, matched
McNemar’s test

applicability 115
aspects determining 

significance 118
concordant/discordant 

pairs 118
data presentation 116
data requirements 116
effect size 119
examples 117
reporting 119–21
SPSS, use for 119, 121

mean 18
confidence interval for 18

median 18–20
mode(s) 20
monotonicity 15, 37
multiple testing see testing, 

multiple

n
NNT see number needed to treat 

(NNT)
non‐significance, statistical 50–1
normal distribution

description of 8
testing for 8–13
transformation to 13

normal probability plot 11–12, 
76, 127

number needed to treat (NNT)
confidence interval for 63
definition of 63

o
odds ratio (OR)

confidence interval for 64–5

definition of 64–5
logistic regression, in 184

omnibus test 40
one‐sided test see test,  

one‐sided
one‐tailed test see test,  

one‐sided
one‐way analysis of variance 

(ANOVA)
applicability 93
aspects determining 

significance 98
data presentation

graphical 94
numerical 94

data requirements 94–5
effect size 101
examples 95
follow up tests 98–9
G*Power, use for 99
normal distribution, 

requirement 95–6
omnibus test 40
reporting 101–3
sample size(s)

equality of 98
planning 99–100

SPSS, use for 100, 103
standard deviations, equality 

of 96
Welsh’s ANOVA 96

OR see odds ratio (OR)
ordinal data see data, ordinal
outcome 27–9

p
paired data see data,  

related
paired t‐test see t‐test, paired
pairs, matched 31, 115, 133
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Pearson correlation see also 
Spearman correlation

applicability 34–8, 165
aspects determining 

significance 167
correlation coefficient 

(r) 166–7
data presentation, 

graphical 165–6
effect size for 167–9
practical relevance of 167–9
reporting 170–1
sample size planning 167
SPSS, use of 171

percentages, reporting of 47
polymodality see distribution, 

polymodal
positive skew see skew, positive
practical significance see 

significance, practical
primary analysis see analysis, 

primary

q
quartiles 18–20

r
rate ratio see risk ratio
readership, target 1–2
regression equation 169–70
regression, logistic see logistic 

regression
related data see data, related
relationship, cause and effect 52
relative risk see risk ratio
repeated measures analysis of 

variance
applicability 143–4
aspects determining 

significance 148

data loss 148
data presentation

graphical 145–6
numerical 145

data requirements 146–8
effect size 150
examples 145
ladder plot for 145
normal distribution, 

requirement 148
reporting 151–2
sample size(s)

equality of 148
planning 149

SPSS, use for 150, 153
standard deviations, equality 

of 148
reversal of scoring 191
rho see Spearman correlation
risk ratio (RR)

confidence interval for 64
definition of 63–4

robustness 19

s
scale data see data, continuous 

measured
scoring, reverse 191
secondary analysis see analysis, 

secondary
significance, practical

definition of 47–9
discussion of 49

significance, statistical
definition of 47
discussion of 47–9

skew, positive 9, 18, 78, 126
Spearman correlation see also 

Pearson correlation
applicability 34–8, 173
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aspects determining 
significance 175

correlation coefficient 174–5, 
177

data presentation
graphical 173–4
numerical 177

effect size for
graphical 178
numerical 176, 178

inappropriate distributions 
for 174

reporting 178–80
rho 174–5, 177
sample size planning 175–6
SPSS, use for 180

SPSS 4, 5
standard deviation

continuous measured data, 
describing 18

estimation of 43–4
testing equality of 43

statistical packages, 
computerised 4–5

statistical significance see 
significance, statistical

statistical tests, selection 
of 27–38

study protocol 41
summarized data format 60

t
testing, multiple

avoidance of 40–2
definition of 39–40
follow up testing, in 150, 161
problems caused by 39–40
reducing tables, in 70

test, one‐sided
abuse of 44

definition of 44–5
test, two‐sided

definition of 44–5
transformation, logarithmic see log 

transformation
trend line 166
t‐test, independent samples

applicability 73
aspects determining 

significance 78–9
data presentation

graphical 75
numerical 75

data requirements for 75
effect size for 79
examples 74
G*Power, use of 79–82
log transformation 78
normal distribution 

requirement 75–6
reporting 80–1
sample size(s)

equality of 7
planning 79

skew, positive 78
SPSS, use for 79, 82
standard deviations, equality 

of 78
Welsh’s approximate t‐test 78

t‐test, paired
applicability 123
aspects determining 

significance 128
data loss 128
data presentation

graphical 125
numerical 125

data requirements 126
effect size 129
examples 124
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t‐test, paired (Contd.)
G*Power, use for 32, 129
normal distribution, 

requirement 126
reporting 130–1
sample size(s)

equality of 128
planning 129

SPSS, use for 32, 129
standard deviations, equality 

of 128
Tukey’s test 99
two‐by‐two table 69
two‐sample t‐test see t‐test, 

independent samples
two‐sided test see test, two‐sided
two‐tailed test see test, two‐sided
2×2 table 69
types of data see data types

u
unimodality 8
unpaired data see data, 

independent

w
Welch’s ANOVA 96, 101
Welch’s t‐test 78, 80
Wilcoxon paired samples test see 

Wilcoxon signed rank test

Wilcoxon rank sum test see 
Mann–Whitney test

Wilcoxon signed rank test
alternative 

to paired t‐test 127
applicability 133
aspects determining 

significance 137–8
data loss 137
data presentation

graphical 136
numerical 134–6

data requirements 136
effect size 139
examples 135
follow up test for Friedman 

test 161
G*Power, use for 139, 142
normal distribution, 

requirement 137
reporting 140–1
sample size(s)

equality of 137
planning 138

SPSS, use for 139, 142
standard deviations, equality 

of 137

y
Yates correction 61


