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PREFACE

This volume is a collection of the lectures presented at the
NATO Advanced Study Institute "Interfacial Aspects of Phase Trans-
formations", held in Erice (Sicily) in 1981.The Institute was the
seventh course of the International School of Cyystallography, es-
tablished in the Center of Scientific Culture "Ettore Majorana" in
1974, with the guidance and inspiration of L. Riva di Sanseverino
and A. Zichichi. The course organizers, R. Kern and myself, were
advised and helped in developing the program, and in the choice of
lecturers and participants, by R.F. Sekerka, F. Bedarida, J.L. Katz
and J.G. Dash.

Although the scope of the Institute (as reflected in the content
of this book) might appear too wide, we believe that it responds
to a real necessity. Both Surface Science and Crystal Growth (in-
cluding problems of nucleation, thin films, recrystallization etc.)
have developed to an unusual extent during the last few decades.
Each of these two fields have benefited from the knowledge of the
other; good examples are the progress in evaporation/condensation
thermodynamics and kinetics of organized (sub—)monolayers, the de-
velopement of new methods of preparing and characterizing atomical~
ly smooth or controlled vicinal (stepped) surfaces, etc.

On closer examination, however, one finds that the interpene-
tration of surface science and crystal growth is still limited to
"one molecular surface layer — ultra high vacuum on the one side
and smooth perfect foreign substrate on the other". Besides the fact
that most existing experimental surface characterization methods
are applicable to this system, it is also far more amenable to va-
rious theoretical formulations. Monomolecular condensed layers ap-—
pear in the very special case of strong adsorption forces decaying
rapidly with increasing distance from the surface. For the crystal
growth theoretician, this special case encompasses relatively well
known thermodynamics (free ledge energies, nucleation barriers)and
transport kinetics (surface diffusion). For the surface science
theoretician, however, this special case has opened a new world of
.two-dimensional phases, with order—-disorder and commensurate-
incommensurate transitions, critical phenomena, etc.

When the forces between a surface layer and a substrate are
equal to those of lateral interaction within the layer, and if we
no longer consider the substrate as a "dead body" but instead allow
its molecules to participate, along with the layer, towards thermo-
dynamic equilibrium with the vapor, the substrate can no longer be
considered as "foreign'". The two-dimensional physics, as pursued
by theoreticians, thus becomes "less two-dimensional'. One enters
the realm of thick adsorption layers, the structure and properties
of wich continuously change in the direction normal to the surface.

vii
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viii PREFACE

Crystal growers are familiar with these types of self-adsorbed la-
yer, although present theoretical models still do not correctly
describe their properties; one calls them "rough crystal faces" and
the critical phenomena they undergo, "roughening transition". The
interest of surface scientists in surface roughening is very recent.

If the self-adsorbed layer on a crystal surface undergoes an
order—disorder transformation below the two-dimensional critical
temperature, one speaks about "surface melting". In this case the
interface between the molten "layer" and the solid "substrate' can
be quite sharp. Computer simulation studies favor the existence of
surface melting at temperatures below the bulk melting point. Howe-
ver, to our knowledge, there is no convincing experimental evidence
for it. For this reason, the concept of surface melting is rarely
evoked in crystal growth studies (mainly as a possibility of inter-
preting experimental results). Surface physicists have yet to show
interest in the problem.

At the melting temperature, the thickness of the molten layer
on a crystal face, by definition, tends to infinity. The crystal is
then in equilibrium with its bulk melt. When approaching the melting
point from below, however, three types of behavior might be expected:
(i) the thickness of the molten layer increases monotonically to in-
finity, or (ii) below the melting point the crystal surface is co-
vered by a limited number of molten layers, or (iii) there are no
molten layers up to the melting point. Case (i) might occur if a
smooth transition between crystal and melt is structurally possible;
in case (ii), the crystal face might impose a particular intermediate
structure to several monomolecular liquid-like layers in its vicini-
ty. If this structure cannot fit with the bulk liquid structure, a
division between them is inevitable; in case (iii), this division
is at the crystal face itself because of structural incompatibility
and loose bonding between solid and melt. Case (i) can be considered
as that of a kinked crystal-melt interface while case (iii) as that of
of a smooth interface. To which type belongs case (ii) is not yet
clear, particulary since a roughening transition has so far been
observed in the crystal-melt system only for the case of Helium.

The depicted three possibilities of pre-melting are deduced in
analogy with experimentally known cases of thickening of two-
dimensional condensed layers, adsorbed from the wvacuum on foreign
substrate, when the saturation pressure is approached. In both cases,
the problem, of whether or not equilibrium layers can exist at under-—
saturation (undercooling), and how their properties evolue when
three—dimensional equilibrium is approached, depends on the structu-
ral and energetic relations of the substrate-layer interface. Conver-
sely, it seems that the key to understanding the structure and the
equilibrium behavior of the crystal-melt interface is to study pro-
perties of disordered self-adsorbed layers with increasing thickness.
Adding a second component to such layers results in a system
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analogous to the interface between a crystal and its saturated so-—
lution.

At the present time, surface physics is still far from playing
the major role in phase transformation problems, as imagined above.
On the other hand, when faced with the difficulties of understanding
the properties of more complex interfaces, there is a tendency in
some crystal growth studies to reduce the role of the interface to
a simple parameter in the transport boundary conditions.

To confront such problems and bring together researchers invol-
ved in their different aspects was the principal goal of this Ad-
vanced Study Institute. The reader will find in the first three chap-
ters (Bauer, Gaspard, Mutaftschiev) structural, energetic and ther-
modynamic descriptions of clean crystal surfaces, followed by simi-
lar treatment of two-dimensional phases on foreign substrates (Gas-
pard, Domany). The consideration of the structure and behavior of
more complicated interfaces, contained in three more chapters(Bonis~—
sent, Franks, Gleiter) is clearly less rigorous and demonstrates
the extent of the difficulties encountered. The next part is devo-
ted to problems of interfacial kinetics. It begins with a general
overview of elementary processes (Cole-Toigo) and covers their prin-
cipal applications in phase transformations : homogeneous nucleation
(Katz), substrate nucleation and coalescence of small particles
(Kern), and crystal growth (Rosenberger).

At this point the reader is assumed to have acquired some basic
knowledge in surface physics and phase transformations. The confron-
tation of ideas from both branches is induced through examples of
real systems in the next 12 chapters. The cases treated are : phy-
sisorption (Webb-Bruch), chemisorption (Bauer, Oudar), and crystal
growth in the several practically important systems, vapor (Cadoret),
melt (Sekerka), aqueous solutions (Simon), biological systems
(Franks), non—aqueous solutions (Boistelle), electrocrystallization
(Budevski) and recrystallization (Gleiter), together with two spe-
cial topics, the action of impurities (Boistelle) and dissolution
(Simon).

Considerations of the relation between interfacial kinetics
and morphology would have been incomplete without an overview of
some experimental methods for studying morphology. The last two
chapters (Bedarida, Bethge) attempt to satisfy this need.

Melting together surface physics and crystal growth problems
also resulted in the great diversity of lecturers and participants
of the school. A wide range of disciplines, from solid state physics
to biology, were represented and discussion often continued well
into the night. This productive atmosphere was further enhanced
by the pleasant manifestations of the italian savoir vivre, led by
the master hand of Lodovico Riva di Sanseverino.
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The merit of publishing this book falls to all lecturers who
focused their efforts towards presenting their specialties in a
manner accessible to a pluridisciplinary audience, thus sometimes
sacrificing personal tastes.

In editing the manuscripts I was greatly helped by J. Aberna-
they, whose critical sense and fine knowledge of the language pre-
vented many of the chapters from being in a "kind of English". This
is the place to express to him my gratitude. I am also indebted to
Mrs C. Sekerka who helped us in Erice and to numerous friends and
colleagues from the Centre des Mécanismes de la Croissance Cristal-
line, Marseille, for their support at different stages of the
School organization.

It would be remiss not to mention that both the Advanced Study
Institute and the present book would have never gotten off the ground
without the help of the Scientific Division «f the North Atlantic
Treaty Organization which was crucial in allowing all lecturers and
many students to attend. The Italian Ministry of Foreign Affairs
provided four travel grants and the European Physical Society, the
Istituto Italo-Latino-Americano and the Istituto Italo-Africano
provided nine scholarships. The Consiglio Nazionale delle Ricerche
(Italy) generously helped the publication of this book. We are also
grateful to the Sicilian Regional Governement and to IBM-Italy for
financial assistance.

Finally, there are things this book camnot reflect, but which
will remain engraved in the memories and hearts of all participants.
" These are the sober beauty of Erice, the majestic landscape of its

coast, and Sicily itself, still full of life after three millenaries
~of civilization.

B. Mutaftschiev.



THE STRUCTURE OF CLEAN SURFACES

E. BAUER
Physikalisches Institut
Technische Universitat Clausthal
3392 Clausthal-Zellerfeld
Federal Republic of Germany

I. EXPERIMENTAL METHODS

I.1. Diffraction Methods

Diffraction has been and still is the major means for the
determination of the structure of a surface. Waves which can be
used for this purpose must fulfill three requirements : (i) their
wavelength must be smaller than the distance d between neighboring
atoms; (ii) they must be sufficiently coherent and (iii) they must
strongly emphasize the surface relative to the bulk. The first twe
conditions must also be fulfilled for the structure analysis of
the bulk. The condition A < d = 2,5 - 58 means for X-rays ener-—
gies from 4keV on upwards?a¥or particles energies from
E = (h/A)2/2m on upwards. For electrons E » 15eV (minus mean inner
potential), for neutrons and H atoms E 2 10meV, for He atoms
E > 2meV. These conditions can be easily fulfilled as well as the
coherency condition, which requires a sufficiently small monochro-
matic source.

The third condition is a more difficult one. It can be reali-
zed in the following cases, depending upon the type of wave : (i)
strong elastic (atoms) or inelastic scattering (slow electrons);
(ii) grazing incidence (X-rays, fast electromns); (iii) wave source
located on the surface or in the surface region (electrons). Neu-
trons interact so weakly with matter that discrimination between
surface and bulk is very difficult, unless the surface consists of
a different species (suitable adsorption layer on suitable substra-
te). Therefore, they will not be discussed further, irrespective
of the merits they have achieved in physisorption studies. X-ray
diffraction at grazing incidence has recently been applied to the

1
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2 E.BAUER

study of clean surfaces with the hope that a simple structure ana-
lysis due to,the weak interaction between wave and scatterer should
be possible. It is still too early to estimate the potential of
the method. Thus only electrons, both slow (10-1000eV) and fast
(10-100keV), and atoms will be discussed below.

The surface must also fulfill certain requirements : (i) it
may not be irreversibly modified by the wave during the measure-
ment time, e.g. due to dissociation or contamination, (ii) it must
have sufficient long range order (if an external wave source is
used) or at least sufficient short range order (if an intermal
source is used). External sources, such as the electron gun or the
skimmer in an atomic beam source produce waves which may be consi-
dered to be plane waves. Internal sources, which are practical only
for electrons, are produced by ionization of an inner shell of an
atom in the surface region; in this case a spherical photoelectron
wave or Auger electron wave is emitted by the ionized atom and dif-
fracted by the surrounding atoms.

Finally the diffraction pattern can be observed in two modes:
(i) inthe Fraunhofer (far field) mode the observation point is
at infinity or focussed to a finite distance from the surface by
a lens; (ii) in the Fresnel (near field) mode the observation
point is close to the surface or to the image of the surface. The
former is standard diffraction, the latter defocussed imaging.

Irrespective of the observation mode and of the type of source,
the amplitude of the wave at any point r is given by the integral
form of the Schrodinger equation

W@ = vo(D + [ GEEHV(EHVE) T (n

Ve

The integration is over the coherently scattering region and
the quantities in the equation have the following significance :
V(r') is the effgptivg interaction potential between the wave and
the scatterer,;V(r')y(r’ L is the amplltude of the wave scattered
from a volumg_glement dr' about ' upon incidence of the wave
y(r'),and G(r,r') is the outgoing Green's function whlcg describes
the propagation of the scattered wave from r' to r. $o(r) is the
amplitude of the wave in the absence of the scatterer (when an
external source is present) (see Fig. 1). Although the physical
significance of this equation is simple, its solution in the gene-
ral case in which each wave in the crystal produces secondary waves
which are again scattered, i.e. when multiple scattering occurs,is
quite difficult. A simple solution can be found only in two limi-
ting cases : (i) when the incident wave interacts so weakly with
the scatterer that the secondary waves in the scatterer are weak
compared to the incident wave; (ii) when the incident wave
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interacts so strongly with the scatterer that only the topmost
layer diffracts. The first case occurs in x-ray diffraction, the
second case is typical of atomic beam diffraction. The simplifica-
tions which result in these two cases can be seen easily.

Fig. 1 : The physical meaning of
eq- (1)

N In tge first case w(;-) in the integral may be replaced by
wogr), V(r') by the potential of the undisturbed crystal and
G(r,r") may be approximated by the spherical wave free space Green's
function, i.e. a spherical wave originating at T s

CEPY) = -2 exp(ik|T - ¥'|)

b -7

because rescattering of the wave scattered in r may be neglected
In Fraunhofer (far field) dlffractlog_the observation point r is
fag»gway from all scattering points r' (Ir\ >> lr’l) in which case
G(r,r') may be approximated by

> >,
r,t

G(r,r') = -

where k is the wave vector of the scattered wave. If the incident
wave is a plane wave with wave vector ko,

> >
o.T

wo(;') = elk .

The total scattered wave, i.e. the integral in eq. (1) may be then
written as

>, ikr
r ;— _ 1 e >

F(K) (2)

N __1 e | -k
lps(r) T 4 vce bt

R . . .
with K = k—ko. Thus the scattered wave is essentially the Fourier
transform of the scattering potential. This is the basis of con-
ventional x-ray diffraction but it is not true for electron
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diffraction.

. . . . . ->
If the scatterer is periodic with unit cell vectors a; and

3
has _H] N,  coherently scattering unit cells, the integral over v,
i=1 i
may be broken up into a summation over all unit cells of the inte-
gral over the unit cell v because all unit cells are equivalent.
Then with u

—>| +l 3
r =r, + I n,

>
and because of V(?’) = V(?S) (periodicity!), the amplitude F(K) of
the spherical wave from the scatterer becomes

s _ [ KT o 3 Ni-1 _in:K.a; N
FEK) =/ e v(Edrr . T 3 e PN - AR)-B(E).
Vs i=1 n;=0

(3)

The integral over the unit cell, i.e. the structure amplitude
A, describes the interference of the waves by the atoms within
the unit cell. The lattice amplitude B describes the interference
of the waves scattered from the different unit cells and depends
upon their size and shape as well as on the size and shape of the
coherently scattering region. If this is large enough |B|?is non-
zero essentially only when

. > . . .

i.e. when K is a reciprocal lattice vector of the crystal. The
spherical scattered wave may then be described by a sum of plane
waves

>

> i(k, + &)
1 -
Y (£) = L Ar et T (4)
h
The structure factors
R Ty
lazl = 1] e v(r')dr' |2 (5)
u

determine the relative intensities of the various diffracted beams.
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In atomic beam diffraction, for typical beam energies
(10-100meV), the atoms are already reflected at the very edge of
the repulsive potential. Tbis ocgurs typically at about 3.58 and
an electron density of 10~ - 10~ electrons/R . Thus the atomic
beam does not probe the location of the atom cores but rather the
profile of the electron distribution parallel (x,y) to the surface.
Because of the steep rise of the repulsive part of the potential
V(z) normal to the surface, this profile may be approximated by
a two-dimensionally corrugated hard wall

V() = {2 for z {3} £® = E(x,y) (6)

. . . . . . > >
with the two-dimensional unit mesh dimensions aj;, ajs.

Fraunhofer diffraction from such a two—dimensional lattice
can be described in complete analogy with the three-dimensional
case above, witg the only exception that now the lattice periodicity
determines not K= k - ko, but rather

Y

where is a lattice vector of the two—dimensional reciprocal lat-
tice. ky», is obtained from the condition

hl
2 _ .2 2 2
kﬁ— khll + kh_l__ko

for elastic scattering. Thus the directions of the scattered waves
are completely determined. Because all unit meshes are equivalent,
the integral in eq. (1) again may be broken up into a summation
over all unit meshes as before (Eq. (3)), with one important diffe-
rence which is obvious from Fig. 2.

' Fig. 2 : Profile of a one-dimen-
sional corrugation function and

multiple scattering within a unit
mesh.

| I
] |
— 0y —

It shows the profile of a one—~dimensional corrugation and some
waves indicated by their propagation directions. It is apparent
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that multiple scattering can ocgur and may not be neglected. Thus
the replacement of ¢(r') by ¢o(r') which led to eq. (2) is no lon-
ger permissible and a different approach is needed. The basically
planar nature of V(r') suggests furthermore to use the plane wave
form of the outgoing free space Green's function

CEE) = o ewli[® OGS SIS IER SN

I'

(7

For the particular form of the potential (eq. 6) the scattered
wave in eq. (1) originates only at the corrugated wall and can,
therefore, be written in the form

V(ENYE) = £(RDs(2' - £®"), (8)

where f(ﬁ') is the amplitude of the wave scattered from the surface
element centered at R' ("source function"). Inserting (7) and (8)
into (1) gives, in complete analogy with the total scattered wave
solution above,

¢S(¥) = 1 sexp{i[ (Ko\l + ﬁ)‘ R+ kﬁl?1} (9)

g

with the structure factor

1 LT, S = b O o
|ax|? = |§%;'fexp{'1[(kol‘+ B kg e@) )3 yar'| .
(10)

The relative intensities [A |2 of the diffracted beams can
be calculated by determining the—source function with the condi-
tion that the_ total wgve field must be zero for
z < E(R) : 9(R,z = £(R)) = 0. The details of the theoretical treat—
ment a§§3of the computational aspects can be found in recent re-
views.

Structure analysis is usually performed by comparing Ehe mea-
sured relative intensities of several diffracted beams h with
those calculated via the analogon to eq.(5) for various model cor-—
rugations. The quality of the agreement is judged by reliability
factors such as

1/2
R = %—[g (ICalc - Iexp)z] /(for N h values).
h B n
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In electron diffraction, the situation is more complicated.
In low energy (LEED) and refection high energy (RHEED) diffraction,
several atomic layers contribute to the diffraction pattern. Their
number is determined by the mean free path for inelastic scatte-
ring Aee and by the angles of incidence and observation. The elec-
trons used in LEED (= 30-600eV) have A _ values between 3& and
10 &, those used in RHEED (some 10 to Some 100keV) have A 's of
the order 100 R. Thus surface sensitivity in LEED is givegeeven
at normal incidence, while in RHEED grazing incidence is necessary.
In transmission high energy electron diffraction (THEED), surface
sensitivity is achieved indirectly via the strain fields which
reconstructed surface layers produce in the bulk. Not only is ine-
lastic scattering strong, which reduces the amplitude of the cohe-
rent wave (electrons with incidence energy), but elastic scattering
is also, so that strong multiple scattering occurs and the approxi-
mation ¥(r') = Yo(xr') in eq. (1) is no longer valid.Furthermore,
the electron modifies the potential of the scatterer by exchange
and correlation interactions with the electrons in the scatterer
which can be taken into account by an (energy dependent) exchange-
correlation contribution to the potential. Many approaches have
been taken during the past 15 vears to solve this diffraction pro-
blem, in particular for LEED. Most of them have in common that the
crystal is divided into layers parallel to the surface and that
the calculation is divided up into intralayer and interlayer scat-
tering. The way in which this is done and the computational proce-
dures»ﬂgg computer programs are described in detail in several
books. It is important ta note that in spite of strong multiple
scattering , all unit meshes para11e1+to the surface are equivalent.
Therefore, it is possible to write F(K) in eq. (3) in the form

F(K,zo) = A(K,ﬁ;)-B(E). The maxima of [B]2 which occur for

together with the condition for elastic scattering k? = k% deter-
mine the direction of the diffracted waves with intensity |A|2
which must be calculated as described before. Partial structure
analysis, i.e. determination of the unit mesh dimensions and the
size and shape of the coherently scattering region, is therefore
possible from the geometry of the diffraction pattern alone. This
is of great importance for the analysis of surface imperfections
which is one of the major present and future applications of LEED
(see reviews 6a-d).

Complete structure analysis, i.e. determination of the atomic
positions within the unit mesh, consists of the comparison of the
measured intensities of as many as possible diffracted beams as a
function of electron energy ( I(V) curves ) with intensities
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calculated for several structural models and selecting the model
which gives the best agreement with experiment. Agreement is judged
by r?1§ability9fact?ﬁs R for which several definitions

R,. >, R VH R, , etc.) are in use and whose sensitivity to
structural parameteéers has been checked recently. The most fre-
quently used R factor is the Zanazzi-Jona R factor R 3 which takes
not only the agreement of calculated and measured in%ensities into
account but also that of their first and second derivatives. A
value RZJ < 0.25 is considered to indicate a reliable structure.

The calculations have not only structural parameters as inputs
(up to 8 atoms in the surface layer and 4 atoms in the bulk per
unit mesh in the most flexible program) but also nonstructural pa-
rameters such as mean inner potential V., absorption potential V,
and surface and volume Debye temperatures O ,0, . All of them are®
basically energy dependent but this dependence is generally neglec-
ted. Another basically energy dependent input is the atomic scat-
tering potential because of the energy dependence of the exchange-
correlation potential. Experience has shown however that neglect
of this dependence is not too critical.” Calculated I(V) curves
have recently become reliable enough so that the differences be-
tween curves calculated by different authors with different appro-
ximations have in some cases become smaller than those between
curves measured by different authors. The experimental aﬁgeﬁgs of
the LEED structure analysis have been reviewed recently. ~°
Therefore, it should suffice to mention that surface imperfections
and impurities seem to have little influence on the reliability
of the_intensity data in the case of nonreconstructing metal sur-—
faces ~ but are important on reconstructing surfaces, where they
may suppress reconstruction. A more critical source of discrepan-—
cies are probably differences in the precise direction of incidence
onto the crystal. The quality of agreement between diffgrent expe-
riments can be judged by a comparison of Si(100) data.

All diffraction techniques discussed so far make use of an
external source which produces a plane wave incident on the surface.
In recent years diffraction techniques with internal sources have
rapidly gained popularity, mainly due to the availability of tunea-—
ble high intensity x-ray sources (synchrotron radiation). The in-
ternal source is '"'turned on" by bombarding the surface with soft
x-rays or electrons up to several keV energy which causes the emis-
sion of spherical photoelectron or Auger electron waves from the
atoms ionized by the incident radiation. Two detection modes of
the diffraction of the spherical wave by the atoms in its environ-—
ment are in use : angle—integrated measurements ("total yield spec-
troscopies'; "extended x-ray absorption fine structure” (EXAFS)
and "extended appearance potential fine structure" (EAPFS) analysis)
and angle resolved measurements, both at fixed angle and variable
x~ray energy ("normal photoelectron diffraction', NPD) and at
variable azimuthal angle and fixed x—ray energy ("azimuthal
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phootelectron diff;aﬁgion", APD) . Both detection modes have been
reviewed recently '’ so that only the basic principles and the
limitations of the methods will be discussed.

In EXAFS the energy of the photoelectron varies with the ener-
gy of the incident x-ray energy. The photoelectron wave backscatte-
red by the atoms surrounding the source will, therefore, as a
function of energy, interfere constructively and destructively
at the source. Constructive interference means strong photoelectron
creation and therefore strong x-ray absorption and as secondary
processes strong x-ray fluorescence and/or Auger electron emission.
Monitoring the photoelectron, fluorescence or Auger electron yield,
or the yield of,energy selected secondary electrons created by the
Auger electrons, as a function of x-ray energy therefore gives
information on the diffraction of the photoelectron wave by the sur-
rounding of the source, from which via eq. (1), with ¢y,(r) missing,
the radial distribution of the atoms around the source atom may be
obtai& d21A multiple scattering theory is available for this ana-
lysis™ >  but most work to date is based on a single scattering
analysis. This is done by first subtracting from the total signal
u(E) (Fig. 3a) the smoothly varying background so that only the
oscillatory part u__ (E) remains (Fig. 3b), then converting the
E axis (with absorgigon edge as zero) via E = k2 into a momentum
axis (Fig. 3b top) and finally Fourier transforming this curve :

F(r) = 5 fu . (K)exp(-2ikr)dk.

™
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Fig.3: HAFS proceduce a)measured spectrum; b)spectru§1after subtrac—
tion of smooth background; c)Fourier transform of b).
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The maxima of F(r) (Fig. 3c) determine the distance to the surroun-
ding neighbors. Obviously, (k) must be measured over a suffi-
ciently wide k-range to obtain a meaningful Fourier transform. This
was not the case in the first and apparentl¥9on1y attempt to study
a clean surface (A1(111), (100)) with EXAFS22 which produced data
in disagreement with reliable LEED results.

EAPFS works in principle in a very similar manner. The elec-—
tron wave from the atomic source is here created by electron bom—
bardment. The detection of the oscillations of its excitation pro-
bability due to interference with the waves backscattered from the
surrounding atoms is carried out via the Auger electron yield or
via the elastic backs?ﬁttering yield. The experiments performed
to date (V, Ti and Fe ') have not produced any surface structure
information competitive with LEED.

In NPD the energy of the incident synchrotron radiation is
varied over such an energy range that the energy of the emitted
core photoelectrons varies over the range which is generally used
in LEED, i.e. between about 30eV and 200eV. For example, ionization
of the Na 2p level requires 47 eV so that the incident radiation
has to be varied from about 80eV on upwards. The intensity of the
2p photoelectrons emitted and scattered normal to the surface is
measured with an energy analyzer whose pass energy is synchronized

with the X5pay emergy. The resulting intensity modulation is shown
in Fig. 4.

Fig. 4 : a) Photoelectron inten-

: No c(2x2) on Ni (001} sity after secondary electron

Ma,3 Ma,s Mas background subtraction as a
function of incident photon ener-
gy from a Ni(100) - c(2 x 2)Na
surface; b) calculated NPD curve
for a Na atom 2.23 & above th
center between four Ni atoms.

Auger
Vo

No 2p EMISSION INTENSITY (arb units)

1 ] | | |
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The location of the Na atom extracted from the data agrees very
well with that from LEED studies. In principle, a full dynamical
LEED calculation based on eq. (1) with ¢¥o,(r) missing is necessary
for the analysis of the data. Expagience has shown, however,that
simplified dynamical calculations™~ or Fourier transformation of
the oscillatioa after proper background correction analogous to
EXAFS analysis™ give surprisingly good agreement with full
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dynamical calculations.

In APD the surface is irradiated with monochromatic x-ray ra-
diation, e.g. Al K with 1487 eV energy, the crystal is rotated
about its normal afd the photoelectrons from the atoms of interest
are measured as a function of azimuth at small grazing angles of
emission, typically 10°. This small angle is necessary for suffi-
cient scattering of the photoelectron from a surface atom by its
neighboring atom§7 Fig. 5 illustrates this for oxygen ls photoemis-
sion on Cu(100). Because of the high photoelectron energy (950eV
for oxygen Is electrons (binding energy = 530eV)) issiggle scatte-
ring calculation is sufficient to analyze the data”™ which agree
in general well with LEED data.

Finally, angle resolved Auger electron spectroscopy (ARAES)
still has to be mentioned. Here, the angular distribution of the
Auger electrons, usually produced by electron bombardment of the
atom of interest is measured. It is determined mainly by the dif-
fraction of the Auger electron wave by the surrounding atoms and
requires in principle a full,dynamic calculation for a reliable
structure analysis. Recently it was shown, however, that conside-
rably simplified calculations give about the same results as a
full dynamical treatment. Nevertheless the analysis is more compli-
cated because of the two-electron nature of the process as compared
to the one-electron process basic to the methods discussed before.

All internal source diffraction techniques have in common that
they identify the atom whose location is to be determined wia the
energy level involved in the emission process. This is a great ad-
vantage over external source diffraction techniques. Furthermore,
no long range order is required because the amplitude of the sphe-
rical wave decreases rapidly with distance. This statement may not
be misunderstood : it is strictly valid only in the angle integra-
ted techniques, in the angle resolved techniques it is still neces-
sary that the same local configuration is repeated over the whole
area contributing to the signal, without rotations. Only random
lateral displacements of these configurations are allowed. The ad-
vantage of atomic identification is lost in the study of the struc-—
ture of clean surfaces. Here only grazing incidence or the monito-
ring of low energy electrons can emphasize the surface contribution

to the signal but an analysis on the same confidence level as in
LEED is more complicated.

Surface structure analysis by near field diffraction (defocus-
sed imaging) or focussed imaging and by THEED is still in its
infancy. Although it is possible to determine monolayer heights,
i.e. the distance of t topmost layer from the second layer, via
the monolayer contrast™ in transmission electron microscopy (TEM)
the measurement is presently too inaccurate for this purpose. In
conjunction with THEED it is, however, useful now for the (partial)
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structure analysis cof surfaces with superstructures, such as the
Au(111) surface, which h 5 a surfac§31ayer contracted by 4.2% in
the [110] direction with™° (without™’) misfit dislocations. In
reflectig& electron microscopy (REM), atomic step contrast is much
stronger™ but the analysis is not sufficiently developed to extract
reliable step heights. Recently, RHEED has been developed to a le-
vel at which useful contributions to complete structure analysis
can be expected; an exaggle is the (7 x 7) superstructure of the
clean Si(111) surface

Fig. 5 : APD of 1s photoelectrons
from oxygen atoms in the c(2x2)0
structure on a Cu(100) surface.
The O 1s intensity (averaged
over all 4 quadrants) obtained
by rotating the crystal about

the [001] axis (top) is sngn

as a polar plot (bottom).

I.2. Scattering Methods

These methods are based on the elastic scattering of ions with
energies of the order 102 - 10%eV by the ion cores of the atoms of
the scatterer. The surface is bombarded with an ion beam with well
defined energy E. and direction of incidence (8o, ¢o) and the quan-
tity measured is the energy distribution of the scattered ions at
well-defined scattering angles I(E,6,¢). This quantity gives not
only information on the structure of the surface but also on the
mass of the scattering atom, due to the fact that the energy trans-—
fer from the ion with mass mo. to an ion core with mass m upon scat-
tering by an angle © is given to a good approximation by classical
momentum (p = mv) and energy E = mv?/2 conservation which leads to

/I - (Eﬂ)zsinze + Eﬂ- cos ©
= { }2. (11)

m
1+ =
m

|

If double or multiple scattering occurs this expression can be
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applied to the individual collisions which allows determination of
the type of neighboring atoms. Typical ion scattering spectra and
the calculated orig%n of the peaks are shown in Fig. 6 (600eV K
ions from W(110)).

intensity, ol _, S b , s D*

(@uw AS" 1t %WM‘QQ&
2 2 @ ©

‘ ol @ @ @ 2 © 2 @ @

9=150°

200 250 300 350 400 450 EfeV)

. + . .
Fig. 6 : LEIS spectra of 600eV K ions from a W(110) surface in the
[110] azimuth for specular scattering into various scatterigg an—
gles. The scattering processes are indicated in the insert.

* . . .
The peaks D , D arise from linear, Dy, and D3 from zigzag double
scattering.

Structural information via double scattering can be obtained
usually only in the low energy range _£102 -+10”ey, LEIS) and with
sufficiently heavy ions (e.g. Ne , Na , Ar , K ; high scattering
cross section!) with 1low neutralization probability (unless the
neutralized particles can be detected). In medium energy
(10% - 10%eV) and high energy (IOi - 10%eV) ion scattering (MEIS,
HEIS) and with light ions (e.g. H , He ) the process which allows
structure analysis is the shadowing of the incident beam and the
blocking o§7the scattered beam. These two processes are indicated
in Fig. 7a : each atom seen by the incident beam produces a sha-
dow cone in which atoms at lower levels are hidden,each atom above
an unhidden atom produces a blocking cone for the scattered ions.
If the incident beam is aligned ("single alignment') with a densely
packed direction, only few atoms are seen by the incident beam, and
if the detector is aligned too (double alignment) with a densely
packed direction, a minimum in the scattered intensity occurs ("bloc-
king dip"). Deviations from the expected number of atoms ("atoms
per row") iIndicate atomic displacements in the topmost layers as
do angular shifts of the blocking dips. The directions of the dis-—
placements may be obtained by varying incidence and scattering
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directions, the depth distribution by variing th§8energy which
changes the radius R of the shadow cone. Fig. 7b~ indicates how
the shadow cone is produced by the trajectories of particles pas-—
sing the scattering center at various distances.

Fig. 7 : a) Shadowing of the incident beam ag? blocking of the scat-—
tered beam in double-aligned ion scattering.” b) Formation of

the shadow cone in ion scattering. Only the asymptots of the trajec-—
tories are shown. For a Coulomb potential R = 2§§1Z2e2d/E)1 2(7y,

Z, nuclear charges, d atomic spacing along row)?

These trajectories can be easily calculated by considering the ion
as a point charge in the effective interaction potential between
ion and atom. For MeV H and He ions this is a very good approxi-
mation so that the absolute values of the scattering cross-sections
can be calculated. The area of the "surface peak" in the IS spec-
trum can thus be obtained for various structure models and compared
with the experimental value (usually expressed in atoms per row).
In this calculation the thermal vibrations of the atoms, which make
a considerable contribution to the width of the shadow cone, must
be takep into account including the correlation of the wibrations:
Fig. 8 = shows a typicil HEIS (or RBS = Rutherford backscattering)
spectrum of 1.0 MeV He from a Si(100) crystal bombarded in&Bhe
[100] direction and measured in single alignment. In Fig. 9 = the
number of atoms per row extracted from the surface peak is compared
with the expected value for a Si crystal truncated at a (100) surfa-
ce without atomic displacements as a function of energy of the in-
cident ions. Fxom this comparison it is concluded that at least 3
monolayers are laterally displaced more than = 0.15 & and two of
them have lateral displacements of more than 0.2 &, A more detailed
discussion of saﬁu%Eure analysis by ion scattering can be found in
recent reviews. ’

The brevity of this section as compared to that of the diffrac-
tion section dees not indicate that scatterimg is less useful in
surface structure analysis but only that is younger and much less
developed than LEED. In particular, the use of double scattering in
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Fig. 9 : Number of atoms per row as a function of the He ion ener-
gy. Open circles : Si(100) - (2 x 1) (clean), solid circles
Si(100) - (1 x 1)H (hydrogen covereg , lower curve : calculated with

bulk Debye temperature (O_ = 5L43K). The solic%Scircles can be fit

with a surface Debye température of OD = 230K.
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LEIS appears promising. One of the main drawbacks of ion scattering,
especially of heavy ions is the modification of the surface by ion
bombardment (sputtering, mixing) which makes periodic annealing

of the surface necessary.

I.3. Other Methods

The most direct way to determine the location of surface atoms
is by imaging with field ion microscopy (FIM). Atoms become visi-
ble due to the field variation across the surface due to its atomic
roughness. The accuracy of the measurement is, however, far below
that of LEED so that only major deviations from the structure 2§ 44
the bulk can be seen, such as the c¢(2 % 2) structure on W(100).”’

A fundamental problem of this method is the fact that atoms can
move in the high fields necessary for imaging so that field-induced
structures may appear. Furthermore, the method is limited to mate-
rials which in the form.of sharp tips can withstand high electric
fields. A more detailed discussion can be found in a recent review.

There are also several indirect methods for surface structure
analysis. Only two will be mentioned which are based on the corre-
lation between atomic structure and electronic and vibronic struc-
ture. For a given atomic structure model the electronic.and vibro-
nic structure of the surface may be calculated and compared with
experimental data such as surface electron density of states or
vibrational excitations. Examples are the studies of Si surfaces
(for review see refs. 46,47), the studies of the location of the
W atoms in the hydrogen4§nduced c(2 x 2) structure on W(100) via
the H vibrational modes or the determination of the oxygen atom
locations in Ebe 0 ¢(2 x 2) structure on Ni(100) via the 0 vibra-
tional modes.

I.4. Conclusion

There is at present a large number of methods available for
surface structure analysis, some very well tested, others still
very immature. Applied to the same problam they sometimes still
give contradictory results, partially because some of them are
not well enough understood but sometimes simply becausé of diffe-
rences in the surface studied. The surface just mentioned,

Ni(100) - ¢(2 x 2)0, is a good example. LEED results have placed
the 0 atom in the center between four Nisﬁgggs 0.95§ above tEg
plane through the center of thg,Ni atoms, LEIS and NPD

giyg the same result while APD"~ and vibrational loss spectrosco-
py ~ locate the 0 atom considerably lower, nearly coplanar with the
Ni atoms. This discrepancy may not be due to inappropriate data
analysis but rather may be caused by experimental differences :

the ¢(2 x 2)0 structure and NiO nuclei co-exist over a wide oxygen
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exposure range so that depending upon the reliability of the 0o
pressure measurements some authors may have looked mainly at the
c(2 x 2) structure, others more at the NiO structure.

In another recently reviewed case?4 Pt(111), the discrepancies
were clearly due to incomplete understanding of the methods in the
past. Most of them are eliminated now. In Section II, some of the
still existing discrepancies will be mentioned.

IT.RESULTS

. II.l. Unreconstructed Surfaces

In this section examples will be given for structures which
have the same lateral periodicity ("(1 X 1)") as the bulk. The
problem of interest here is the location of the atoms in the
(1 x 1) unit mesh. These examples are representative for the many
structures analyzed which, for the case of LEED stud§e§3 are goms
piled critically in several recent reviews and books.’ ~°7 7’
Complete LEED structure analysis has been done up to now only for
(1 x 1), (2 x 1), p(2 x 2) and c(2 x 2) structures because of the
limitations of LEED programs and computer time. The other techni-
ques, applied to clean surfaces, have only given partial informa-
tion on atomic locations on more complex surfaces which will be
dealt with in sect. II.2.

fee Metals. The most densly packed planes ((111) and (100))
are,within the limits of error of the LEED analysis, simple termi-
nations of the bulk structures without significant lateral or nor-
mal displacements of the atoms from their normal lattice sites,
Au(111) and (100), Pt(100) and Ir(100) excepted. Conclygions to the
contrary from LEED and othefzsggdies, e.g. for A1(111) or for
Pt(111)have been disproven. ~’ Some structure determinations
have been dgge with very high precision, e.g. for Cu(100) with
RZJ = 0.068" " or for Cu(lll) with = 0.055. An even smaller
RZ factor, 0.035, is obtained for Cu(100),if two structural para-
me{ers, the first two layer spacings d,,, d., are optimized. The
best agreement with experiment issgbtalned or a 1 % contraction
of d12 and a 2 7 expansion of d23.

The structure of the next low index plane, (110), is less well
established. In all cases studied (Au, Pt and Ir again excepted)
no lateral displacements are found but strong normal displacements

are. For Cu(110) a contraction of the topmost layer sggcing dl
by about 10 Z is obtained with an R factor R,; = 0.127" for Ag%llO)
a 7 7 contraction of d ve the best, thougﬂ only good to poor

agreement with experiment,” while for Rh(110) the sgﬁllest R%
factor (0.11) s obtained for a 2.5 % contraction. For Ni {10)
LEED and MEIS  agree with 5 Z and 4 7 contraction, respectively.
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The simple picture of, the (110) surface has been reputed recently
for Ni(110), however; the understanding of the (110) surface must,
therefore, be considered insufficient at present. This is illustra-
ted by a recent re-examination of Ag(110) which for a 6 % contrac-
tion of d]2 and a 3 7 expansicn of d23 gave RZJ = 0.10.

hep Metals. The basal planes (0001) of all metals studied,
e.g. of Be, Co, Cd, Zn, Ti, Zr, have their normal stacking sequence
and show negligable d,, contraction (¢ 2 %), Re(0001) excggted for
which a 5 % contractiofl has been deduced with R 7= 0.14, The
only prism plane studied up to now, the Re(lOIO% surface, is repor-
ted to have a 17 7 d,, contraction and a negligable d, ., contraction

(1 -27. The6§ype é% (1010) termination of the crystal could also
be determined.

bee Metals. Within the limits of error, the most densely packed
surfaces (110) have the same d values as in the bulk. This has
been esggblished with high reliability, e.géawith R,. = 0.10 for
Fe(110) or with R Nl o 0.12 for Vv(110). The (%60) surface,
which is much less éegsely packed than the fcc(100) surface, does
not have a simple (1 x 1) structure at or below room-temperature
for W, Mo and V (see sect. II.2.). At higher temperatures, e.g.
above 300K and 620K for W and V, respectively, a (1 x 1) structure
is seen which in spite of many studies in the case of W(100) has
defied general agreement. The values of the d,, contraction repor-—
ted vary from 4.4 7 to 11 %, the mosg7recent values being 7.57%1.5%
(from spin-polarized LEED, "SPLEED") and 6.7%+27 (from LEED)68
in good agreement with each other. The reasons for the discrepan-
cies were receg&ly found to be mainly in the quality of the expe~
rimental data. In the case of Fe, in which the (111) and (211)
surfaces were also studied, the resultsg.are less disputed 51in
Fe(100) d is only 1.47%Z+3%7 contracted, in Fe(l}i) 15.4 % and
in Fe(211} only a slight contraction is deduced.

Concluding the section on metal surfaces with (1 x 1) struc-—
tures ("unreconstructed" surfaces) it must be stated that atomic
beam diffraction (see review 3) and ion scattering up to now have
contributed little to the analysis of their structure.

Semiconductors with Diamond Structure (57, Ge). All Si and
Ge surfaces are reconstructed or facetted over a wide temperature
range, unless stabilized by impurities or quenched from the high
temperature (1 x 1) structure. The only surface for which these
procedures have been successful up to now is the Si(111) surface
while the Si(100) - (1 x 1) structure could not be obtained by
guenching (laser annealing) but only by adsorption of a conside-
rable amount of hydrogen (0.5 monolayers). The Si(111) = (1 x 1)
structure was briefly studied above the transition temperature from
the reconstructed (7 % 7) structure (see sect. II.2) to the (1 x 1)
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structure at about 1140K with the result that a diso§§ered surface
layer rests on top of a crystal with bulk structure. This conclu-
sion was drawn from the temperature dependence of the background
although the I(V) curve of the specular reflected beam is very si-
milar to that of the (1 x 1) structures stabilized by small amounts
of Cl or Te. For the Te stabilized (1 x 1) structure a d,, contrac-
tion of 21 7 without sig&ificant (¢ 5 7) change of d23 an d34 was
deduced with RZ = 0.21.
The d 2 contrac%ion of the (1 X 1) structure obtained by laser
anneailng (quenching) is quite similar (25.5%%2.5%), but hsge also
a d2 expansion by 3.27+1.5% was derived with R 7.= 0.115, Re-
centfy, however, it was reported on the basis o% indirect (photo-
emission spectroscopy) and LEED evidence that the laser annealed
(1 x 1) structure has no 1ong7§ange order - similar to the high
temperatu (1 x 1) structure - but a short range (2 %X 1) recons-
truction. It is apparent that the Si(111) - (1 x 1) structure is
still a matter of discussion. The Si{(100) - (1 x 1)H structure
(with adsorbed hydrogen) is bulk-like, according to LEED §9r58

9

while according to MEIS studies d12 is contracted by 67+3%.

Semiconductors with 7Zincblende and Wurtzite Structure , The
(110) surface which has the lowest surface energy in zincblende
structure has been studied for GaAs, InSb, InP, ZnTe and ZnS. The
evalution of the understanding of GaAs(110) has been revi ged re-
cently” as well as the general trends of the structures. Al though
the surfaces have (1 x 1) structures, large atomic displacements
occur in the topmost layer and smaller ones in the second layer as
indicated in Fig. 10.

Fig, 10 : Side and top view of the
S.L.lrface ge Ometries Of the ( 1 1 O_).. SURFACE STRUCTURES  TETRAHEDRALLY COORDINATED
z1ncb%ende and the rﬁéated (1010) COMPOUND SEMICONDUCTORS

wurtzite structures. 1 first

layer, 2 : second layer, & dis-
placement from bulk lattice posi-
tion.

® ANION (a)
o CATION (c)

ZINCBLENDE (110) WURTZITE(I0i0)

%
o :
w oS> b
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The cation 1 always makes the largest displacement (up to 0.6 &
downward and towards the anion) while the anion 1 moves upward up
to 0.2 & and up to 0.4 R sideways. This results in height differen-—
ces up to 0.8 R. All bond lengths remain essentially as in the

bulk except that of bond a; - c,. This bond is usually contracted
about 5 Z; in ZnTe it is dilated by about 3 7. The distertions
decrease with increasing ionicity so that the LEED data of ZnS are
fit best by gosurface with approximately bulk atomic positions

(RZJ = 0.23)." The surface corrugation of g e GaAs(110) surface for
He "atomic beams has recently been studied; for its discussion the
reader is referred to a recent review.

_ Of the wurtzite structure surfaces, the (0001), (1010) and
(1120) surfaces of ZnO have been studied by LEED with the result
that all faces represepfy within 6 7 distortion, simple terminations
of the bulk structure.

Crystals with NaCl Structure (Semiconductors and Insulators).
Many of these materials are problematic for LEED studies because
of charging and dissociation. Nevertheless, the (100) surfaces of
several oxides (Mg0, Ca0O, CoO, Mn0O, NiO and Eu0) have been studied

with the result the d12 = 1/2(d?2 + d?z) is generally less than

3 % contracted and that the "rumple" d?z - d° , 1.e. the relative

normal digglacement of first layer anions anézcations, is less
than 5 Z%. The t recent values for NiO are : 2 7Z d., contrac—
tion, 0 7 rumple. ~ Because of their strong dissociation by ioni-
zing particles (electrons, ions) alkali halides have been the do—
main of atomic beam diffraction. The relevant work is reviewed in
Ref. (3). Only two examples will be quoted : LiF and NaCl. The
corrugation function

B =L 2mx 21y,
E(R) = 5 Eo(cos 3t cos =3 )

was used in eq. (6) for the analysis of the intensity data

(d = a/v2) which gav§4for the corrugation parameter &, vg%ues of
0.095 & for H on LiF ' and of 0.20+0.02 & for H on NaCl; this is
to be compared with a £, value of 0.010+0.001 for H og,graphite
(0001) and a similar sinusoidal corrugation function. For a more
detailed discussion of atomic beam diffraction from alkali halides
and oxides see Ref. (87).

0 ther Structures. The cleavage surface of a number of layer
compounds such as MoS;, NbSe, has been studied by LEED with the
result that there is generally a slight d12 contraction up to 5 %,
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TiSe, excepted (5 % expansion).5 The most complex surface studied
up to now is Te(1010) : here the top layer atoms move inward 0.21R%
the second layer atoms move outward 0.46 R in gch a manner that
no nearest-neighbor bonds lengths are changed.

II1.2. Reconstructed Surfaces

In this section those surfaces whose periodicity parallel to
the surface differs from that of the bulk will be discussed.

fee Metals. The following surfaces have been found to be re-
constructed : Au(111), Au, Pt, Ir(100) and (110). The (111) and
(100) surfaces have large surface unit meshes and are, therefore,
at present not amenable to LEED structure analysis. The (110) sur—
faces have a (1 x 2) structure, i.e. double periodicigg 6? tBi
[08%] direcgzon and have been the subject of LEED (Au,”°” Pt
Ir"7), LEIS” and atomic beam diffraction studies. Some of the
models proposed on the basis of LEED studies are shown in Fig. 11.

Fig. 11 : Some surface structure POSSIBLE MODELS FOR THE (1%2) STRUCTURE

models proposed for the

(110) —9§1 x 2) surfaces of Au,Pt

and Ir. PAIRED ROWS MODEL
, 099 9
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In addition, a distorted hexagonal overlayer similar to that on the
(100) and on the Au(l11) surfaces has been considered.selggoggh
the missing row model has been favored by some authors ~*>~7?

the R factors eithsg do not differ very much for the variogﬁ models
(RZJ = 0.24 §20.32 ) or are unacceptably large (RZ =0.6",

R 0o 0.4277). Further doubts in the models come %rom 600 eV K
Lﬁ?g scattering experiments which cannot be reconciled with either
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the distorted hexagonal overlayer or the missing row models.94
Atomic beam diffraction leads to an estimated corrugation amplitude
of £o = 1.65 & which is significantly higger than those of the
Ni(110) and the similar W(112) surfaces. This favors a missing
row model (rough) over a hexagonal overlayer (smooth) model. In
summary the (110) — (1 x 2) surface is still not understood.

The same statement is valid for the (100) surfaces and the
Au(111) surface.gghe present state of understanding has recently
beem summarized. A (distorted) hexagonal overlayer is the pre-
ferred model (see, however, ref. (97)). It causes, on Ir(100), a
simple (1 x 5) superstructure, on Au(100), a (5 X620) structure,
recently more accurately described as c(26 x 68) and on Pt(100)
several structures with similar complicated periodicities. Recent
combined HEIS and LEED studies of the transition from the recons-
tructed to the unreconstructed Pt(100) surface due to CO adsorption
indicate, however, that the picture is not as simple as just men-
tioned but tha§8also atoms in the second and possibly deeper layers
are displaced. The reconstruction of the Au(111) surface descri-
bed as (23 x 1) superstructure can be explained by a distorted
hexagonal overlayer with a 4.2 % contraction in the ﬂlO] direction
(Ref. (33) and references therein). This layer is reported to hgye
localized strains as expected in monolayer misfit dislocaktions.

bee Metals. The (100) surfaces of W, Mo, Cr and V are recons-—
tructed at sufsaciently low temperature (e.g. <300K for W, <620K
for V) as : Cr”” and W into a c¢(2 x 2) structure, Mo into Oaimilar
but more complex structure and V into a (5 x 1) structure. The
reconstruction of these planes, in particular that of the W(100)
surface (which has become a testing ground fogssurface structure
analysis methods) has been reviewed recently. The (5 x 1) struc-
ture on V can be explained in a manner very similar to that on Ir;
the (100) surface is covered by a monolayer ¢f the mgst closely
packed plane of the structure, here a (110) plane. The c(2 x 2)
structure on W is more complex. The widely ?ﬁﬁeqﬁid model of this
structure, based on LEED intensity analysis > is a surface
layer in which neighboring W atérs are laterally displaced in op-
posite [0]]1 directions by 0.15 - 0.3 & forming zig-zag rows along
the [011] directions (see Fig. 12). On a well oriented surface,
domains with two equivalent orientations of these rows exist so
that a ¢(2 x 2) pattern results. An alternating vertica14gisp1ace-
ment (see Fig. 12a) as proposed on the basis of FIM work  1is not
compatible with the LEED evidence. HEIS also indicates lateral dis-
placements]Bg ~ 0.23 & but only one-half of the surface atoms are
displaced. For a further discussion of the discrepancies see
Ref. (45).
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Fig. 12 : Structure models1gqr theA
W(100) - e(2 x 2) surface. -

o,@@ Q a ék
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Semiconductors with Diamond Structure (Si, Ge). All surfaces
studied to date are reconstructed, but only (111) and (100) surfa-
ces are considered here. The structure of the (100) surface is
usually described as a (2 x 1) structure but the LEED patterns
shows strong background and/or half-order streaking parallel to the
<10> directions of the surface unit mesh. Most authors, however,
have seen sharp quarter order d%ggraction beams of a ¢ x 2) pat-
tern with weak background on G but some also on Si, including
some of the authors coworkers. Apparently, the well-ordered sur-—
face has a c(4 x 2) structure, but it is difficult to achieve the
necessaryog?§69e of order. It is, therefore, not surprising that

attempts to analyze LEED intensity data on the basis of a
(2 x 1) unit mesh have met with little success, even Eaging into
account atomic displacements down to the third layer. All that

can be said is that an asymmetric dimer model (see below) and sub-
surface layer distortions improve the agreement between model cal-
culation and experiment. An interesting model proposed on the gis
of a quasi~kinematical &5ED analysis of the c(4 x 2) ucture

is compatégle with HEIS = and atomic beam diffraction but not
with MEIS'~ results. Apparently the problem is beyond the capabi-
lities of today's LEED structure analysis. The evidence from the
non-LEED techniques is as follows.(i) At least 3 mongbayers have
lateral displacements > 0.15 &, two of them > 0.20 &; (ii) The
surface atoms are shifted more than 0.45 & in the dimerization di-
rection ([001], [Q1!], see Fig. 13), the atoms in lower layers

less than = 0.2 &;° (iii) The face has a very strong corrugation
for He atomic beam scattering. All data are compatible with
variants ofIBBe asymmetric dimer model (including subsurface dis—
placements) shown in Fig. 13. The displacements of the topmost
atoms obtained by an energy-minimization procedure are (in X)

AX] = + 0.46, AX}s = - 1.08, AZ} = + 0.04, AZ;s = = 0.435,

Xy = - MXyr = 0.115 and AZ, = AZyr = 0.014. 109 1ndirect evi-
dence (electronic structure studies with photoelectron spegtposcopy
(PS)) is also in agreement with an asymmetric dimer model, as
well as recent x-ray diffraction studies.
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Fig. 13 : a) Top views of the asymmetric dimer models of Si (and
Ge) (100) surfaces. The smallest circles represent atoms ia the
third layer, the largesi indicate atoms in the first layer, the
shaded ones being raised with respect to its dimer partner. Depen-
ding upon what atom is ra'agd in neighboring dimers a variety of
superstructers is formed. b) Top and side view of ideal Si(100,)

surface with arrows indicating the relaxations in the (011) planépg

Unrelaxed 1x1 . . .
eax Fig. 14 : Schematic views of

- T the (1 x 1) and Byckled (2 x 1)

d S8i(111) surface.

Relaxed and Buckled 2 X1

Top View

O®.®O®C®

®O®Q®O®.

®5 %%

On the (111) surface two structures occur : a (2 x 1) struc-—
ture which is obtained upon cleaving at low temperature, and a
stable (7 x 7) and c(2 x 8) structure on Si and Ge respectively,
which is formed irreversibly by heating the (2 x 1) structure or
by standard surface preparation procedures. The (2 x 1) structure
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is generally accepted to be due to buckling of the topmost layer
as indicated in Fig. 14. A LEED analysis (witout R factor evalua-
tion) gives b = 0.3 .8 and lateral and normal displacements of the
second layer atoms. The large unit meshes of the stable (111)
surface structures ((7 X 7) and c(2 x 8)) preclude presently a
structure analysis by LEED althoughlﬁgtﬁwgts have been made using
quasi—kinematical analysis methods. ’ For lack of proper pro-
cedures, structure analysis, therefore, is here left mostly to the
ingenuity of the researcher to patch the various observations and
theoretical concepts together into internally consistent models.
Many of them had already to be discarded in the past 20 years on
the basis of accumulating experimental evidence (see the reviews
(46,47,54b,115)) so that only a few have to be mentioned. For the
Ge(111) = c(2 x 8) structure a buckling similar to that of the

(2 x 1) strycture but with different lateral periodicity has been
suggested. For the Si(111) - (7 x 7) structure two principally
different ?qu??ﬁng models are presently left : the ring—??gkling
(RB) model”™ "7’ and the double~layer island (DI) model. A
third model, in which atoms R %r up with lateral displacements of
£ 0.4 & in hexagonal regions is excluded by HEIS results which
set an upper limit of =~ 0,15 & for the lateral displacements, in 119
strong contrast to the results for the Si(100) - (2 x 1) surface.
Furthermore, the reason for excluding the RB mode, the strong inten-—
sity of the 3/7 and 4/7 LEED beams expected for this model, are
just in favor of it, because this is the most striking LEED feature
observed. Both the RB and the DI model were conceived on the basis
of energy minimization considerations, one (RB) starting from dis-—
placements of individual atoms the other one (DI) starting from
epitaxial misfit strain. In the RB model the surface atoms-are in
hexagonal (one of them in triangular) rings raised and lowered by
about the same amount as in the case of the (2 x 1) surface (Fig.
15 a).

by be+sb.

b bs

Figq %51i7Si(111) - (7 x T) structure models. a) Ring-buckling mo-
del, 7° top view; raised atoms : open circles, lowered atoms
full circles; insert shows the surrounding of tg?SCorner atoms

of the unit mesh. b) Double-layer island model, side view; only
part of the unit mesh section is shown.
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In the DI model the enhanced backbonding leads to a compression

§by of the outermost double layer. This is associated with a late-
rd% expansion b which leads to a m%ﬁait with the substrate (Fig.
15b) . The DI model and variants of it are supported by gross
features of the LEED patterns (3/7, 4/7 spot intensities), by HEIS
results which indicate large normal displacements (< 0.4 R) sur-
face atoms but small (< 0.15 &) if no 1aterall?%splacements and
by a significant amount of indirect evidence. It also gives a
simple explanation qgot?ﬁlNi impurity stabilized Si(lll)-(/ng/Tg)
R 23.5° structure. ? Recent HEIS and UPS studies show, however,
that (7 x 7) and (V19 x Y19)R23.5° structure qz¥£er considerably in

atomic displacements and electronic structure so that this ex-
planation seems questionable. The DI model is supported by He ato-
mic beam scattering experiments d by LEED studies of hydrogen
adsorption on the (7 x 7) surface. It is difficult to guess which

of the two models will su ave. There is no doubt that surface
strain plays a major role but it is not clear hgg £9i§4§t¥?§n
is accommodated. For more details see the reviews., ° '? ’

I1.3. Vicinal, High Index and Imperfect Surfaces

Vieinal Surfaces (surfaces with less than about 10° deviation
from a low index plane).1 §tensive LEED work (see reviews (%a, 125,
126)), some MEIS studies and atomic beam diffraction studies
(see review (3)) have shown that these surfaces may be well descri-
bed by the terrace-ledge model in which monatomic steps are in ge—
neral separated by terraces of the low index plane. The steq2§t??§

i . .. N

are sometimes somewhat depr%ﬁged, e.g. on Ge and Si v1c1nals127 128
or on Cu(410) by 5.0%1.5 %. Sometimes diatomic steps oaccur '’
but the terraces have the same structure as the low index plane un-—
less this has a reconstruction which is sensitive to the strain
field of the steps. Examples are the W(100) - c(2 x 2), the
Si(111) = (2 x 1) ?%8 (7 x 7) surfaces. On W(100) steps surpress
the reconszguction on Si(111) they hinder the (2 x 1)+§§]X 7
transition = and nucleate the (7 x 7)»(1 x 1) transition.

High Index Surfacﬁgz The few1§5udies of ?ggan high index metal
surfaces, e.g. Cu( }8), Cu(311), Co(1012) and all surfaces
of the W'DIO] zone indicate that the surfaces may be considered
as a simple termination of the bulk structure. However, in these
studies no complete structure analysis (as on the low index planes)
has been made so that future work may show displacements of the
surface layers similar to those on (110) planes of fcc metals (see
sect, II.1). Semiconductor surfaces ff%’?ﬁ% tend to facet (as do vi-
cinals in certain temperature ranges ’ ) but can also be obtai-
ned as flat surfaces with specific superstructures (see the referen-
ces in Ref. (128,135)).
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Imperfect Surfaces. Most surfaces have many imperfections of
which steps can be particularily easily detected by LEED. Numerous
studies in this field are reviewed in Ref. (6a-6d).

ITI. CONCLUDING REMARKS

The analysis of the structure of surfaces is much more diffi-
cult than that of the bulk because (i) the number of surface atoms
is small compared to that available in the bulk and (ii) the signal
from the surface atoms is in general superimposed on a strong back-
ground signal from the atoms in the bulk; atomic beam diffraction,
LEIS and to a certain extent MEIS and HEIS excepted. It is there-
fore not surprising that in spite of a great amount of effort no
more substantial information on surface structure is available.
With increased understanding and application of the non-LEED tech-
niques this situation should, however, change rapidly in the next
few years.
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ABSTRACT

The different types of cohesion of condensed matter (rare ga-
ses, ionic solids, normal and transition metals, semiconductors)
are analyzed in relation to their electronic structures.

The electronic properties of surfaces are reviewed and the
various theories of surface tension are discussed.

I. INTRODUCTION

One of the main goals of solid state physics is to explain
the stability of condensed matter and to analyze the origin and

the nature of the bonds between the atoms in the solid or in the
liquid.

Let us state from the beginning that the treatment of the
above problems are very schematic and that solid state theory rare-
ly makes quantitative predictions in this field.

However, it is possible to

(1) propose models for cohesion in different cases as shown in this
chapter;

(ii) find the origin and trends in the properties of solid state
matter, e.g. variation of the cohesive energy, elastic moduli,
etc., with the number of valence electrons (see Fig. 1). Let
us call this a vertical analysis : from the basic principles
to the physical properties.
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(iii) discover correlations between different properties of solid
state matter, e.g. the relation between the bulk cohesive ener-

gy and the surface tension. This analysis could be called a
horizontal analysis.
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The study of the properties of condensed matter at the atomic
level is based entirely on the quantum theory. The electrons (and
the nuclei) are responsible for the cohesion of molecules, polymers
and condensed phases. All the ingredients of the theory are known :
the energy operator (the hamiltonian H), containing essentially the
kinetic energy and the electrostatic interactions of electrons and
nuclei, and the Schrodinger equation

sy _
T BV n

where t is the time and ¢ the wave function of the system.

% We call here cohesive energy the binding energy (per atom), also
called "lattice energy" in the case of crystals.
It is different from the emergy of cohesion defined mechanically

as the work required to separate a condensed phase along a plane of
unit area.
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However, even in the case of a periodic system, the Schrodinger
equation cannot be solved without drastic assumptions. Indeed, it
involves = 10?3 variables for a macroscopic piece of matter. Let
us recall for comparison that the classical problem of three bodies
interacting via gravitational interaction has no exact solution.
The problem of electrons and nuclei densely packed and interacting
quantum mechanically is far more difficult; in practice the number
of severe assumptions that must be made is important. The physical
sense comes into play. It is why different models of cohesion are
suggested, depending on the nature of the atoms and the crystallo-
graphic structure of the matter.

In the following, we consider schematically the different types
of cohesion that occur in condensed matter : we analyse their origin
and their nature and we discuss the validity of empirical descrip-
tions such as the pair interaction approximation widely used in
theories such as crystal growth, calculation of phase diagrams, etc.

Part II is devoted to the study of cohesion in solids. Part

IIT develops the properties of surfaces (electronic, surface tension,
etc.) of pure elements and alloys.

II. Cohesion in Solids

In any material cohesion results from the quantum mechanical
interaction of electrons (and nuclei). However, the quantum mecha-
nical nature of the interaction is more apparent in some systems
(covalent materials, metals) than in others (rare gases or ionic
salts). In the latter systems the atoms behave classically to a
good approximation, i.e. according to the laws of classical mecha-
nics and electrostatics.

Whenever possible, we discuss the relevance of a (classical)
isotropic pair potential approximation; the effect of many body
interaction is estimated.

We consider successively different types of cohesion in solids :

a) Rare gases : the van der Waals forces insure the (weak) cohesion
of atoms with closed electronic shells. Many body effects sligh-
tly alter the simple scheme.

b) Ionic solids (salts : e.g. NaCl) : their structure is determined
by classical electrostatics.

c) Normal metals : the conduction band is wide and the s,p electrons
are largely delocalized in the bulk : they can be described as
being weakly scattered by the ionic pseudopotentials. The weak
interaction treated to second order by perturbation theory gives
an effective pair potential.

d) Transition metals : in additien to a wide conduction band, a
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narrower valence band of d symmetry gives the large cohesive
energy and explains the characteristic properties of the transi-
tion metals {(e.g. magnetism).

e) Covalent structures : the valence electrons form strongly inte-
racting s,p hybrids and the valence bond has an important direc-
tional character.

Rare earth and actinides are briefly discussed in the transi-
tion metal section.

In the course of this chapter, it i1s interesting to relate
the electronic properties (responsible for the cohesion) to other
physical properties like conductivity, optical properties, etc. We
do not want to give a detailed theoretical analysis of the diffe-
rent types of cohesion in solids, rather we stress the principles,
simple models and results. Mor?_getailed theoretical developments
can be found in various works.

II.1. Rare Gases (group VIIIA)

Rare gas atoms are characterized by closed electronic shells
(e.g. Ar : 3s?3p®). Solid rare gases are transparent and insulating.
Boiling point and cohesive energy are very low. The latter can be
described by a weak pairwise (van der Waals) potential with an
attractive component due to fluctuating dipole-dipole interactions
and a repulsive part originating from the difficu}lty for two closed
shells to penetrate.

Two neutral atoms with closed shells (or molecules with satu-
rated bonds, e.g. CH,) have neither Coulomb nor permanent dipole-
dipole interactions. The dominant (however weak) interaction is
due to fluctuations of the dipole moment of an atom that produces
on an induced dipole on the other atom. Let us call p, the instan-
taneous dipole on the atom ! (at a given time t); it produces on

atom 2 an electric field El' Its modulus is given by

E, = L (1)

where r is the separation of atoms 1 and 2, and € is the static
dielectric constant. This field gives rise to an induced dipole Py

>
P, =ac E, ©)

where o is the polarizability of atom 2.
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The interaction energy is then

T = <hy By = -

i R €3)

H'O
o

which clearly shows the r™® dependence of the interaction potential.
The classical theory explains neither the origin of the fluctuating
dipole nor the wag to calculate its average. The parameter C is of

the order of 1073 erg/cm2 so that V_(r) at the equilibrium separa-
tion is of the order of 102 eV = 108 K.

Quantum mechanically the van der Waals attraction (also called
dispersion force) can be described by a simple model. An atom is
characterized by its electronic polarizability o and an oscillator
frequency w_. The frequency w_ corresponds to the mean energy of
the transition from the ground state to electronic excited states,
usually approximated by the ionization energy.

When two atoms interact, the oscillator frequency changes
according to the following scheme. Before they interact, two atoms
have a threefold degenerate oscillator frequency w . After the
interaction, four coupled oscillator frequencies are present.

Wy S Wy T Wy < w, T W< 0

They are given by the following expressions.

a
wl = mo 1 % 2;;;
6
= &, (4)
wy 3 = wg 1+ . H
455

The interaction energy is equal to the shift of the escillator
frequencies

Va(r) =

[T =2

- _
1 (wi wo) = 3 h W, P (5)

6 o?
i=
when developed to the second order in perturbation theory.

In this case, despite the quantum mechanical nature of the
interaction, it is possible to approximate correctly the interaction
with a classical isotropic pair interaction (centred forces).

The repulsive energy originates in the Pauli exclusion
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principle. When atoms are brought close together, the electron
clouds interpenetrate but since two electron cannot be in the same
quantum state, they must occupy excited states and their kinetic
energy increases. The variation with distance of the repulsive
potential cannot be estimated simply on theoretical grounds. It

is usually admitted that a r™'2 potential correctly reproduces the
experimental results; an exponential (Born-Mayer) potential could
be adapted as well. Let us remark that the elements with open shells
have a smoother repulsive potential, T (m < 12). In summary, the
potential due to dispersion forces can be written in the form

J12 6
- ——)9 (6)

rliz 6

V(r) = 4 VO (

called Lennard-Jones potential, where V0 is the depth of the poten~
tial well at the equilibrium distance ro = (2)*/®c. Note that, for
the stability of condensed matter, the repulsive potential must
decay more strongly with distance than the attractive part of the
potential.

When several atoms are packed together (crystal, liquid ) the
total potential energy is the sum of the central potentials (neglec—
ting many-body interactions)

0
Nof—

L V(r..), (7
1<j ]

where the coefficient 1/2 is put to avoid double counting.

The most stable configuration of atoms linked by a pair poten~—
tial (at 0°K) is the compact structure : face centred cubic (fcc)
or hexagonal close packed (hcp), essentially for geometrical reasons
and due to the "hard" repulsive potential. In fact, around a hard
sphere it is just possible to put twelve spheres in contact. The
rare gases crystallize in the fcc structure except the lightest He
which is hcp. The equilibrium distance is R = 1.09 ¢ and the cohe-
sive energy per atom is E_ = 8.6 V . Notice®that the relative ener-
gy difference between fcc and hcp Ps = 107°, even after including
the many body corrections.

Let us notice finally that liquid (or amorphous) structures
are also dominated by the repulsive part of the potential as shown
first by BERNAL and FINNEY and subsquently by molecular dynamics
or Monte Carlo computer "experiments' . The nearest neighbor dis-
tance is slightly dispersed around its value in the crystal lattice
and the average coordination is between 11.5 and 10.5, depending of
the temperature, as shown by diffraction experiments (X-rays or
neutrons). More details are given in the chapter "Crystal-Melt,
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Crystal-Amorphous and Liquid-Vapor Interfaces'.

II.2. Ionic Solids

Let us consider a compound in which the two components have
a very different electronegativity, e.g., NaCl. A charge q "flows"
from the less to the more electronegative element. The €oulomb
interaction dominates the cohesion. Charge alternation gives rise
to a net attractive potential. The so-called Madelung energy,

qZ
Ya) = megey ®)

(where r is the distance between nearest neighbors and o is a geo-

metrical parameter that varies slightly with the crystalline struc—
ture, see table 1) gives the balance between attraction of charges

of opposite sign and repulsion of charges of the same sign.

Table 1 : Values of parameter o and coordination number for some
ionic structures.

Structure o Coordination number
NaCl 1.747 6
CsCl 1.762 8
Zn$S 1.638 4

From the point of view only of electrostatic contributions,
the CsCl structure is slightly favored among the alternart struc-—
tures listed in table 1. In order to prevent collapse of the struc-
ture, an empirical repulsive pair_potential must be assumed similar
to that of rare gases (Na and Cl have close shells) in which the
Pauli principle does not allow the electronic clouds to interpene-—
trate. One usually assumes a Born—-Mayer repulsive potential

V() = ae P, (9)

where p is a constant. Vr(r) is of the order of 10 Z of the total
energy Ec at the equilibrium separation.
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The cohesive energies of ionic solids are usually high
(Ec = Ea + E_ ~ 160 kcal/mole) and the NaCl structures are usually
encountered fFig. 2).

b

NaCl Cs Cl

Fig. 2 : Rocksalt and Cesium chloride structures.

Let us add that in the liquid phase (molten salts) a.coordina-

tion number between unlike ions z z oz = 7 is measured’ and

. . - -+ .
the coordination number between like atoms is z *z = 12-13,
This is quite close to the values of the NaCl crystalline structure
(z+_ =6 and z, = 12) showing again the similarity of the local

environment in crystalline and liquid phases.

I1.3. Metals

Metals occupy the largest area in the. periodic table. Pure
metals crystallize in compact structures (hep, fcc, double hep) or
nearly compact structures (bcc); the same remark can be drawn for
liquid metals (average coordination number z smaller but still
close to 12).

Metals have in common many physical properties related to
their low energy excitations : electrical conductivity, magnetic
susceptibility, brillance, etc.

However, the metals have different types of behaviours and
can be classified according to the electronic structure of their
atoms into normal metals (monovalent, divalent, trivalent, resp.
groups TA, IIA, IITA), transition metals (IIIB to VIIIB), noble
metals (IB) rare earths, and actinides. In the following sections,
we study the electronic and cohesive properties of mormal and tran-
sition metals. Their different behaviours (large conductivity and
weak cohesion in normal and noble metals, smaller conductivity and
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large cohesion in transition metals, cf. Fig. 1 can be understood
qualitatively as follows.

Let us consider the enegy levels that participate to the forma-
tion of bands around the Fermi level : e.g. 4s and 3d for the ele-
ments ranging from K to Zn.

Fig. 3 : bs and 34 wave functions
(schematic); r is the distance
from the nucleus.

q)4

4s
3d

0o \_~ N~

Feq

Near the equilibrium separation Toq? the 4s wavefunction has
a larger amplitude than the 3d wave fuhdtion which is more localized
around the ion core. (Fig. 3). When atoms form a condensed phase,
the overlap (S.. = <y., ¥.>) and the resonance interaction
(B.. = <w.|V.[$q>, V.%'is the ionic potential) between the s wave
fuidtions islla}ger than between the d wave functions. The s band
width (W_ = 15eV) is consequently larger than the d band width
(W, = 5eV). In other words, the residence time around the ion core
T 2 h/W is larger for the d electrons compared to the more deloca-
lized s electrons.,The latter are in fact highly delocalized (mear-
ly free electrons); their wave function extends uniformly over all
the crystal. When going from the left to the right of the. periodic
table, the d band is filled with electrons. The normal metals have
their Fermi level in the s band while the transition metals have
a partially filled d band. In noble metals, the d band is completely
filled so that the Fermi level again falls in the s-p band (Fig. 4).
Notice that the conduction electrons are called s and p although
their properties and wave functions in the solid are very different
from the s and p orbitals of the atom.

One observes a larger electrical resistivity in transition
metals due to the scattering @f the conduction s electrons by the
(more) localized d electronms.
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METAL NORMAL TRANSITION NOBLE
\ A \
Density
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states d d d
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~ ~
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at 20°C

Fig. 4 : Densities of s and 4 states (schematic) and electrical
resistivity of normal, transition and noble metals.

IT.4. Normal Metals

The cohesive properties of normal metals (monovalent alcaline,
divalent and some trivalent IIIA) are dominated by the s (and p)
delocalized electrons. They behave as nearly free electrons i.e.
electrons weakly scattered by the pseudopotentials of the atoms.
The weak pseudopotential is the result of the (nearly compensated)
bare electrostatic potential of the ion and the orthogenality con-
dition to the core electrons. The pseudopotential is a Coulomb po-
tential outside the ionic cores but remains finite and small in
the cores. A detailed description of the important concept of pseu-
dopotential is outside the scope of fhis lecture and Gan be found
in text books on Solid State Physics ’~ and reviews.

In the description of the electronic properties of a normal
metals, one starts with the uniform electron gas; the density of
states (i.e. the number of electronic states per energy unit) is
then proportional to the sqare root of their emergy. The positive
ion cores are replaced by a uniform positive background of the same
density in order to preserve the charge neutrality. This is called
the jellium model. The pseudopotentials are then added and treated
to second order in perturbation theory. As a result of a rather
technical calculation, one finds that the total energy is the sum
of a volume dependent term E(V), which does not depend on the crys-
tallographic structure, and a sum of pair interactions (the volume
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V bieng fixed) :

_ 13
E, = E(V) + 71 w(rij). (10)

E(V) is the leading térm containing the kinetic energy of the
electrons 3/5 E (EF is the energy .of the Fermi level) the various
electrostatic interactions, the exchange (due to the Pauli princi-
ple) and correlation (Coulomb interactions) terms. The second term
is plotted in Fig. 5. It has an oscillatory behavior

ose(ZkFr) :
w(r) =C-—-—3—-—-—, (1)
r

where kF is the Fermi wavevector and osc is an oscillating function.

Fig. 5 : Pair interaction poten-
tial deduced from the pseudopoten-—
tial theory.

vir)
4

2 3
10 2eV

Let us remark that in the theory of normal metals, the attractive
and repulsive terms are treated together. The most stable crystal-
line structures are correclty predicted by the pseudopotential

theory : hcp for the mono and divalent metals (at 0°K), fecc for

Al, as well as the atomic radii (within = 10 %). The pseudopoten-
tial theory can be applied without additional complications to the
liquid normal metals since the structural parameter required g(r),

that is the pair correlation function, is just the quantity given
by diffraction techniques.

One finds liquids of average coordination number 7Z = 11 at
the melting temperature. Note that the normal liquid metals are
closer to the free electron gas than the crystal, because of the

reduced coherent scattering of electrons (van Hove singularities
in the case of crystals).
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II.5. Transition Metals

The d electrons gre largely responsible for the high cohesion
of transition metals.” Figure | shows the typical variations of
the cohesive energy in the 3d, 4d and 5d series. In the last two

series, one finds a maximum of cohesion for an approximately half
filled d band.

A complete description of the electronic properties of transi-
tion metals is difficult because s-p and d electrons must be consi-
dered simultaneously. However, a simple treatment proposed by
FRIEDEL (tight binding scheme) accounts for the general trends and
the order of magnitude of E . The bonding in transition metals is
of the same nature as the covalent bond in the hydrogen molecules

in which energy is gained by filling the bonding states of the mo-
lecule.

When transition metal atoms are packed, the atomic energy
level Ed broadens into a d-band that is partially filled (Fig. 6).

=)

n(E)

>
N

atom solid or liquid

m
T

I

Fig. 6 : Formation of the d band in transition metals.

The cohesive energy (per atom) is given by the difference between
the average energy of the occupied levels and the atomic d level
Ed’ i.e.

Ep

E, =/ En(E)E -Epn, (12)
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where ng is the number of d electrons.

A simple calculation assuming a constant density of states
between E; - W/2 and Eg + W/2 (W is the bandwidth) shows that the
cohesive energy varies parabolically with the number of d electrons
(band broadening contribution)

n n
d d
E = Eo(nd) +5— (1 -—)W (13)

10 10
where Eo(nd) is an extra contribution arising from the atom.

This formula shows that the maximum of cohesion E = 1,25 W
is realized for the half filled band (nd = 5) as showncexperimen-
tally for the 4d and 5d series (cf. Fig. 1). The 3d series has a
strong departure fr the simple parabolic law, presumably due to
correlation -effects (these elements are magnetic). Since the
bandwidth does mot vary much along a given series but increases
from 3d to 4d and 5d series (4 to 10 eV%done f&&ds a ggrrect order
of magnitude for Ec and the ordering EC < Ec < EC .

A more sophisticated t gatment of the d and s electrons such as
the rengrmalized atom model or the local density functional for-
malism = shows that the band broadening contribution is the domi-=-
nant one; a fortunate cancellation of the other contributions is
observed. Let us mention that the relatively high cohesion of noble
metals is due to s-d hybridization. Using eq. (12), it is possible
to explain the relative stability of crystalline structures at 0°K.
The sequence is fcc = hep - beec - hep - fec going from the left to
the right of the periodic table,.The precise shape of the density
of d states has been calculated ~ for the purpose in the framework
of the tight binding scheme (Fig. 7). The wave functions of the
crystal are considered as a linear combination of the atemic d orbi-
tals (fivefold degenerate). A resonance energy between two atomic
d wave functions ¢, and ¥., B.. = <¢.|V[ Y.> is assumed, i and j
being nearest neigﬁbor sites. dhe larger R; the wider the d band.

A second moments argument shows that the effective bandwidth weff
varies like

5

Woep o V7 8 « E, (14)

as does EC according to eq. (13). This shows that the cohesive ener-
gy does not vary like the number of nearest neighbors but rather
like Vz. Thus, the cohesive energy is mot a sum of pair energies.

The bce density of states shows a typical splitting of the band
into bonding and antibonding states with a dip in the middle of the
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band. Hence,

J.P. GASPARD

this structure is favored for a half filled band.
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This can be thought as a weak covalency effect. In order to calcu-
late the elastic moduli or the phonon spectrum, an empirical repul-
sive pair potential must be added; it is of the order of 30 Z of
the total cohesive energy and is due essentially to the s electrons.
More sophisticated numerical calculations have been performed on
crystalline transition metals. Fig. 8 shows the accuracy (= 10 %)

of the local density1 unctional method applied by WILLIAMS et al.

to transition metals; no adjustable parameter are involved. These
results require a long computation time and the method is restric-
ted to simple crystalline structures.

Finally, the rare earth elements also have a cohesion dominated
by s-p-d electrons; the very localized f electrons does not play a
significant role. The actinides should have a cohesion dominated by
their f-d electrons. All these metals are also compact (hcp, double
hep, Sm, fcc).

We will not discuss here the cohesion (also due to d electrons
of transition metal alloys. A charge transfer from one component to
the other arises relative to the pure elements. In disordered alloys,
the configurational average greatly complicates the calculations
and restricts them to simple descriptions of the electronic struc-
ture. However in completely disordered alloys, mean field approxi-
mations have been ?gown useful, such as the coherent potential ap-

proximation (CPA). ~ The general trends of the variation of the
formation energy are obtained and significant deviations from the
regular solution behaviour is observed. ' However, one is still

far from predicting the phase diagram on the basis of electronic
properties of the components.

IT1. 6. Covalent Structures

For the sake of simplicity, we restrict ourselves to group
IV A elements (C, Si, Ge, Grey Sn) that show the most typical cova-
lent bond; extensions to elements containing 3 to 6 sp valence
electrons can be made. The covalent bond can be defined as the
sharing of electrons in bonding orbitals similar to the formation
of H2 molecule (Fig. 9). We have learned a great deal about the
mechanism of covalent bonding from organic chemistry.

In the bonding orbital, the density of charge is increased
between the two nuclei so that electrostatic energy is gained. The
situation is quite similar to the formation of covalent bonds in
diamond; we discuss it in a rough but physically transparent model.

We start with isolated atoms of carbon : having the electron
configuration 1s? 2s2 2p2, In.order to produce a three dimensional
crystal, one of the two 2s electrons must be promoted to a 2p state.
Hybrid orbitals directed towards the four neighbouring atoms can
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then be formed at the expense of a promotion energy &_ - g
where Ep and e, are the atomic 2p and 2s levels., P

|

))H\ antibonding

o e
H o H

atoms
molecule

Fig. 9 : Bonding and antibonding levels of the H2 molecule and
their wave functions.

One then forms four sp? hybrid orbitals, labeled | 1> ,[2>, etc.

I

[1> = 7 (s +p, + 2 +p),
1

12> =3 (s ~p, —p, * 0, (15)
1

3> = 5 (s =p  +p - p,),
1

|4>=2-(S+px-py -p,)s

pointing in the [111], [TTI],[T]T] and [ITT] directions respective-
1y at a bond angle © = 109° (Fig. 10). s, P> P, » P, are the wave

functions. y

(111) Fig. 10 : sp> orbitals in the
- diamond structure.
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Each of these orbitals interacts strongly with another orbital

located on a neighboring site that points in its direction thus
forming bonding and antibonding orbitals separated by an energy
2|8|. B is the resonance integral defined by

= <gp3 31y = L
B = <sp?|V]sp'> = 7 (B, + 2/3 8, + 38 ), (16)

where B_ , BS s B are respectively the resonance integrals between
two s wave fuﬁctigﬁs, an s and a p wave function, and two p wave

functions. In the molecular model (Fig. 11), the cohesive energy
is

Ec=—(ep—es) + 4|8]. (17)

/—__Eab=€h+m|
; conduction

€ 41 411 /
p—T+% K n—f—l—f—*—’
E . i [] // \\
S LK ] 1 Eh \
\
. valence
atom promotion \
""H+€ =€p-|Bl
hybridization b=*h

interaction
Fig. 11 : Bonding in the molecular model interactions.

Equation (17) expresses the balance between the energy gained by
the filling of bonding states and the energy spent for the promo-
tion of one s electron. Some typical values are given in Table 2.
It is observed that the theoretical values obtained from this rough
model (called the molecular model) are exagereted by a factor or

two. Better valuegj,are obtained when corrected for the repuksion
and correlations.

The inclusion in the model of additional interaction parameters
(e.g. interaction between sp3 orbitals not pointing towards each
other) and a proper treatment of the promotion energy broadens the
bonding and antibonding levels into valence and conduction bands
respectively separated by a gap (Fig. 12). In the valence band, one
observes three distinct peaks, the two extremes are the s and p
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type respectively and the central peak has a mixed nature, in good
agreement with the photoelectron spectrum.

Table 2 : Values of the different enexe-%es entering eq. (17) and
of the experimental cohesive energy Ec in a eV for same elements
of the IV group.

e - ¢ -8 -E - **P
P s c c
C 8 6.8 19 7.4
Si 6.5 3.8 8.7 4.6
Ge 7 3.9 8.6 3.9
counts
L Ge A 1000
T T I T I Lo
10 -5 0 5 | PR
§ B j"\.l \'! '\" |
E / o 1
(=] 1 1 1
:_Z , : i -10 -5 0 EleV)
El10 5 0 5
1 ' []
-0 -5

0 5
E(eV)

Fig. 12 : Densities of states in various approximations.Top : mole—
cular model; middle : tight binding; bottom : full calculation;
insert : photoelectron spectrum.
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Let us remark that the trends of the cohesive energy curve
(Fig. 1, right part) of group II to VI can be explained using
similar arguments to those for transition metals. The mﬁgimum ener-
gy is obtained for a half filled band (4 sp electrons).

In covalent systems, the structure is dominated by the direc-
tional character of the bond. Contrary to the metallic structures,
C, Si, Ge are observed in the diamond structure with a relative
bond angle of 109°. Si and Ge are also found in amorphous structures
containing five fold and seven fold rings in addition to the six
fold rings. The diffraction experiments show relative variations
Ar/r = 1 % and A®/O = 7 % and weak variations of the photoelectron
spectrum relatively to the crystal. The gap still exists even if
influenced by dangling bond states.

The case of molten Si and Ge is very special : the avergge
coordination number equals * 6.5 at the melting temperature, a 9
quite unusual value. It is conjectured that, similar to AuSi alloys,
the s states are completely filled, leaving the p band with 4 holes.
The cohesion could then be of p type with bond angles aroung 90°
and 6 nearest neighbors. Notice that white Sn is metallic with 6
nearest neighbors.

Using the molecular model just described and an empirical
repulsive pair potential

Vr(r) =C e_p(r-ro) (18)

with pr = 4 (where r_ 1is the equilibrium distance),it is possible
to calculate deformation energies, force CO%?tantS, or phonon dis-
persion curves. One obtains to second order

_ Pq v 42 2
= az, 19
L B(r,) >i:j iyt B, T(89) (19)

where di' is the length variation of nearest neighbors and d the
angular %ariation; B(r) has an exponential variation

B(r) = B(ro) exp|—q(r - r0)|. One then finds good agreement with
experimental data using realistic values for B(ro), p and q as
shown on table 3, except for the transverse acoustic modes of pho-
nons in Si and Ge, presuma?%y because of the screening effect not
included in the formalism.

Finally, iono-covalent systems can be treated in the same
way, with inclusion of charge transfer effects. III-V and ITI-VI
semiconductors, perovskites spinels are discussed extensively in
ref. 4.
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Table 3 : Elastic constants C;; - Ci; and tg?nsverse phonon frequen-—
cies Wrpp for some elements of the IV group.

€11 - C12(1012dyn/cm?) wTA(IOIZHz)

calc. exp. cale. exp.
C 7.86 9.5 27 24,1
Si 0.96 1.01 7.5 4.49
Ge 0.78 0.8 4.3 2.39

ITI. SURFACES

A piece of matter is necessarily limited by a surface through
which it interacts with the outside world. The understanding of the
mechanisms of adsorption, crystal growth, heterogeneous catalysis,
etc., is based on the understanding of the properties of clean sur-
faces.

In this section, we analyze the relations between the geometry
the electronic properties and some thermodynamic properties of sur-
faces. In particular, we consider the existence of surface
electronic states, the work function, the surface tension and the
surface composition of alloys. The surface is the region where the
atomic and electronic density goes from the bulk value to zero.
This quasidiscontinuity produces various effects on the electronic
states. Near the surface, one can have either a vanishing bulk
wave function (Fig. 13a) or a resonant surface state (its amplitude
is increased near the surface) (Fig. 13b) or a surface state (its
amplitude decays exponentially in the bulk) (Fig. 13c).

In the following we consider the surfaces of normal metals,
transition metals and semiconductors.

IIT. 1. Normal Metals

In the first attgmpt to calculate the surface energy of a nor-
mal metal the crystal™” was assumed to be limited by a barrier of
infinite height so that the wave function and the electronic densi-
ty are zero at the surface (Fig. 14). This increases the kinetic
energy of the electrons : or surface tension appears with a value
several times higher than the experimental results (Fig. 15).
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Fig. 13 : Wave function near the surface. r is the distance from
the surface.
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This crude model also does not predict correctly the work function, °
as the electrons cannot flow outside the surface and produce a

surface dipole. Moving the barriﬁg outside the crystal or reducing
it has not been very successful.

A more proper account of the potential energy is obviously
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needed. LANG and KOHN24 started with the jellium model (the iomns
are replaced by a uniform positive background, see II.3). The elec-
trostatic potential was related to the charge density by the classi-
cal Poisson equation. The exchange and correlation were approxima-—
ted by a potential that depends only on the local density of nega-
tive charges. They performed a self consistent numerical solution
of the problem. The surface tension (Fig. 15) is in correct agree-
ment with experimental data for the monovalent elements but becomes
negative for several polyvalent metals. The work function fits wi-
thin 10 7 the experimental results. LANG and KOHN improved substan-
tially their first model by adding a pseudopotential treated at the
first order in perturbation in grder to take into account the dis~
crete structure of the lattice. However, considering the large
corrections involved (change in sign), the validity of the pertur-
bation treatment is questionable. A non pegyturbative treatment was
successfully proposed by APPELBAUM et al. Finally, let us mention
the surface plasmon model of surface tension where the surtace ten-
sion is related to the zero point energy hw of2 he surface plas-
mons created at the expense of volume plasmons. A remarkable agree-—
ment is found with experiments (Fig. 16) but this model has been
the subject of many discussions (see,e.g.,ref. 23).

This brief review of some theories of surface electronic pro-
perties of normal metals shows the technical difficulties involved
in the description of delocalized electrons near a strong discon-
tinuity (the surface). In this respect, the behaviour of tightly
bound electrons (transition metals and semiconductors) is physical-
ly more transparent.

III.2. Transition Metals

Transition metals surfaces are known to be veyry important
particularly in relation to catalysis. Their surface properties
are dominated by the local density of d states at the surface. The
local density of states is the projection of the density of states
for a given atom (or a given orbital). If in a perfect crystalline
solid all the local densities of states are identical, they differ,
however, in a disordered system or near a surface.In the latter
case, the surface density of states can be analyzed by photoemission
experiments at low penetration depth (hv = 80eV).

Pure metals . Due to the variation of the local environment at the
surface (mainly the reduction of the number of nearest neighbors),
the surface density of states shows a reduction of its effective
width compared to the bulk (see eq. (14) and Fig. 16). This has
two consequences. First, the cohesive energy of a surface atom is
decreased (quantitatively it is different from the broken bond mo-
del); second, a charge transfer may occur from the bulk atom to
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the surface. Indeed, the number of d electrons, equal to the inte-
gral of n(E) (Fig. 16) up to the Fermi level, is different in the
bulk and at the surface. Consequently, a self-consistency of the
charge at the surface must be considered taking the Coulomb energy
into account. Roughly speaking, when there is an excess charge at
the surface, self-consistency moves the band towards high energies.

Extensive calculﬁgions have been performed forx,various surfaces
of transition metals, including stepped surfaces  using a para-
metrized tight binding model. It is observed that the dense planes
(111) in fce, (110) in bec, behave not too differently from the bulk
while Ege less dense planes show a central peak in the density of
states (Fig. 13).

n(E) n(E)

Fig. 16 : Fig. 17 : fcc transition metal

~— bulk density of states —— bulk density of states

~—— surface density of states -— (111) density of states

... id. with charge self consis— ... (110) density of states
tency (schematic) (ref. 15).

The local density of states on the different planes below the sur-

face converges rapidly towards the bulk density of states as expec-—
ted in a system of electrons tightly bound to the ionic cores. The

local density of states depends mainly on the local atomic environ-
ment in the first two or three shells of neighbours.

The surface tension and its anisotropy calculated on the ba-
sis of this model is show in Fig. 18. In general, there is agree-
ment with a simple model of broken bonds (Y]]0<Y ]1<Y100 in bce)
but one observes a different behavior for a smali,number or a large
number of d electrons (yloos Y]ll)'

For more details, references 15, 23 should be consulted.
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y ! Fig. 18 :.Varigtion of the sur-
! BCC face tension with the number of

d electrons.

1 .
0 5 10

nhumber of
d electrons

Alloys. It is well known that the surface equilibrium concentration
of alloys can be very different from the bulk concentration (surface
segregation effect). The surface is enriched by the element with

the lowest surface tension (at least in the absence of atomic size
effect). The surface density of states is very sensitive to the
surface composition (Fig. 19); so are the photoelectron spectrum
(Fig. 20), the chemisorptive and catalytic properties.
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Usinga simple tight binding scheme, it is possible to compute the
energy gained when transferring the less cohesive atoms to the sur-
face. The entropy variations are estimated by standart techniques.

The minimum of the free energy F gives the surface concentration
(Fig. 21).

Fig. 21 : Variation of the surface

composition with temperature. ! : T T,
The dots are the experimental va-— i ~\\‘§~~
lues. cs )
Cu o
0.5+
—-— (001)
1 ——— (0
I e L )]
0 —TrT T+t T—7T—T—t+—
0 500 1000

Temperature (K)

This calculation does not assume any thermodynamic parameter : it
is entirely based on the electronic properties. Qualitative dif-
ferences from a broken bond model are observed regarding the ani-
sotropy.

A systematic study of transition metal alloys gives good agree-
ment with the experimental results except for some elements in the
middle of the 3d series. When correlation effects arezﬁncluded with
a value U/W = 0.5, much better agreement is obtained.

IITI. 3. COVALENT STRUCTURES

Again for the sake of simplicity we restrict ourselves to
group IV A elements and particularly to the semiconducting struc-
tures of Si and Ge, that are the most widely studied. Semiconductor
surfaces raise important questions in solid state physics and
technology. They have a fundamental interest and plays an important
role in the behaviour of electronic components. Indeed large scale
integration increases dramatically the contact surfaces : the
(still not well understood) properties of semiconductor-metal junc-
tions requires a sound knowledge of the properties of the isolated
simple surfaces of semiconductors.

The keywords in the study of semiconductor surfaces are :
dangling bond, relaxation and reconstruction. The experimental
techniques and results are discussed in chapter "Structure of Clean
Surfaces".
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The surface electronic states are related to the presence
of unsaturated (dangling) bonds at the surface which create a sur-
face electrostatic charge responsible for the surface band bending.
In the molecular model presented in II.6, it is easy to explain the
occurence of dangling bond states in the gap of the semiconductor.
The valence band and conduction band are formed by broadening of
the bonding and antibonding states of the molecular model. If an
sp? orbital is unsaturated (Fig. 22), it gives an electronic state
in the gap. In the case of a surface, the gap states broaden sligh-
tly to form a narrow band of surface gap states (Fig. 23)

Displacement of the surface atoms changes the characteristics
of the surface density of states. A uniform displacement of the
surface atoms preserving the surface unit mesh is called relaxation.
The reconstruction phenomena which changes the surface unit mesh
is often encountered in covalent structures, as shown by LEED expe-
riments. The symmetry of the surface plane is determined but a more
detailed information on the crystallography of the surface is dif-
ficult to get in somewhat complicated systems.

conduction
el /
n:::— Eh
. dangling
\d Enii bend
B state
Si{111) valence

Fig. 22 : Dangling bond orbitals . Fig., 23 : Dangling bond states
of the (111) diamond structure in the gap of sp3 bonded struc-
without (—) and with (...) tures.

inwards relaxation.

In the sp3 bonded systems, an inwards displacement of the surface
atoms (see Fig. 22) highers the dangling bond level : it becomes
more p-like and the back bondg,.become stiffer as observed by angu-
larly resolved photoemission.” LEED experiments demonstrate that
the cleaved (111) surface of Siand Ge show a metastable (2 x 1)
structure. Si anneals at 350°C to form a stable 7 x 7 structure
(Ge shows a 2 x 8 superstructure). If it is easy to explain the
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occurence of a 2 X 1 reconstruction, the 7 X 7 reconstruction is
still an opeglquestion, despite the amount of work and models de-
voted to it. The (111) surface is represented schematically in
Fig. 24, in the unreconstructed and 2 x 1 reconstructed model (the
so—called buckling model). It is shown, that the surface Si atoms
are moved by 0.29 & inwards and 0.34 R outwards. The 2 X 1 recons-
truction can be explained in the following way. The surface gap
states have one electron per dangling orbital (they may accomodate
two with opposite spins). By doubling the surface unit mesh, the
band of surface gap states is split into two parts; the lowest
part is completely filled and the higher part is empty, so that

electronic energy is gained relatively to the unreconstructed case
(Fig. 25).

n(E)

E

Fig. 24 : Unreconstructed (...) Fig. 25 : Densities of states

and reconstructed (—) surface in the gap region; unreconstruc-—
(side view) ted (...) and reconstructed
(—) surface.

The 7 x 7 stable reconstructed surface of Si received much
attention. Different models hased on vacancies or different rippled
surfaces have been proposed.” There is no definite evidence for
any of these models. The (100) surface of Si is characterized by
two dangling bonds per surface atom : it is 2 X 1 reco Etructed.

The dimer model, in which atoms lying in parallel rows are paired,
explains all the experimental data (LEED, photoemission, etc.)

Beyond the simple descriptions of the semiconductor surfaces
that allow discussions of the underlying physics, even when the
system is not periodic, sophisticated calculations have been per-
formed on simple crystalline surfaces. We do not give details here
on these methods, the reader should consult ref. 33. Both type of
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approaches have their own usefulness and are complementary. We do
not consider here the case of polar surfaces32f binary compounds
(e.g. GaAs) which is of increasing interest.

Despite the inherent complexity of solid state matter at the

atomic level, a schematic understanding of the physics is reached.
We insisted here on the simplest description of the cohesion, elec-
tronic properties, etc. that allow general discussions on more
complicated systems.
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SURFACE THERMODYNAMICS
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I. INTRODUCTION

The purpose of this chapter is to make an inventory of the
surface problems arising in the various treatments of phase transi-
tions. As we shall see, both the number and the diversity of the
problems are so large that we can be neither exhaustive nor rigo-
rous .within the space alotted. We will attempt just to interest
readers already involved in different domains of surface science
(structuralists, adsorption—, nucleation-, and crystal growth-men)
in problems and results from other domains of the same discipline.
Such a task requires a more or less unified approach to the topics
considered which, if successfully applied, might also eliminate some
intransigency of the different schools.

The chapter deals mainly with the principal thermodynamic cha-
racteristics of .surfaces, the surface free energy. Its classical
thermodynamic definition and properties, not attached to any parti-
cular system or model are treated in section II which is short since
it essentially resumes,what the reader,cgn find in advanced courges
of physical chemistry, thermodynamics”? or surface chemistry.

In section III the notions of surface tension and surface work,edge
and corner tension, etc., are discussed and the principles of their
estimation for crystal surfaces are given. Section IV deals with
the characteristic parameters of the interfaces between condensed
phases. Some of these parameters are transposed to the treatment of
two-dimensional layers (Section V), where the notions of spreading
pressure and ledge free energy are stressed. Section VI treats the
problems of equilibrium shape (in homogeneous phase and on substra-
te). The statistical-mechanical aspects are limited to two topics.
In section VII we consider the behavior of the different faces of a
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crystal in contact with its vapor as a special case of adsorption.
The problems of surface roughness and melting then follow as a na-
tural sequel. Finally, in section VIII we discuss some doubts con-
cerning the capability of macroscopic parameters to correctly express
the free energy of small phases. However, we show that even for
cluster sizes of only several atoms, classical thermodynamics can
give astonishingly precise results.

II. SURFACE THERMODYNAMICS

Perhaps the most general classical definition of the surface
tension originates from the basic thermodynamic differential equa-
tion ggich relates the energy E of the system to its parameters of
state

dE=@—dS+Za—de+Zg—§

38 dx dn. S

Here S is the (total) entropy of the system, x are generalized geo-
metric parameters and N are the numbers of molecules of the diffe-
rent chemical species in the different phases. It is well known
that

E

7S kN T (2a)

is the thermodynamic temperature of the system, while

E
@—m,x = (2b)

are the partial potentials introduced by GIBBS.5 The quantity

Q

_QE,

2 T,N =X (2¢)

Qsre

can be considered as a generalized mechanical force exerted by a
phase tending to increase x. This force can be intrinsic to the
phase or due to an external field. We shall limit our considera-
tions to intrinsic forces only.

A moment's reflection leads to the following set of defini-
tions
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(i) x=V (volume)lcm3];
X = p (pressure)|dyn/cm?|;
—Xx = -pV (work) lerg|,
(i1) x = A (surface/interface/area)Icmzl;
X=-v (surface/interface/tension)Idyn/cml;
-Xx = YA (work)lergl;
(iii) x = L  (edge/coexistence line/length)|cml;

I
|

= -p (edge/line/tension) |dyn|;
-Xx = pL (work)lerg];

(iv) x=n (number of corners) dimensionless;
c

X = - € (corner free energy) erg ;
Xx = ecnc(work)|erg|.

First, two remarks : it is clear why the generalized forces
o and Yy must have opposite signs. The pressure of a phase is assumed
positive if the phase tends to expand spontaneously, while its sur-
face tension is considered as positive if the area of its surface
tends of decrease spontaneously. The product pL and € n_ commonly
appear as positive terms in equation (1); however, their sign de-
pends on the type of intermolecular forces and the crystallographic
orientation. Furthermore, in the above classification, the words
between slashes regard systems where surfaces are formed by contact
between two condensed phases. We consider this case in section IV,
while the basic definitions and estimates are given here and in the
next section (III) for a system constituted by one condensed phase
(crystal, liquid) and one diluted phase (vapor).

II.1. The "Surface Phase"

The most convenignt way of doing surface thermodynamics is to
assume, as did GIBBS,” that the interface between two bulk phases
o and Bis a mathematical dividing plane (Gibbs dividing surface)
with the interfacial region extending to certain distances from
this plane into the respective phases, beyond which the phases have
their bulk structure and thermodynamic properties. The values of
these distances are of no importance since all extensive parameters
and functions of state of the "surface phase" are defined as excess
quantities, as can be seen from the following consideration.

No model of the surface phase is required to write a formal
expression for the total energy of a system containing the two
phases and the interface as
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+E (3

(the superscript ¢ meaning "surface phase”). The Gibbs convention
specifies on the one hand the values of the energies entering eq.
(3), namely, E is the totaé energy of the system when the surface
is present, while E* and E are the energies of the bulk phases

0. and B with the same extensions as in the real system. On the
other hand, it assumes that all extensive parameters of the surface
are defined by differences like equation(3). Note that according to
the Gibbs convention V= = O.

Equation (1), written for the surface phase of a system con-—
taining i chemical species, yields

dE’ = Td® - pdV® + yda + ?u? sz. (4)
1

This relationship, as well as the equations resulting from the
Legendre transformations of E as a function of T and V,

dF% = -§%4T - pdvo + ydA + 3 udng, (5
1

or as a function of T and p,

dc® = -s% T + Vodp + vdA + T u?sz, (6)

i

are fundamental formulas for the surface phase for each set of
experimental variables. F  1is the Helmholz free energy and G

the Gibbs free energy of the surface. In the Gibbs surface model
=0, P =&.

IT.2. Surface Tension and Surface Free Energy

Equations (5) and (6) can be integrated, holding constant the
intensive parameters T, p, Y, L Keeping in mind = 0, one has

¢ =F =vA+ EugNg, (7a)
i

or per unit surface area :
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e o
=y + Iy, Ty, (7b)
i
where s = N?/A is sometimes called "surface density of the i-th
species™.

The specific surface free energy £ is clearly different from
the surface tension Y. The two quantities are equal only in the
case of a monocomponent system (no foreign adsorption), when the
two phases from both sides of the interface keep their structures
and densities unchanged up to the Gibbs dividing surface. This is
rather unrealistic,since structural and concentration variations
on a pure surface can result from lattice relaxation and/or surface
roughness. However, besides the thermal roughness, which will be
treated in section VII, the structural changes accompagnying the
creation of a new surface of a pure cristalline substance have a
small constant contribution to the energy ballance (7b) and can
be included in the y-term. In this case, and for temperature much
lower than the melting point, one may consider the surface free
energy and the surface tension as identical.

Equations (7) raise an ambiguity regarding the location of
the Gibbs dividing surface, from which depend the values of uiP..
The problem is beyond the scope of this chapter. The interested
reader is advised to consult more specialized literature. ’

IT.3. The Gibbs Adsorption Isotherm

The so called Gibbs adsorption isotherm,

-dy =X TI'.du. (T = const) . (8)

is easily obtained from differentiation of (7a) and comparison with
(6). Tt is a two~dimensional version of the Gibbs-Duhem equation
and shows that the surface tension of a substrate follows variations
of the chemical potential and composition of the adsorbed layer
just as the pressure does in a three-dimensional bulk phase. The
analogy between bulk pressure and surface tension has already been
made. One usually calls "spreading pressure" ® of an adsorbed layer,
the negative variation of the surface tension of the substrate,

de = - dy, (9a)

® =y, - v = by, (9b)
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where Y, is the surface tension of the pure surface (no adsorption).
IIT. ESTIMATES OF THE SURFACE TENSION OF CRYSTALS

III.1. Surface Tension and Surface Work

Direct measurements of surface tension, that is a force per
unit length, are practically limited to the liquids, and sometimes
to solid metal wires or foils in a temperature range of high plas-
ticity. Since the increase of the surface area of solids occurs
mostly by cleavage, the measurement of a work rather than that of
a force seems to be the bettér choice. The so called "specific sur-
face work" has the same dimensions and numerical value as surface
tension. It is equal to one half the cohesion energy of the crystal
along the given crystallographic plane, plus the work of surface
relaxation or recomstruction, plus the work due to variation of
the vibrational modes of the lattice after cleavage.(The coefficient
of one half comes from the fact that the specific cohesion energy
is the work spent to separate two crystal blocks along a unit area,
while the specific surface work is the work spent to create a unit
area. When one cleaves along a unit area, one creates two units of
surface area.)

Calculation of the energy balance resulting from the "mental"
cleavage of crystals along different crystallographic planes was
the first and is still the most used method for estimating surface
tension of solids.

IIT1.2. The Surface Energy

Let us suppose that we know the structure and the potential
laws of the forces in the crystal lattice, and that in a direction
normal to the plane (hkl) whose surface energy (surface tension,
surface work) we wish to calculate, we can distinguish Z types of
molecules having different distances to this plane. The choice of
Z is dictated by the range of action of the intermolecular forces;
one assumes that the Z + | -~ th type of molecule does not "feel"
the existence of the molecules of the plane. Moreover, Z should be
a multiple of the periodicity z of the lattice in this direction
(Z = im Xz). From the latter condition it follows that the binding
energy %separation work) between the slice number j parallel to the
plane, with a thickness of z molecules, and an identical slice,
number j' (i = j + j' < 1), situated on the opposite side of
the plane, is equal to thgaginding energy between the slice number
j = 1 and the slice j' + 1 on the opposite side of the plane (Fig.
1). Let now decrease the dimensions of the slices j in the directions
parallel to the plane, leaving the slices j' with infinite extension
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in the same directions, until we reach the smallest repetitive
mesh of the two-dimensional structure. Suppose that the so formed

"elementary blocks'" have a base parallel to (hkl) with area a, and
call w the binding energy of the molecules contained in the block
number” j to all molecules contained in the slice number j' on the
other side of the plane. The surface energy is then clearly

1T j imax
Y(hkl) = i;—z iy, = b lwi' (10)

1 1 2a 1

Note that the approximate calculation of Y described aan be correc-
ted to the precision one needs, through computer simulation, by es-
timating the energy gain due to surface relaxation. The method is
worked out for potential energy variations only and thus remains
valid for low temperatures.

Fig, 1 : Two-dimensional lattice
showing schematically the way of i i'CE
calculating surface energy by clea— 2 i
vage along the plane (hkl). Br R E
details see text. 102000300000
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IIT.3. Edge Energy and Corner Energy

BORN and STERN9 proposed the following way of calculating edge
and corner energies. Suppose that we have a cubic block of crystal
with edge length L (L~ % and an unspecified (continuum) structure.
If the work W spent to cleave the crystal along a plane parallel
to the cubic faces is known, the surface energy of these faces is

Y(100) = W/2L2. (11)

Suppose that the initial crystal has been mentally divided
into four quadratic prisms with a height L and a base (L/2) , laber
led 1 to 4 (Fig. 2). Equation (11) can then be written in the form
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2L2Y(100) = Wiz + Wiy + Wpz + Wpy (12a)

for a cleavage along the plane AA'C'C (the meaning of the subscripts
can be deduced from the figure), and

2 =V + W + W + W 12b
2LY(100) 13 14 23 pm (12b)

for a cleavage along the plane BB'D'D.

D Fig. 2 : A cube of continuum
=T matter used in the calculation
AL V0T s of the specific edge energy 9
RPN & according to BORN and STERN.
{ : B : | For details see text.
! N : I I I
' ) ! ] | | L
' ;! | | !
. 1 1 |
| - | | |
] i | | |
| | : ! 1, I
i
: ,L-I-__I,..__,LD____JI.__
| 4 ] I /,
Akl__j_;#?______fc
e | 7
P4
B

Now cleave the crystal simultaneously along the two {100}
planes, AA'C'C and BB'D'D. The only difference in respect with the
preceding cases is the appearence of four cubic edges 00' with
lengths L and edge energy p. The energy balance is

4L2Y(100) +4Lp = Wpp + Wiz * Wpy + Wpy + Wy + Wy

(13)
Taking into account (12a) and (12b), one has :
1 W13
p=-— (W3 + Woy) = - — 35 (W3 = Woy). (14)
4L 2L

The specific edge energy of the cubic edge is thus equal to minus
half the work spent to separate two cubic blocks that touch each
other along a unit length of this edge.
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By a similar procedure, but dividing the cubic crystal iuto
eight blocks and subsequently creating only faces, then faces and
edges, and finally faces, edges and corners,one can calculate the
corner energy. For the corners of the cube it is equal to minus
half the work spent to separate two cubic blocks with corners tou-
ching along the cube diagonals.

The fact that it is easier to cut a polyhedron having edges
and corners out of a crystal block than to create the same surface
area by cutting (infinite) planes only, is not astonishing in it-
self. Edges and corners weaken the crystal lattice in their vicinity.
However, one can wonder how increasing the length of the edges or
the number of cornmers, at constant volume and surface area, can
decrease the free energy of the crystal. The answer to this appa-
rent contradiction is the following. The assertion in both proce-
dures, described by the equations (12) and (13), that the surface
area remains constant, is true only for a continuum. When one increa-
ses the length of the edges of a real (atomistic) crystal, one in-
creases the number of edges atoms (molecules) which have, according
to the continuum approximation, '"two molecular areas", one on the
side of each face. Physically this is an absurdity. In the simple
cubic case, the atomistic expression that should replace (13) is

4(L - 6)2Y(]00) +4Lop  =Wip + Wiz + Wiy + Woz + Woy +Wgy
(13a)

where § is of the order of the linear dimension of a molecule, and
the edge free energy p_ now includes all interactions regarding

the chain of moleculesabuilding the cubic edge. Comparing eq. (13a)

to the eqs. (12), one obtains instead of (14) the expression
W13
P2 = 28 Y00y 57 = 2 Y(i00y T P (142)
in which o, is clearly positive.
In any case, the effects due to edge and corner free energies

are of second order with respect to those due to surface tension
and become noticeable for condensed phases of only few molecules.

II1.4. An Alternative Treatment

The so called "capillarity approximation', that is the use of
the surface free energy, is only one possible way of expressing
the excess thermodynamic properties of small condensed phases.
When temperature T, pressure p and number of molecules N are used
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as independent variables of state, the natural excess thermodynamic
quantity (per molecule) is the difference between the size dependent
chemical potential u, of the small phase and fBe chemical potential
o of the infinite pgase at T and p constant.

One can imagine the following procedure to build a (non com~—
pressible) condensed phase of any finite size. Molecules are taken
from an infinite condensed phase, brought to the saturated vapor
with the pressure p , then compressed to a pressure p so that their
chemical potential Becomes equal to that of the phase to be built.
Since both evaporation and condensation are performed at equili-
brium, the only work spent for the transfer of a molecule from the
infinite to the finite phase is the volume work

P

R [ vdp.

P

The sum of these elementary works is exactly the excess free energy
of the molecules in the finite phase with respect to their free

energy in the infinite phase. Recalling the capillarity approxima-
tion, we can write

™M =z

YAy =

(”i - uo) (15a)

i=1

(where AN is the surface area of the N-molecular cluster),or in
continuum form,

N
YAy = é’ u(iddi - u N. (15b)

The described procedure should be terminated by bringing the cluster
back from .the vapor with pressure p to the initial vapor with satu-
ration pressure Py* Since we assumed the condensed phase to be non-
compressible, no work is done, and equations (15a) and (I5b) remain
valid. The fact that the cluster will evaporate again under these
conditions has no relation to the present problem but will be dis-
cussed in the chapter "Three Dimensional Nucleation".

To illustrate the meF?od, we shall consider the case of a size
dependent surface energy.

Start with an infinite crystal and form by successive evapora-
tions and condensations of molecules a monomolecular layer with
orientation (hkl) of unit surface area (Fig. 3). The elementary
work per molecule for these processes will be constant if one evapo-
rates/condensates the molecules from/into repeatable step sites
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(kinks). Boundary effects can be neglected when the sizes of the
initial crystal and the layer under formation are enough large.
The chemical potential per molecule of the infinite crystal is

By = ¢, + Ts s (16)

where ¢ 1is the binding energy in a kink position and s is the
differefitial vibrational entropy per molecule., We make ?he common
assumption that this entropy depends very little on the surface
site and on the size of the crystal, and drops from the differences
between chemical potentials. The binding energy ¢o can be written
as

p_ = %-+ z V., (16a)
1

where w is the binding energy of the molecule with its neighbors
in the plane of the surface and §. is the binding energy of the
molecule with the j~th monomolecular slice of infinite size paral-
lel to the surface below the top lattice plane (we use the same
model as in III.2, but simplify it to a structure where the "ele-
mentary block'" contains one molecule (see Fig. 3).

Fig. 3 : Elementary evaporation-—
condensation process used in the

calculation of the surface free
energy by the alternative method. EEE;;;;;;;;;;EEEj
TFor details see text.

The chemical potential in a kink position of the free monomo-
lecular layer depends on the energy of lateral bonds only (w/2).
Thus the work of formation of the layer containing N_ = 1/a mole-
cules is : 5

1
= 2 — = e

Wi ( Ui Uo) a
NS 1



74 B. MUTAFTSCHIEV

The condensation of a second layer on the top of the monomo-
lecular one should be done at chemical potential u,. Since the po-
tential energy of a molecule in a kink position of this layer is
¢, = w/2 + Y;, the work spent for the formation of the second layer
is equal to

max

Wy = ( IPJ-‘%)-

[
— 0 e

Similarly, the work of condensation of the i-th layer (i < imax) is :
imax i-1

(Z .- Z ¥

j=1 3 k=1 B

W, =
i

|

The total work of formation of an i-molecular layer with
unit surface area, equal to twice its surface energy, is

. max i-1
;=< [i ? Y, - ? (1-—k)11)k].
Accordingly,
I i [ I i-1 imax ]
Y. ==L W, | — I kP +1 I 1.
1 2 : 1 2a k=1 k =1 ]

This result is identical to the result obtained by separation of

a column with a height i < 1 . and a base of unit area from an
infinite block, as described in section IIT.2. If the potential law
Y(i) is known, the size dependence of can be determined.

In conclusion, the calculation of surface energy based on
separation of columns from infinite blocks has the merit of simpli-
city but gives an estimation only of the potential part of this ther-
modynamic quantity. The alternative method gives identical results
for large crystals at low temperature. When combined with a statis-—
tical thermodynamic calculation of the (size dependent) chemical po-
tentials W., this method results in the precise computation of the
excess freg energy of clusters of every shape and (also non-periodic)
structure. However, for practical reasons, this computation is still
limited to rather small clusters.

IT1I.5. The Stefan Rule

We saw that the surface energy of the (hkl)-face of a crystal
at low temperatureis very nearly equal to half the cohesion energy
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along a plane with the same orientation. Basically, a parameter
characteristic for the boundary between two phases can not depend
on a bulk property of one of the phases only, but in the case when
the second phase is the vacuum. Thus, the process described in

Sec. III.2, strictly speaking, gives values for the surface tension
of the crystal-vacuum interface, the surface tension of the crystal-
vapor interface being assimilated to that quantity.

An old empirical rule, proposed by STEFAN}3 can be then easily
understood. STEFAN stated that the molar surface energy (the surface
energy per area occupied by one mole) is equal, for a large number
of liquids, to one half the molar enthalpy of vaporization. A qua-
litative explanation of the Stefan rule is that the work spent to
create the area occupied by a single molecule, when transporting
it from the bulk to the surface, is half the work necessary to trans-—
port the molecule fromthe bulk to the vapor. This argument, valid
more or less for a liquid, is clearly quantitatively wrong when
different faces of a crystal are comsidered. However, ome can retain
from the Stefan rule that for both liquid-vapor and solid-vapor in-
terfaces the value of the surface energy is proportional to the
value of an intrinsic bulk quantity, that is the enthalpy of phase
transformation (vaporization, sublimation).

IV. THE INTERFACE BETWEEN TWO CONDENSED PHASES

IV.1. Interface Free Energy and Interface Tension

In order to calculate the free energy of the boundary between
two condensed phases a and B, we can follow the general procedure of
section II.1, defining the thermodynamic functions of the surface
according to the Gibbs convention. For this purpose we should be
able to determine the potential energy and the entropy of the mole-
cules in a slice with a thickness at least equal to that of the in-
terfacial region, and to substract from the so-calculated free en-
ergy the free energy of two blocks of the bulk phases o and B, the
total volume being constant. Because one cannot expect that the
structures of both phases remain identical to their bulk structures
up to the interface, the Gibbs convention (V' = 0) implies a varia-
tion of the number of molecules (N0 # 0). The calculated parameter
is, therefore, the interface free energy f and not the surface
tension y(see eq. (7b)); the two quantities can in this case be
quite different. The choice of the Gibbs dividing surface should
not pose particular problems 1£ the phases o and B are in thermody-
namic equilibrium. Then u = = U 9 and the reference free energy of
the bulk phases can be obtalned by multiplying the total number of
molecules in the two bulk blocks with any of those potentials.

If the difference between the free energy of the system con-
taining the interface and that of the reference system of the two
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bulk phases is calculated not at constant volume but at a constant
number of molecuées, its value is very nearly equal to the inter-

. o - . . .
face tepsion 'y (the two quantities differ,by.a negligible volume
work pV- ). This procedure has been applied to model calcula-
tions of crystal-melt interface tension, as shown in chapter "Crys-
tal-melt, Crystal-Amorphous and Liquid-Vapor Interfaces™.

IV.2. The Adhesion Energy

Even if practically useful, the method described in the previous
section does not stress the main characteristics of the interac-—
tion between the condensed phases meeting at the interface. There-
fore,it is interesting to recall an old equation, due to DUPRE,
which defines the interface energy between two condensed phases
a and B :

R an

The physical meaning of this expression is that, if one wants to
create a unit interface aB, one should first create separately

a unit area of each of those phases and then join them together.The
work B won in the latter stage is called adhesion work or adhesion
free energy. The adhesion energy is the heterophase analogy of the
cohesion energy. It is equal to the work to divide the system along
a unit interface area.

The dissection of the interface energy into surface energies of
the two phases and adhesion energy, demonstrates the fundamental
difference between the interface separating two condensed phases
and the surface between one such phase and the vacuum (or a diluted
vapor). In the second case (condensed phase-vacuum) the surface
energy can be expressed through an intrinség parameter of the con-
densed phase alone. The interface energy Yy cannot be calculated
either from a bulk quantity characteristic for one of the phases,
or from a combination of two such quantities. The importance of
the typical surface parameter, that is the adhesion energy, is evi-
dent. In the rest of this section we show how different the proper-
ties of thg interﬁace can be, when keeping the value of the surface
energies y and y constant, varying only the values of B.

If the adhesion energy is zero (no interaction between the two
phases), eq. (17) yields

=y +y . (18)
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The creation of the interface'by joining the two free surfaces of
the phases o and B does not gain any free energy. The interface
has no reason to form. One says that the phase o does not "wet"
the phase B(or vice versa).

If the adhesion energy is larger than zero but smaller than
the smallest cohesion energy, e.g., that of the phase a,

0<B < 2%

the Dupré equation gives

v > yBo g% (19)

the "wetting" of B by o is imperfect.

When B is higher than the cohesion energy 2ya,

YaB <,yB_ Yu; (20)

the "wetting" of B8 by a is "better than perfect".

Finally, if the adhesion energy is an arithmetic average of
the cohesion energies of o and B,

B=Y0L+YB,

or larger, the interface energy is zero; the two phases mix toge-
ther.

When the adhesion emergy is exactly equal to the cohesion ener-
gy of the phase o,

the molecules of the latter "feel" the presence of phase B as if
it were their own phase(a). This case of "perfect wetting" should
be extremely rare, to not say inexistent, when a and B have diffe-
rent chemical composition, different structure (e.g., crystal and
melt) or different orientation (e.g., a grain boundary). On the
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other hand, this is the only case in which the value of %B depends
formally only on the surface energies of the two phases,

=Y TY s (21)

i.e., through the Stefan rule, on some combination of their bulk
properties.

We emphasized the importance of adhesion energy for the pro-
perties of the in grface, since widespread opinion exists still
in the literature =~ that the free energy of the interface between
two condensed phases can be calculated from a combination of heats
of transformation of the two phages. In fact, in all papers suppor-—
ting this opinion, the explicit =~ or the implicit ' hypothesis of
perfect wetting is made; thus the results obtained are predetermi-
ned.

V. SURFACE PROPERTIES OF TWO-DIMENSTONAL PHASES

V.l. Two-Dimensional Gases

The problem of the thermodynamic properties of two-dimensional
phases will be largely treated in other chapters. Here we would like
to discuss some of their surface properties only.

As with three-dimensional (3D) phases, two-dimensiomal (2D)
phases or adsorbed layers on foreing substrates, exist in two main
states : the diluted state (2D-gas) and the condensed state (2D-
liquid or solid). Various phase equilibria between them can be for-
seen. Moreover, except for some very strongly bound chemisorbed
layers, their continuous molecular exchange with the 3D-phase(s)
should be taken into account.

A moment's reflection shows that a system including 2D-phases
has one degree of freedom more per interface compared to a system
containing 3D-phases only. The extra independent variable of state
can be,for example, the spreading pressure . For a 2D-gas the
spreading pressure is always positive. Its value can be calculated
by integration of the Gibbs isotherm (8), taking into account (9a),
and using the relationship between the adsorbed quantity T and the
chemical potential uc of the 2D-gas (equal to the chemical poten-
tial of the 3D-gas ug) given by the adsorption isotherm. This is
shown graphically in Figure 4a on a Langmuir type isotherm.
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Fig. 4 : Adsorption isotherms (I) and variation of the surface
energy of the substrate (II) for Langmuir-type (a) and multi-layer
(b) adsorption.

V.2. Two-Dimensional Condensed Phases

When the forces among the adsorbed molecules in a 2D-gas are
attractive and when the substrate temperature is below the 2D-
critical point, the 2D~gas can condense to give 2D-liquid or solid.
A typical low temperature adsorption isotherm, such as the isotherm
of Xenon on graphite at 97 K, is shown in Figure 4b. One sees that
for a wide range of increasing chemical potentials of the 3D-gas
ug, the degree of coverage of the surface is nearly zero and then
suddenly increases to an almost complete coverage, 8 = 1 (the degree
of coverage is defined as = /N =T ). The vertical line corres-—
ponds to the 2D-phase equilibriumf whefe the diluted and the conden-
sed adsorbed layers coexist. At higher chemical potentials the den-
sity of the 2D-condensed phase slightly increases (vacancies disap-
pear). This phase can either be subject to another phase transition
(e.g., 2D-liquid to 2D~-solid) or serve as a substrate for the adsorp-
tion of another layer (Figure 4b).

Condensed 2D-phases are stable only at undersaturation (at
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the saturation a condensation of the 3D-phase occurs) when the sub-
strate is "better than perfectly" wetted by the layer. In these
conditions the energy balance,

8 o

“B Y -yP =2y -8 (22)

by =y

derived from the Dupré formula (17), suggests that the deposition
of a condensed layer (o) results in a gain of surface work

B> 2 Yu). The Dupré equation is, however, extrathermodynamic
and thermodynamics shows that this statement is not always true.

The calculation of the surface energy variation from integra-
tion of the Gibbs adsorption isotherm is also valid in the domain
of the condensed phases., It is easily seen that the integral of the
isotherm is Figure 4b is almost zero up to the condensation. When,
during condensation the coverage of the surface increases from
almost zero to almost one, the variation of the surface energy is
still insignificant. Only when the chemical potential continues to
increase, after the 2D-condensation, does the increment

g
dy = - du (6 = 1)

become significant. The surface energy then decreases proportional-
ly to the increasing chemical potential of the vapor. When satura*
tion is reached, the variation of the surface energy due to the
deposition of the single condensed layer (if no other layers are

formed on its top) becomes equal to that expected from the equation
(22) :

Ay = 2Y1 - Bl (per unit surface area), (22a)

where Bl and Yl are the adhesion energy and the surface energy of
the monomolecular layer (different from those of the bulk phase)
calculated by some mechanical procedure, e.g., the one of Sec. III.2,

If a large number of condensed 2D-phases are formed on the
top of each other until saturation is reached(see the isotherm of
Fig. 4b), the sum of terms like (22a) for the n, successive layers
(n2 + ©) is equal (only at saturation) to the macroscopic work

2 ya - B
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expended when a three-dimensional phase o is deposited on unit
area of the substrate.

V.3. The Two-Dimensional Space; the Ledge Free Energy

In the preceding two sections we still were in the three-
dimensional space of the bulk phases and deduced some special oro-
perties of the two-dimensional phases. All the exotic features
of the adsorbed layers disappear if we place ourselves in a 2D-
space and notice that all deduced surface properties, such a sprea-
ding pressure, its invariability (and hence invariability of the
surface energy) during 2D-condensation at constant temperature, etc.
are exact 2D-analogies of well-known properties and phenomena in
"3D-systems.

A further important thermodynamic parameter in the 2D-space
is the excess free energy of a small two-dimensional condensed phase,
that is the ledge free energy or ledge tension. Its definition and
calculation brings nothing new compared to those of its three-dimen-
sional analogue, the surface tension. For example, the Born-Stern
procedure (cf. sec. ITI.3) can be applied to the calculation of
the ledge and corner tensions of a layer, the two half-layers being
slipped away on the substrate, so that no surface work is expended.

The ledge tension should not be confused with the edge tension.
The former is one of the main variables of state of a 2D-phase, the
latter a quite negligible parameter of a .3D-phase.

VI. EQUILIBRIUM SHAPE AND RELATED TOPICS

VI.l. The Wulff Theorem

The problem of the equilibrium shape, i.e. of the shape for
which the total surface energy is minimur, all other parameters of
state being constant, is not exactly a thermodynamic problem. A
low viscosity liquid can reach its equilibrium shape long before
it reaches thermodynamic equilibrium and a large crystal can be in
thermodynamic equilibrium but maintain a non—equilibrium shape inde-
finitely. For this reason, the search for the form with minimum
surface energy at a constant volume can be regarded as 8pure1y me-
chanic:iﬂg prob]_?m, as ii.: was originélly treated by CURIE 'and
WULFF. ~. We will consider that this part of the problem is already
known and review only the principle results.

(i) The equilibrium shape of a liquid (with isotropic surface
tension)is a sphere.

(ii) The equilibrium shape of an anisotropic crystal can be
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obtained by constructing from a given point (Wulff point) radius
vectors in all directions of the space, each vector h( having

a modulus E—h 1 proportional to the surface tensionﬁﬁP%%g face
(hkl). The o¥a%,diagram joining the tips of the radius ygetors as
a function of their orientation is the so-called y-plot. The
equilibrium shape 1s the most interior of the set of polyhedra,
obtained when all (hkl)-planes are constructed, each containing

the tip of the corresponding vector [hkl]. The simple expression of
the Wulff theorem is '

Y1
by

(23)

e
I
1

where Yy and h, are the surface tension and the modulus of the
radius-vector %the "Wulff distance") of the i~th face.

(iii) When a crystal is in contact with a foreign substrate
in such a manner that j of its i faces are replaced by crystal-
substrate interfaces,  characterized by adhesion energies B., the
Wulff theorem yields J

B nahl vl v (24)

where h'. and h. are the Wulff distances in the j-th direction in
the prgéénce and in the absence of substrate respectively. Figure

5 illustrates the Wulff conmstruction for crystal in the homogeneous
phase (a) and on substrate (b). In this case of centrosymmetric
crystal one sees, taking into account (24), that the Wulff distance
to the substrate Ej varies from Ej , when Bj =0, to 'hj , when

Bi = 2vj.

(iv) The well known Young equation, relating the equilibrium
contact angle © of a liquid on a plane solid Subgtrate to the sur-
face tension of thesiiquid (y7), of the solid (y~) and of the solid-
liquid interface (v~ ),

YS = YSL + yleos o, (25)

can be considered just as particular case of the Wulff theorem for

a polyhedron with infinite number of faces witE equal sgrfa%$ ten—
. .. . . . ~ G -

S%Ens.(ﬁ?mblnlng (25) with (17) "and assuming v = vy ;v = v ;

Y vy , we obtain
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cos O = - ljflli ’ (25a)
Y
which is the analogue, for a liquid drop, of equation (24). Simi-
larlygfos O =-1(© =271) for 8 = 0 and cos 6 =1 (6 =0) for
B = 2y

Fig. 5 : Equilibrium shape of crystals of a given substance in the
homogeneous phase (a) and on substrate (b), at the same temperature
and supersaturation; P = Wulff point.

Note : All above considerations are valid if the condensed phases
are not subject to any exterior force field. The effect of gravi-
tation on the equilibrium shape of liquid drops on substrates is
well known. As to the effect of the force field,induced by a sub-
strate on the surfaﬁ tension of solid clusters ~ or on the line
tension of liquids, it seems to be significant for sizes of few
atoms only and is generally neglected.

WI.2. Equilibrium Shape and Nucleation

The reason why equilibrium shape plays a major role in the
thermodinamics of nucleation is clear. The probability for formation
of a small phase, that is the crystal embryo, is larger, the smaller
its excess free energy. The absolute minimum of the excess energy
for a given number of molecules is reached for the equilibrium
shape. Therefore, only clusters with equilibrium shapes are of in-
terest for the thermodynamics of nucleation. We would like to draw
some phenomenological inferences from this statement.
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A first consequence ig that one can express the volume V and
the total surface energy F of an equilibrium shaped crystal by
mean of only one ratio v./h, orzﬁy. - B.)/h'.. A simple geometric
reflection leads to the forfula§ ] ]

V=C s (26a)

o= c—= (26b)

(where the geometric constant C has the same value in both equa-

tions). The absolute size of the crystal in thermodynamic equili-
brium depends on the chemical potential of the gas phase u® or on
the supersaturation Au through the Thomson-Gibbs formula

g
dF
by = ==, (27)

where v iscthe volume of one molecule in the crystal. Substitution
of V and F~ from (26a) and (26b) into (27) yields

2Yiv
Au = n . (28)

Equation (28) makes the link between Wulff theorem and thermo-
dynamics. It shows that the chemical potential, or the equilibrium
pressure can be expressed by any ratio v./h,, provided that the
crystal is simultaneously in thermodynam%c and capillary equilibrium
(has an equilibrium shape). The considerations leading to (28) can
be repeated for the same crystal in equilibrium on a foreigh sub-
strate. The only difference with the preceding case is in the value
of the geometric factor C in eqs. (26a) and (26b). Equation (28) is
still valid and can be extended as follows
2y.v. 2y.v  2(y. = B)v

I =3 - ] - . (28a)
h, h. h.
1 J ]

Au =

The generalised Thomson—-Gibbs-Wulff equation (28a) is funda-
mental since it shows that the vapor pressure of a three dimensio-
nal phase in equilibrium on a substrate is independent of the adhe-
sion energy. The crystal, in contact with the substrate, apparently
"loses" part of its volume (see Fig. 5). However the general shape,
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linear dimensions and vapor pressure remain those of the crystal
in the homogeneous vapor at the given supersaturation, as determi-
ned by eq. (28).

. 5 25 .

It has been known since GIBBS™ and VOLMER that the reversi-
ble work of formation of a small condensed phase from its supersa-
turated vapor (that 1is the activation energy of nucleation) is equal
to one third of its total surface energy

1
§~F . (29)

According to (26a), (26b) and (28), eq. (29) can be written as

Ak = Zi.v* - *Au . (30a)
By

v
v

D =~

If at the same supersaturation Auy the nucleus is formed on
a substrate, its total surface energy 7° and volume V change through
the geometric factor C in (26a) and (26b). Since equation (28) is
still valid, the reversible work of nucleation is :

*

x 1V(s) . (30b)
2 v

=1
(s) 3

*0 1
(s) ~ *
1

AG F

Comparison of (30a) and (30b) at the same supersaturation Au yields :

* *
86 s . . o
A v

This equation, proposed by KAISCHEW24, is the most general expres-—

sion relating the nucleation work on a substrate to that in the ho-
mogeneous phase. Whatever the profile of the substrate (concave edge
of corner, various shaped holes, etc.), a sufficient condition for
the calculation of AG is to determine the equilibrium shape of
the nucleus on the suﬁg%rate and to compare its volume to the cor-
responding volume in the homogeneous phase. It is clear from the
same equation that if a nucleus which forms on a substrate has the
choice between many different orientations (contact planes or epi-
taxial positions), the orientation requiring the smallest nucleation
work will be the one for which (to use a figurative expression illus-
trated by Fig. 5) "the nucleus sinks most deeply in the substrate".
One can state that for three—dimensional nucleation on a substrate,
the preferential contact plane or epitaxial orientation are
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invariant parameters given by the couple nucleus-substrate, inde-
pendent of the external conditions (supersaturation, temperature).

The situation is very different for two~dimensional nucleation.
The chemical potential of an infinite 2D-phase depends on its adhe-
sion energy with the substrate. For this reason the reversible work
of nucleation (which depends on supersaturation and ledge free en-
ergy) of a given 2D-phase with a given epitaxial orientation can
be lower or higher, as a function of the supersaturation, than the
nucleation work of another 2D-phase with another orientation. The
epitaxy of the 2D-phases is thus supersaturation dependent.

VI.3. Equilibrium Shape and Some Problems of Crystal Growth

One might wonder whether effects due to the equilibrium
shape could be of any importance when, after nucleation, a conden-
sed phase increases its dimensions far above the critical nucleus
size. It is evident that the surface/volume ratio decreases so
rapidly with increasing linear dimension that the excess free energy
per molecule of the cluster becomes vanishingly small. However, in
the absence of other driving force, deviations from the capillary
equilibrium are sometimeszgonsidered as responsible for growth, e.g.,
during recrystallization.

The equilibrium shape is more strongly related to the crystal
growth kinetics via the microscopic structure of the different faces,
which we shall briefly stress here from rather a formal point of
view. The physics of the phenomena will be discussed in the next
section.

Formally, terraces or other closed steps on surface of a
given face can be treated as two-dimensional condensed layers per-
fectly wetting their substrate. In this particular case,the inter-
face energy between the layer and the substrate is zero and the
energetic barrier for two dimensional nucleation depends only on
the ledge free energy. The ledge free energy varies with orientation
just as the surface tension does. In some sense the values of these
two parameters are complementary, as can be seen from the following
consideration. The two terms composing the binding energy of a mo-
lecule in a kink position in equation (l16a) are complementary, since
they change from one face to another, while ¢ 1itself is invariant.
They are also closely related to the ledge and surface energies.
The stronger the lateral bonds, the higher the ledge energies; the
larger the desorption work Zwi,the higher the surface energy. There—
fore, one can assert that for a given substance and crystal struc-
ture, the lower the surface free energy of a face, the higher will
be the ledge free energies of the two-dimensional terraces or is-
lands and vice versa.
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If we now turn to the y-plot of a given crystal, we notice
that at the abselute zero point many crystallographé? directions
(theoretically all directions with rational indices” are represen-—
ted by discontinuities (cusps) in Y. This is understandable if one
assumes that two~dimensional layers on faces with those orientations
have non-zero ledge feee energies. Small angle deviations which
lead to the creation of vicinal faces,result in a linear increase
of the density of steps, i.e. in a linear increase of the effective
surface free energy. The tendency of such faces, called "singular"
of F-faces, to keep their profile is explained by the sharp increase
of their surface energy for any arbitrary variation of orientation.
If only one particular variation of orientation induces a sharp
surface energy increase, only one cross—section of the (three-dimen-
sional) y-plot has a cusp. Such faces keep their profile in only
one direction; they are called "stepped" or S-faces. Finally, faces
which are either not represented by a minimum on the y-plot, or show
a flat minimum instead of a cusp, do not resist to a profile mo-
dification; they are called "kinked" or K-faces. Note that in the
literature the same names,gre sometimes given to the faces depen-
ding on their morphology. This kind of definition has no thermody-
namic justification, especially since it cannot forsee any modifi-
cation of the crystal habit with the temperature.

When the temperature is raised, the two dimensional condensed
phases with the lowest ledge free energies are the first to attain
their critical points. Beyond this point an F-face transforms into
an S- or K-face, depending on the values of the different ledge
energies. We have already seen, however, that faces with the lowest
ledge energy are the ones with the highest surface energy. An in-
crease of temperature, therefore, induces a flattening of the cusps
farthest from the Wulff point and a decrease in the number of:-sin-
gular faces. At still higher temperatures, the only singular faces
are the ones situated very near the Wulff point. Meanwhile, the
surface energy of the nonsingular faces decreases sensitively wi
the temperature, because of their large configurational entropy.
The equilibrium shape at high temperature is thus limited by a small
number of singular faces and important rounded regions.

There is a tremendous difference in the behavior of different
types of faces during growth. The adsorption energy Zwi of the K-
faces is nearly equal to the binding energy in a kink position

¢ (w = 0, cf. eq. (16a)). Accordingly, molecules arriving from the
o . Py .

vapor have more chance to be built in the la