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PREFACE 

This volume is a collection of the lectures presented at the 
NATO Advanced Study Institute "Interfacial Aspects of Phase Trans­
formations", held in Erice (Sicily) in 198t.The Institute was the 
seventh course of the International School of Crystallography, es­
tablished in the Center of Scientific Culture "Ettore Majorana" in 
1974, with the guidance and inspiration of L. Riva di Sanseverino 
and A. Zichichi. The course organizers, R. Kern and myself, were 
advised and helped in developing the program, and in the choice of 
lecturers and participants, by R.F. Sekerka, F. Bedarida, J.L. Katz 
and J. G. Dash. 

Although the scope of the Institute (as reflected in the content 
of this book) might appear too wide, we believe that it responds 
to a real necessity. Both Surface Science and Crystal Growth (in­
cluding problems of nucleation, thin films, recrystallization etc.) 
have developed to an unusual extent during the last few decades. 
Each of these two fields have benefited from the knowledge of the 
other; good examples are the progress in evaporation/condensation 
thermodynamics and kinetics of organized (sub-)monolayers, the de­
velopement of new methods of preparing and characterizing atomical­
ly smooth or controlled vicinal (stepped) surfaces, etc. 

On closer examination, however, one finds that the interpene­
tration of surface science and crystal growth is still limited to 
"one molecular surface layer - ultra high vacuum on the one side 
and smooth perfect foreign substrate on the other". Besides the fact 
that most existing experimental surface characterization methods 
are applicable to this system, it is also far more amenable to va­
rious theoretical formulations. Monomolecular condensed layers ap­
pear in the very special case of strong adsorption forces decaying 
rapidly with increasing distance from the surface. For the crystal 
growth theoretician, this special case encompasses relatively well 
known thermodynamics (free ledge energies, nucleation barriers)and 
transport kinetics (surface diffusion). For the surface science 
theoretician, however, this special case has opened a new world of 

,two-dimensional phases, with order-disorder and commensurate­
incommensurate transitions, critical phenomena, etc. 

When the forces between a surface layer and a substrate are 
equal to those of lateral interaction within the layer, and if we 
no longer consider the substrate as a "dead body" but instead allow 
its molecules to participate, along with the layer, towards thermo­
dynamic equilibrium with the vapor, the substrate can no longer be 
considered as "foreign". The two-dimensional physics, as pursued 
by theoreticians, thus becomes "less two-dimensional". One enters 
the realm of thick adsorption layers, the structure and properties 
of wich continuously change in the direction normal to the surface. 

vii 
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viii PREFACE 

Crystal growers are familiar with these types of self-adsorbed la­
yer, although present theoretical models still do not correctly 
describe their properties; one calls them "rough crystal faces" and 
the critical phenomena they undergo, "roughening transition". The 
interest of surface scientists in surface roughening is very recent. 

If the self-adsorbed layer on a crystal surface undergoes an 
order-disorder transformation below the two-dimensional critical 
temperature, one speaks about "surface melting". In this case the 
interface between the molten "layer" and the solid "substrate" can 
be quite sharp. Computer simulation studies favor the existence of 
surface melting at temperatures below the bulk melting point. Howe­
ver, to our knowledge, there is no convincing experimental evidence 
for it. For this reason, the concept of surface melting is rarely 
evoked in crystal growth studies (mainly as a possibility of inter­
preting experimental results). Surface physicists have yet to show 
interest in the problem. 

At the melting temperature, the thickness of the molten layer 
on a crystal face, by definition, tends to infinity. The crystal is 
then in equilibrium wi th its bulk mel t. When approaching the mel ting 
point from below, however, three types of behavior might be expected: 
(i) the thickness of the molten layer increases monotonically to in­
finity, or (ii) below the melting point the crystal surface is co­
vered by a limited number of molten layers, or (iii) there are no 
molten layers up to the melting point. Case (i) might occur if a 
smooth transition between crystal and melt is structurally possible; 
in case (ii), the crystal face might impose a particular intermediate 
structure to several monomolecular liquid-like layers in its vicini­
ty. If this structure cannot fit with the bulk liquid structure, a 
division between them is inevitable; in case (iii), this division 
is at the crystal face itself because of structural incompatibility 
and loose bonding between solid and melt. Case (i) can be considered 
as that of a kinked crystal-melt interface while case (iii) as that of 
of a smooth interface. To which type belongs case (ii) is not yet 
clear, particulary since a roughening transition has so far been 
observed in the crystal-mel t system ,only for the case of Helium. 

The depicted three possibilities of pre-melting are deduced in 
analogy with experimentally known cases of thickening of two­
dimensional condensed layers, adsorbed from the vacuum on foreign 
substrate, when the saturation pressure is approached. In both cases, 
the problem, of whether or not equilibrium layers can exist at under­
saturation (undercooling), and how their properties evolue when 
three-dimensional equilibrium is approached, depends on the structu­
ral and energetic relations of the substrate-layer interface. Conver­
sely, it seems that the key to understanding the structure and the 
equilibrium behavior of the crystal-melt interface is to study pro­
perties of disordered self-adsorbed layers with increasing thickness. 
Adding a second component to such layers results in a system 
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analogous to the interface between a crystal and its saturated so­
lution. 

At the present time, surface physics is still far from playing 
the major role in phase transformation problems, as imagined above. 
On the other hand, when faced with the difficulties of understanding 
the properties of more complex interfaces, there is a tendency in 
some crystal growth studies to reduce the role of the interface to 
a simple parameter in the transport boundary conditions. 

To confront such problems and bring together researchers invol­
ved in their different aspects was the principal goal of this Ad­
vanced Study Institute. The reader will find in the first three chap­
ters (Bauer, Gaspard, Mutaftschiev) structural, energetic and ther­
modynamic descriptions of clean crystal surfaces, followed by simi­
lar treatment of two-dimensional phases on foreign substrates (Gas­
pard, Domany). The consideration of the structure and behavior of 
more complicated interfaces, contained in three more chapters(Bonis­
sent, Franks, Gleiter) is clearly less rigorous and demonstrates 
the extent of the difficulties encountered. The next part is devo­
ted to problems of interfacial kinetics. It begins with a general 
overview of elementary processes (Cole-Toigo) and covers their prin­
cipal applications in phase transformations : homogeneous nucleation 
(Katz), substrate nucleation and coalescence of small particles 
(Kern), and crystal growth (Rosenberger). 

At this point the reader is assumed to have acquired some basic 
knowledge in surface physics and phase transformations. The confron­
tation of ideas from both branches is induced through examples of 
real systems in the next 12 chapters. The cases treated are: phy­
sisorption (Webb-Bruch), chemisorption (Bauer, Oudar), and crystal 
growth in the several practically important systems, vapor (Cadoret), 
melt (Sekerka), aqueous solutions (Simon), biological systems 
(Franks), non-aqueous solutions (Boistelle), electrocrystallization 
(Budevski) and recrystallization (Gleiter), together with two spe­
cial topics, the action of impurities (Boistelle) and dissolution 
(Simon). 

Considerations of the relation between interfacial kinetics 
and morphology would have been incomplete without an overview of 
some experimental methods for studying morphology. The last two 
chapters (Bedarida, Bethge) attempt to satisfy this need. 

Melting together surface physics and crystal growth problems 
also resulted in the great diversity of lecturers and participants 
of the school. A wide range of disciplines, from solid state physics 
to biology, were represented and discussion often continued well 
into the night. This productive atmosphere was further enhanced 
by the pleasant manifestations of the italian savoir vivre, led by 
the master hand of Lodovico Riva di Sanseverino. 
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The merit of publishing this book falls to all lecturers who 
focused their efforts towards presenting their specialties in a 
manner accessible to a pluridisciplinary audience, thus sometimes 
sacrificing personal tastes. 

In editing the manuscripts I was greatly helped by J. Aberna­
they, whose critical sense and fine knowledge of the language pre­
vented many of the chapters from being in a "kind of English". This 
is the place to express to him my gratitude. I am also indebted to 
Mrs C. Sekerka who helped us in Erice and to numerous friends and 
colleagues from the Centre des Mecanismes de la Croissance Cristal­
line, Marseille, for their support at different stages of the 
School organization. 

It would be remiss not to mention that both the Advanced Study 
Institute and the present book would have never gotten off the ground 
without the help of the Scientific Division cuthe North Atlantic 
Treaty Organization which was crucial in allowing all lecturers and 
many students to attend. The Italian Ministry of Foreign Affairs 
provided four travel grants and the European Physical Society, the 
Istituto Italo-Latino-Americano and the Istituto Italo-Africano 
provided nine scholarships. The Consiglio Nazionale delle Ricerche 
(Italy) generously helped the publication of this book. We are also 
grateful to the Sicilian Regional Governement and to IBM-Italy for 
financial assistance. 

Finally, there are things this book cannot reflect, but which 
will remain engraved in the memories and hearts of all participants. 
These are the sober beauty of Erice, the majestic landscape of its 
coast, and Sicily itself, still full of life after three millenaries 
of civilization. 

B. Mutaftschiev. 



THE STRUCTURE OF CLEAN SURFACES 

E. BAUER 

Physikalisches Institut 
Technische Universitat Claus thaI 
3392 Clausthal-Zellerfeld 
Federal Republic of Germany 

I. EXPERIMENTAL METHODS 

1.1. Diffraction Methods 

Diffraction has been and still is the major means for the 
determination of the structure of a surface. Waves which can be 
used for this purpose must fulfill three requirements : (i) their 
wavelength must be smaller than the distance d between neighboring 
atoms; (ii) they must be sufficiently coherent and (iii) they must 
strongly emphasize the surface relative to the bulk. The first twa 
conditions must also be fulfilled for the structure analysis of 
the bulk. The condition A ~ d ~ 2.5 - 5! means for X-rays ener-
gies from 4keV on upwards~!or particles energies from 
E = (h/A)2/2m on upwards. For electrons E p 15eV (minus mean inner 
potential), for neutrons and H atoms E ~ lOmeV,for He atoms 
E > 2meV. These conditions can be easily fulfilled as well as the 
coherency condition, which requires a sufficiently small monochro­
matic source. 

The third condition is a more difficult one. It can be reali­
zed in the following cases, depending upon the type of wave : (i) 
strong elastic (atoms) or inelastic scattering (slow electrons); 
(ii) grazing incidence (X-rays, fast electrons); (iii) wave source 
located on the surface or in the surface region (electrons). Neu­
trons interact so weakly with matter that discrimination between 
surface and bulk is very difficult, unless the surface consists of 
a different species (suitable adsorption layer on suitable substra­
te). Therefore, they will not be discussed further, irrespective 
of the merits they have achieved in physisorption studies. X-ray 
diffraction at grazing incidence has recently been applied to the 

B. Mutaftschiell (ed.), Interfacial Aspects of Phase Transforrrtlltions, 1-32. 
Copyright © 1982 by D. Reidel Publishing Company. 



2 E.BAUER 

study of clean surfaces with the hope that a simple structure ana­
lysis due to1the weak interaction between wave and scatterer should 
be possible. It is still too early to estimate the potential of 
the method. Thus only electrons, both slow (IO-IOOOeV) and fast 
(IO-IOOkeV), and atoms will be discussed below. 

The surface must also fulfill certain requirements : (i) it 
may not be irreversibly modified by the wave during the measure­
ment time, e.g. due to dissociation or contamination, (ii) it must 
have sufficient long range order (if an external wave source is 
used) or at least sufficient short range order (if an internal 
source is used). External sources, such as the electron gun or the 
skimmer in an atomic beam source produce waves which may be consi­
dered to be plane waves. Internal sources, which are practical only 
for electrons, are produced by ionization of an inner shell of an 
atom in the surface region; in this case a spherical photoelectron 
wave or Auger electron wave is emitted by the ionized atom and dif­
fracted by the surrounding atoms. 

Finally the diffraction pattern can be observed in two modes: 
(i) in th.e Fraunhofer (far field) mode the observation point is 
at infinity or focussed to a finite distance from the surface by 
a lens; (ii) In the Fresnel (near field) mode the observation 
point is close to the surface or to the image of the surface. The 
former is standard diffraction, the latter defocussed imaging. 

Irrespective of the observation mode and of the type of source, 
the amplitude of the wave at any point ~ is given by the integral 
form of the Schrodinger equation 

+ 1/i (r) + J ++ + + + 1/io(r) + G(r,r')V(r')1/J(r')dr'. (I) 
Vc 

The integration is over the coherently scattering region and 
the quantities in the equation have the following significance : 
V(~') is the effective interaction potential bet~en the wave and 
the scatterer;V(~')1/i(~'4 is the amplitude of the wave scattered 
from a volume element dr' about ;, upon incidence of the wave 
1/i(;'), and G(;,;') is the outgoing Green's function which describes 
the propagation of the scattered wave from;' to ;. 1/io(;) is the 
amplitude of the wave in the absence of the scatterer (when an 
external source is present) (see Fig. I). Although the physical 
significance of this equation is simple, its solution in the gene­
ral case in which each wave in the crystal produces secondary waves 
which are again scattered, i.e. when multiple scattering occurs.is 
quite difficult. A simple solution can be found only in two limi­
ting cases : (i) when the incident wave interacts so weakly with 
the scatterer that the secondary waves in the scatterer are weak 
compared to the incident wave; (ii) when the incident wave 
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interacts so strongly with the scatterer that only the topmost 
layer diffracts. The first case occurs in x-ray diffraction, the 
second case is typical of atomic beam diffraction. The simplifica­
tions which result in these two cases can be seen easily. 

Fig. 1 : The physical meaning of 
eq. ( 1 ) 

-+ 
-+ In t~e first case w(r:) in the inte~ral may be replaced by 

Woir ) , V(r') by the potentlal of the undlsturbed crystal and 
G(r,;') may be approximated by the spherical wave free space Green's 
function, i.e. a spherical wave originating at ~, , 

-+-+ 
G(r,r') 

because rescattering of the wave scattered in ~, may be neglected. 
In Fraunhofer (far field) diffraction the observation point ~ is 
far away from all scattering points ~, (I~I » I;' I) in which case 

-+-+ • 
G(r,r') may be approxlmated by 

-+-+ 
G(r, r') 

ikr -+-+ 
_e __ e-ik . r ' 

r ' 

where k is the wave vector of the scattered wave. If the incident 
-+ 

wave is a plane wave with wave vector ko, 

The total scattered wave, i.e. the integral in eq. (1) may be then 
written as 

-+ 
W (r) 

s 

ikr 
e 

47f r 

ikr 
~._e_F(K) 
47f r 

(2) 

with K = k-ko. Thus the scattered wave is essentially the Fourier 
transform of the scattering potential. This is the basis of con­
ventional x-ray diffraction but it is not true for electron 
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diffraction. 

has 

If 
3 
II 

i=l 

the scatterer is periodic with unit cell vectors ~. and 
~ 

N coherently scattering unit cells, the integral over v 
i c 

may be broken up into a summation over all unit cells of the inte­
gral over the unit cell v because all unit cells are equivalent. 
Then with u 

+, 
r 

3 
+ ~ 

i=l 

and because of V(~') = V(~~) (periodicity!), the amplitude F(K) of 
the spherical wave from the scatterer becomes 

+ 
F(K) 

(3) 

The integral over the unit cell, i.e. the structure amplitude 
A, describes the interference of the waves by the atoms within 
the unit cell. The lattice amplitude B describes the interference 
of the waves scattered from the different unit cells and depends 
upon their size and shape as well as on the size and shape of the 
coherently scattering region. If this is large enough IBI 2is non­
zero essentially only when 

K+=h+= 3 h~b 
i&l i i' 

+ i.e. when K is a reciprocal lattice vector of the crystal. The 
spherical scattered wave may then be described by a sum of plane 
waves 

+ i(k + k) . ~ 
~ (r) = E ~+ e 0 

s +-n (4) 
h 

The structure factors 

(5) 

determine the relative intensities of the various diffracted beams. 
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In atomic beam diffraction, for typical beam energies 
(IO-IOOmeV), the atoms are already reflected at the very edge of 
the repulsive potential. ~is oc~urs typically at about 3.S! and 
an electron density of 10- - 10- electrons/!. Thus the atomic 
beam does not probe the location of the atom cores but rather the 
profile of the electron distribution parallel (x,y) to the surface. 
Because of the steep rise of the repulsive part of the potential 
V(z) normal to the surface, this profile may be approximated by 
a two-dimensionally corrugated hard wall 

o > + 
V(z) = {oo} for z {~} ~(R) = ~(x,y) (6) 

with the two-dimensional unit mesh dimensions !lo !2' 

Fraunhofer diffraction from such a two-dimensional lattice 
can be described in complete analogy with the three-dimensional 
case above, with the only exception that now the lattice periodicity 
determines not K= k - ko but rather 

+. where ~ ~s a lattice vector of the two-dimensional reciprocal lat-
tice. khl is obtained from the condition 

k~= 2 2 2 
h kh I I + khl = ko 

for elastic scattering. Thus the directions of the scattered waves 
are completely determined. Because all unit meshes are equivalent, 
the integral in eq. (I) again may be broken up into a summation 
over all unit meshes as before (Eq. (3», with one important diffe­
rence which is obvious from Fig. 2. 

Fig. 2 : Profile of a one-dimen­
sional corrugation function and 
multiple scattering within a unit 
mesh. 

I 
I 
I -°1 I 

It shows- the profile of a one-dimensional corrugation and some 
waves indicated by their propagation directions. It is apparent 
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that multiple scattering can oc~ur and may not be neglected. Thus 
the replacement of ~(r') by ~o(r') which led to eq. (2) is no lon­
ger permissible and+a different approach is needed. The basically 
planar nature of VCr') suggests furthermore to use the plane wave 
form of the outgoing free space Green's function 

* k~ expU[(K 11 + h) '(R - R') + klil Iz - z'i]} 

(7) 

For the particular form of the potential (eq. 6) the scattered 
wave in eq. (1) originates only at the corrugated wall and can, 
therefore, be written in the form 

+ + + + 
V(r'H(r') = f(R')O(z' - s(R'», (8) 

where feR') is the amplitude of the wave scattered from the surface 
element centered at it' ("source function"). Inserting (7) and (8) 
into (1) gives, in complete analogy with the total scattered wave 
solution above, 

+ 
~ (r) 

s 
+ + + ] 

~ 'b+exp{i [ (k o II + h) • R + kh1-z } 

with the structure factor 

(9) 

1A&12 = Ik~z !exp{-i[(ko ll + li)' R' + kli-Ls(R')]}f(R')dR'i. 

( 10) 

The relative intensities 1~12 of the diffracted beams can 
be calculated by determining the-source function with the condi­
tion that the total wave field must be zero for 
z ~ s(R) : W(R,z = s(R» = O. The details of the theoretical treat­
m~nt a~d30f the computational aspects can be found in recent re­
V1.ews. ' 

Structure analysis is usually performed by comparing the mea­
sured relative intensities t of several diffracted beams li with 
those calculated via the ana~ogon to eq. (5) for various model cor­
rugations. The quality of the agreement is judged by reliability 
factors such as 

I calc exp ]1/2 ~ 
R = -N rli~L (I - I )2 (for N li values). 

l4 it it 
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In electron diffr.action, the situation is more complicated. 
In low energy (LEED) and refection high energy (RHEED) diffraction, 
several atomic layers contribute to the diffraction pattern. Their 
number is determined by the mean free path for inelastic scatte­
ring A and by the angles of incidence and observation. The elec­
trons ij~ed in LEED (~ 30-600eV) have A values between 3K and 
10 K, those used in RHEED (some 10 to ~6me 100keV) have A 's of 
the order 100 K. Thus surface sensitivity in LEED is giveaeeven 
at normal incidence, while in RHEED grazing incidence is necessary. 
In transmission high energy electron diffraction (TREED), surface 
sensitivity is achieved indirectly via the strain fields which 
reconstructed surface layers produce in the bulk. Not only is ine­
lastic scattering strong, which reduces the amplitude of the cohe­
rent wave (electrons with incidence energy), but elastic scattering 
is also, so that strong multiple scattering occurs and the approxi­
mation w(r') ~ Wo(r') in eq. (I) is no longer valid.Furthermore, 
the electron modifies the potential of the scatterer by exchange 
and correlation interactions with the electrons in the scatterer 
which can be taken into account by an (energy dependent) exchange­
correlation contribution to the potential. Many approaches have 
been taken during the past 15 years to solve this diffraction pro­
blem, in particular for LEED. Most of them have in common that the 
crystal is divided into layers parallel to the surface and that 
the calculation is divided up into intralayer and interlayer scat­
tering. The way in which this is done and the computational proce­
dures ~~ computer programs are described in detail in several 
books. It is important to. note that in spite of strong multiple 
scattering, all unit meshes parallel to the surface are equivalent. 
Therefore, it is possible to write F(K) in eq. (3) in the form 

-+-+ -+ 12 A(k,ko) ·B(K). The maxima of IB which occur for 

2 
.1: h.b. 
1=1 1 1 

together with the condition for elastic scattering ~ = k~ deter­
mine the direction of the diffracted waves with intensity IAI2 
which must be calculated as described before. Partial structure 
analysis, i.e. determination of the unit mesh dimensions and the 
size and shape of the coherently scattering region, is therefore 
possible from the geometry of the diffraction pattern alone. This 
is of great importance for the analysis of surface imperfections 
which is one of the major present and future applications of LEED 
(see reviews 6a-d). 

Complete structure analysis, i.e. determination of the atomic 
positions within the unit mesh, consists of the comparison of the 
measured intens1t1es of as many as possible diffracted beams as a 
function of electron energy ( I(V) curves) with intensities 
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calculated for several structural models and selecting the model 
which gives the best agreement with experiment. Agreement is judged 
by r,l~abilitY9fact?Os R for which several definitions 
(RZJ ' , RANvH ,~ ,etc.) are in use and whosT1sensitivity to 
structural parameters has been checked recently. The most fre­
quently used R factor is the Zanazzi-Jona R factor R J which takes 
not only the agreement of calculated and measured in~ensities into 
account but also that of their first and second derivatives. A 
value RZJ < 0.25 is considered to indicate a reliable structure. 

The calculations have not only structural parameters as inputs 
(up to 8 atoms in the surface layer and 4 atoms in the bulk per 
unit mesh in the most flexigle program) but also nonstructural pa­
rameters such as mean inner potential Va' absorption potential V. 

~m and surface and volume Debye temperatures a ,abo All of them are 
basically energy dependent but this depende~ce is generally neglec­
ted. Another basically energy dependent input is the atomic scat­
tering potential because of the energy dependence of the exchange­
correlation potential. Experience has '20wn however that neglect 
of this dependence is not too critical. Calculated I(V) curves 
have recently become reliable enough so that the differences be'­
tween curves calculated by different author~ with different appro­
ximations have in some cases become smaller than those between 
curves measured by different authors. The experimental a~§e1ks of 
the LEED structure analysis have been reviewed recently. ' 
Therefore, it should suffice to mention that surface imperfections 
and impurities seem to have little influence on the reliability 
of th'5intensity data in the case of nonreconstructing metal sur­
faces but are important on reconstructing surfaces, where they 
may suppress reconstruction. A more critical source of discrepan­
cies are probably differences in the precise direction of incidence 
onto the crystal. The quality of agree~nt between diff6rent expe­
riments can be judged by a comparison of Si(IOO) data. 

All diffraction techniques discussed so far make use of an 
external source which produces a plane wave incident on the surface. 
In recent years diffraction techniques with internal sources have 
rapidly gained popularity, mainly due to the availability of tunea­
ble high intensity x-ray sources (synchrotron radiation). The in­
ternal source is "turned on" by bombarding the. surface with soft 
x-rays or electrons up to several keV energy which causes the emis­
sion of spherical photoelectron or Auger electron waves from the 
atoms ionized by the incident radiation. Two detection modes of 
the diffraction of the spherical wave by the atoms in its environ­
ment are in use : angle-integrated measurements ("total yield spec­
troscopies"; "extended x-ray absorption fine structure" (EXAFS) 
and "extended appearance potential fine structure" (EAPFS) analysis) 
and angle resolved measurements, both at fixed angle and variable 
x-ray energy ("normal photoelectron diffraction'i, NPD) and at 
variable azimuthal angle and fixed x-ray energy ("azimuthal 
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phootelectron diff7al§ion", APD). lloth detection modes have been 
reviewed recently , so that only the basic principles and the 
limitations of the methods will be discussed. 

9 

In EXAFS the energy of the photoelectron varies with the ener­
gy of the incident x-ray energy. The photoelectron wave backscatte­
red by the atoms surrounding the source will, therefore, as a 
function of energy, interfere constructively and destructively 
at the source. Constructive interference means strong photoelectron 
creation and therefore strong x-ray absorption and as secondary 
processes strong x-ray fluorescence and/or Auger electron emission. 
Monitoring the photoelectron, fluorescence or Auger electron yield, 
or the yield of 19nergy selected secondary electrons created by the 
Auger electrons, as a function of x-ray energy therefore gives 
information on the diffraction of the photoelectron wave by the sur­
rounding of the source, from which via eq. (1), with Wo(r) missing, 
the radial d~stribution of the atoms around the source atom may be 
obtai~5d21A mUltiple scattering theory is available for this ana­
lysis ' but most work to date is based on a single scattering 
analysis. This is done by first subtracting from the total signal 
~(E) (Fig. 3a) the smoothly varying background so that only the 
oscillatory part ~ (E) remains (Fig. 3b), then converting the 
E axis (with absor~~lon edge as zero) via E ~ k2 into a momentum 
axis (Fig. 3b top) and finally Fourier transforming this curve : 
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Fig.3: EKAFS proceduce a)measured spectrum; b)spectr~1after subtrac­
tion of smooth background; c)Fourier transform of b). 
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The maxima of F(r) (Fig. 3c) determine the distance to the surroun­
ding neighbors. Obviously, ~ (k) must be measured over a suffi­
ciently wide k-range to obta~Rca meaningful Fourier transform. This 
was not the case in the first and apparentl190nly attempt to study 
a clean surface (Al(III), (100» with EXAFS22 which produced data 
in disagreement with reliable LEED results. 

EAPFS works in principle in a very similar manner. The elec­
tron wave from the atomic source is here created by electron bom­
bardment. The detection of the oscillations of its excitation pro­
bability due to interference with the waves backscattered from the 
surrounding atoms is carried out via the Auger electron yield or 
via the elastic backsT,ttering yield. The experiments performed 
to date (V, Ti and Fe ) have not produced any surface structure 
information competitive with LEED. 

In NPD the energy of the incident synchrotron radiation is 
varied over such an energy range that the energy of the emitted 
core photoelectrons varies over the range which is generally used 
in LEED, i.e. between about 30eV and 200eV. For example, ionization 
of the Na 2p level requires 47 eV so that the incident radiation 
has to be varied from about 80eV on upwards. The intensity of the 
2p photoelectrons emitted and scattered normal to the surface is 
measured with an energy analyzer whose pass energy is synchronized 
~ith.the xZ4ay energy. The resulting intensity modulation is shown 
~n F~g. 4. 

0-
N 

~ 

No c(2x2) an N; (DOll 

Fig. 4 : a) Photoelectron inten­
sity after secondary electron 
background subtraction as a 
function of incident photon ener­
gy from a Ni(100) - c(2 x 2)Na 
surface; b) calculated NPD curve 
for a Na atom 2.23 ~ above th24 
center between four Ni atoms. 

The location of the Na atom extracted from the data agrees very 
well with that from LEED studies. In principle, a full dynamical 
LEED calculation based on eq. (I) with Wo(r) missing is necessary 
for the analysis of the data. EXPZSience has shown, however,that 
simplified dynamical calculations or Fourier transformation of 
the oscillatio2g after proper background correction analogous to 
EXAFS analysis give surprisingly good agreement with full 
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dynamical calculations. 

In APD the surface is irradiated with monochromatic x-ray ra­
diation, e.g. Al K with 1487 eV energy, the crystal is rotated 
about its normal a%d the photoelectrons from the atoms of interest 
are measured as a function of azimuth at small grazing angles of 
emission, typically 10°. This small angle is necessary for suffi­
cient scattering of the photoelectron from a surface atom by its 
neighboring atomZ7 Fig. 5 illustrates this for oxygen Is photoemis­
sion on Cu( 100). Because of the higb photoelectron energy (950eV 
for oxygen Is electrons (binding energy ~ 530eV)) 28s~~gle scatte­
ring calculation is sufficient to analyze the data ' which agree 
in general well with LEED data. 

Finally, angle resolved Auger electron spectroscopy (ARAES) 
still has to be mentioned. Here, the angular distribution of the 
Auger electrons, usually produced by electron bombardment of the 
atom of interest is measured. It is determined mainly by the dif­
fraction of the Auger electron wave by the surrounding atoms and 
requires in principle a ful138ynamic calculation for a reliable 
structure analysis. Recently it was shown, however, that conside­
rably simplified calculations give about the same results as a 
full dynamical treatment. Nevertheless the analysis is more compli­
cated because of the two-electron nature of the process as compared 
to the one-electron process basic to the methods discussed before. 

All internal source diffraction techniques have in common that 
they identify the atom whose location is to be determined via the 
energy level involved in the emission process. This is a great ad­
vantage over external source diffraction techniques. Furthermore, 
no long range order is required because the amplitude of the sphe­
rical wave decreases rapidly with distance. This statement may not 
be misunderstood : it is strictly valid only in the angle integra­
ted techniques, in the angle resolved techniques it is still neces­
sary that the same local configuration is repeated over the whole 
area contributing to the signal, without -rotations. Only random 
lateral displacements of these configurations are allowed. The ad­
vantage of atomic identification is lost in the study of the struc­
ture of clean surfaces. Here only grazing incidence or the monito­
ring of low energy electrons can emphasize the surface contribution 
to the signal but an analysis on the same confidence level as in 
LEED is more complicated. 

Surface structure analysis by near field diffraction (defocus­
sed imaging) or focussed imaging and by THEED is still in its 
infancy. Although it is possible to determine monolayer heights, 
i.e. the distance of t~, topmost layer from the second. layer, via 
the monolayer contrast in transmission electron microscopy (TEM) 
the measurement is presently too inaccurate for this purpose. In 
conjunction with THEED it is, however, useful now for the (partial) 
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structure analysis of surfaces with superstructures, such as the 
Au(llll surface, which h3~ a surfac33layer contracted by 4.2% in 
the [110] direction with (without) misfit dislocations. In 
reflecti~~ electron microscopy (REM), atomic step contrast is much 
stronger but the analysis is not sufficiently developed to extract 
reliable step heights. Recently, RHEED has been developed to a le­
vel at which useful contributions to complete structure analysis 
can be expected; an exa~gle is the (7 x 7) superstructure of the 
clean Si(lll) surface. 

(100) 

1.2. Scattering Methods 

Fig. 5 : APD of 1s photoelectrons 
from oxygen atoms in the c(2x2)0 
structure on a Cu(100) surface. 
The 0 1 s intensity (averaged 
over all 4 quadrants) obtained 
by rotating the crystal about 
the [001] axis (top) is s~~ 
as a polar plot (bottom). 

These methods are based on the elastic scattering of ions with 
energies of the order 102 - 10GeV by the ion cores of the atoms of 
the scatterer. The surface is bombarded with an ion beam with well 
defined energy Eo and direction of incidence (eo, ~o) and the quan­
tity measured is the energy distribution of the scattered ions at 
well-defined scattering angles I(E,e,~). This quantity gives not 
only information on the structure of the surface but also on the 
mass of the scattering atom, due to the fact that the energy trans­
fer from the ion with mass mo to an ion core with mass m upon scat­
tering by an an~le e is given to a good approximation by classical 
momentum (p = mv) and energy E = mvl/2 conservation which leads to 

/1 (mO~2sin2e ± ~ cos e 
E { m m }2. (II) -= 
Eo +~ 

m 

If double or mUltiple scattering occurs this expression can be 
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applied to the individual collisions which allows determination of 
the type of neighboring atoms. Typical ion scattering spectra and 
the calculated ori§~n of the peaks are shown in Fig. 6 (600eV K+ 
ions from W(llO». 

intensity 

raul 
0* 

I I 0* 

~ 1'## 

200 250 300 350 400 450 E{eVI 

Fig. 6 : LEIS spectra of 600eV K+ ions from a W(110) surface in the 
[110j azimuth for specular scattering into various scatteri~@ an­
gles. The scattering processes are indicated in the insert. 

The peaks D , D* arise from linear, D2 and D3 from zigzag double 
scattering. 

Structural information via double scattering can be obtained 
usually only in the low energy r~nge !102 - 104e¥. LEIS) and with 
sufficiently heavy ions (e.g. Ne ,Na ,Ar+, K ; high scattering 
cross section!) with low neutralization probability (unless the 
neutralized particles can be detected). In medium energy 
(104 - 105eV) and high energy (lOS - I06 eV) ion scattering (MEIS, 
HEIS) and with light ions (e.g. H+, He+) the process which allows 
structure analysis is the shadowing of the incident beam and the 
blocking o~7the scattered beam. These two processes are indicated 
in Fig. 7a : each atom seen by the incident beam produces a sha­
dow cone in which atoms at lower levels are hidden,each atom above 
an unhidden atom produces a blocking cone for the scattered ions. 
If the incident beam is aligned ("single alignment") with a densely 
packed direction, only few atoms are seen by the incident beam, and 
if the detector is aligned too (double alignment) with a densely 
packed direction, a minimum in the scattered intensity occurs C'bloc­
king dip"). Deviations from the expected number of atoms ("atoms 
per row") indicate atomic displacements in the topmost layers as 
do angular shifts of the blocking dips. The directions of the dis­
placements may be obtained by varying incidence and scattering 
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directions, the depth distribution by variing th38energy which 
changes the radius R of the shadow cone. Fig. 7b indicates how 
the shadow cone is produced by the trajectories of particles pas­
sing the scattering center at various distances. 

a b 

Fig. 7 : a) Shadowing of the incident beam a~~ blocking of the scat­
tered beam in double-aligned ion scattering. b) Formation of 
the shadow cone in ion scattering. Only the asymptots of the trajec­
tories are shown. For a Coulomb potential R = 2~~lZ2e2d/E)1/2(Zl' 
Z2 nuclear charges, d atomic spacing along row). 

These trajectories can be easily calculated by considering the ion 
as a point charge in th~ effective interaction potential between 
ion and atom. For MeV H and He ions this is a very good approxi­
mation so that the absolute values of the scattering cross-sections 
can be ca-lculatecr'. The area of the "surface peak" in the IS spec­
trum can thus be obtained for various structure models and compared 
with the experimental value (usually expressed in atoms per row). 
In this calculation the thermal vibrations of the atoms, which make 
a considerable contribution to the width of the shadow cone, must 39 
be tak~8 into accoynt including the correlation of the vibrations. 
Fig. 8 shows a typical HEIS (or RBS = Rutherford backscattering) 
spectrum of 1.0 MeV He + from a Si (100) crystal bombarded in4bhe 
[100J direction and measured in single alignment. In Fig. 9 the 
number of atoms per row extracted from the surface peak is compared 
with the expected value for a Si crystal truncated at a (100) surfa­
ce without atomic displacements as a function of energy of the in­
cident ions. FJ;:om this comparison it is concluded that at least 3 
monolayers are laterally displaced more than'" 0.15 A and two of 
them have lateral displacements of more than 0.2 A. A more detailed 
discussion,of s~lu~~ure analysis by ion scattering can be found in 
recent reVlews, ' 

The brevity of this section as compared to that of the diffrac­
tion section dGes not indicate that scattering is less useful in 
surface structure analysis but only that is younger and much less 
developed than LEED. In particular, the use of double scattering in 
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Fig. 9 : Number of atoms per row as a function of the He+ ion ener­
gy. Open circles: Si(100) - (2 x 1) (clean), solid circles: 
Si(100) - (1 x 1)H (hydrogen coverea6' lower curve: calculated with 
b~k Debye temperature (8D = 543K). The sOli~8circles can be fit 
wlth a surface Debye temperature of 8D = 230K. 
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LEIS appears pr0m1S1ng. One of the main drawbacks of ion scattering, 
especially of heavy ions is the modification of the surface by ion 
bombardment (sputtering, mixing) whioh makes periodic annealing 
of the surface necessary. 

1.3. Other Methods 

The most direct way to determine the location of surface atoms 
is by imaging with field ion microscopy (FIM). Atoms become visi­
ble due to the field variation across the surface due to its atomic 
roughness. The accuracy of the measurement is, however, far below 
that of LEED so that only major deviations from the structure ~~ 44 
the bulk can be seeu, . such as the c(2 x 2) structure on W(IOO). ' 
A fundamental problem of this method is the fact that atoms can 
move in the high fields necessary for imaging so that field-induced 
structures may appear. Furthermore, the method is limited to mate­
rials which in the ~orm o~ sha~ tips can withst~nd high electr~c45 
fields. A more deta1led d1scuss10n can be found 1n a recent reV1ew. 

There are also several indirect methods for surface structure 
analysis. Only two will be mentioned wh~ch are based on the corre­
lation between atomic structure and electronic and vibronic struc­
ture. For a given atomic structure model the electronic.and vibro­
nic structure of the surface may be calculated and compared with 
experimental data such as surface electron density of states or 
vibrational excitations. Examples are the studies of Si surfaces 
(for review see refs. 46,47), the studies of the location of the 
Watoms in the hydrogen4~nduced c(2 x 2) structure on W(IOO) via 
the H vibrational modes or the determination of the oxygen atom 
locations in 4~e 0 c(2 x 2) structure on Ni(lOO) via the 0 vibra­
tional modes. 

1.4. Conclusion 

There is at present a large number of methods available for 
surface structure analysis, some very well tested, others still 
very immature. Applied to the same problam they sometimes still 
give contradictory results, partially because some of them are 
not well enough understood but sometimes simply because of diffe­
rences in the surface studied. The surface just mentioned, 
Ni(lOO) - c(2 x 2)0, is a good example. LEED results have placed 
the 0 atom in the center between four Nis6~g~ 0.9S! above t2g 
plane through the center of t~29Ni atoms, LEIS and NPD 
gi~~ the ~ame result while APD and vibrational loss spectrosco­
py locate the 0 atom considerably lower, nearly coplanar with the 
Ni atoms. This discrepancy may not be due to inappropriate data 
analysis but rather may be caused by experimental differences : 
the c(2 x 2)0 structure and NiO nuclei co-exist over a wide oxygen 



THE STRUCTURE OF CLEAN SURFACES 17 

e~~osure ralige so that depending upon the reliability of the 02 
pressure measurements some authors may have looked mainly at the 
c(2 x 2) structure, others more at the NiO structure. 

In another recently reviewed case~4 Pt(III), the discrepancies 
were clearly due to incomplete understanding of the methods in the 
past. Most of them are eliminated now. In Section II, some of the 
still existing discrepancies will be mentioned. 

II. RESULTS 

11.1. Unreconstructed Surfaces 

In this section examples will be given for struct~res which 
have the same lateral periodicity ("(1 x 1)") as the bulk. The 
problem of interest here is the location of the atoms in the 
(I x I) unit mesh. These examples are representative for the many 
structures analyzed which, for the case of LEED stud!e~~ ~~e fio~5 
piled critically in several recent revie~ and books.' , a, , 
Complete LEED structure analysis has been done up to now only for 
(I x I), (2 x I), p(2 x 2) and c(2 x 2) structures because of the 
limitations of LEED programs and computer time. The other techni­
ques, applied to clean surfaces, have only given partial informa­
tion on atomic locations on more complex surfaces which will be 
dealt with in sect. 11.2. 

fcc MetaZs. The most densly packed planes «III) and (100» 
are,within the limits of error of the LEED analysis, simple termi­
nations of the bulk structures without significant lateral or nor­
mal displacements of the atoms from their normal lattice sites, 
Au(1-II) and (IOO), Pt(lOO) and Ir(lOO) excepted. Conc1y§ions to the 
contrary from LEED and othe22s5~dies, e.g. for AI(III) or for 
Pt(lll)have been disproven. ' Some structure determinations 
have been dgge with very high precision, e.g. f~r Cu(IOO) with 
RZJ = 0.068 or fo: Cu(II~) with ~J = 0.0~5. An even smaller 
RZJ factor, 0.035, 1S obta1ned for tu(100),1f tlro structural para­
meters, the first two layer spacings d12 , d23 are optimized. The 
best agreement with experiment iS5~bta1ned for a I % contraction 
of dl2 and a 2 % expansion of d23 • 

The structure of the next low index plane, (110), is less.well 
established. In all cases studied (Au, Pt and Ir again excepted) 
no lateral displacements are found but strong normal displacements 
are. For Cu(IIO) a contraction of the topmost layer s~ftcing dl2 
by about 10 % is obtained with an R factor ~J = 0.12, for Ag~IIO) 
a 7 % contraction of d l2 §~ve the best, thougfi only good to poor 
agreement with experiment, while for Rh(IIO) the sgijllest ~J 
factor (0.11}6yas obtained for a 2.5 % contraction. For Nitl10) 
LEED and MEIS agree with 5 % and 4 % contraction, respectively. 
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The simple picture of62he (110) surface has been reputed recently 
for Ni(IIO), however; the understanding of the (110) surface must, 
therefore, be considered insufficient at present. This is illustra­
ted by a recent re-examination of Ag(1 10) which for a 6 % contrac­
tion of d 12 and a 3 % expansion of d23 gave RZJ = 0.10. 

hcp Metals. The basal planes (0001) of all metals studied, 
e.g. of Be, Co, Cd, Zn, Ti, Zr, have their normal stacking sequence 
and show negligable d I2 contraction (~ 2 %), Re(OOOI) exc5~ted for 
tJhich a 5 7, contraction has been deduced with_R J = 0.14. The 
only prism plane studied up to now, the Re(IOIOr surface, is repor­
ted to have a 17 % d 12 con~raction and a negligable d23 contraction 
(I - 2 %). The6Sype of (1010) termination of the crystal could also 
be determined. 

bcc Metals. Within the limi-rs of error, the most densely packed 
surfaces (110) have the same d 12 values as in the bulk. This has 
been esg~blished with high rel~ability, e'~6 with RZJ = 0.10 for 
Fe(IIO) or with R NvH = 0.12 for Vel 10). a The (TOO) surface, 
which is much less ~ensely packed than the fcc(100) surface, does 
not have a simple (I x 1) structure at or below room-temperature 
for W, Ho and V (see sect. 11.2.). At higher temperatures, e.g. 
above 300K and 620K for Wand V, respectively, a (1 x I) structure 
is seen which in spite of many studies in the case of W(IOO) has 
defied general agreement. The values of the d l2 contraction repor­
ted vary from 4.4 % to II %, the mos 67 recent values being 7.S%±I.S% 
(from spin-polarized LEED, "SPLEED") and 6. 7%±2% (from LEED)68 
in good agreement with each other. The reasons for the discrepan­
cies were recegglY found to be mainly in the quality of the expe­
rimental data. In the case of Fe, in which the (111) and (211) 
surfaces were also studied, the result70are less disputed 7Iin 
Fe(100) dJ2 is only 1.4%±3% contracted, in Fe(lH) 15.4 % and 
in Fe(211) only a slight contraction is deduced. 

Concluding the section on metal surfaces with (I x 1) struc­
tures ("unreconstructed" surfaces) it must be stated that atomic 
beam diffraction (see review 3) and ion scattering up to now have 
contributed little to the analysis of their structure. 

Semiconductors with Diamond Structure (Si~ Ge). All Si and 
Ge surfaces are reconstructed or facetted over a wide temperature 
range, unless stabilized by impurities or quenched from the high 
temperature (1 x I) structure. The only surface for which these 
procedures have been successful up to now is the Si(111) surface 
while the Si(100) - (1 x 1) structure could not be obtained by 
~uenching (laser annealing) but only by adsorption of a conside­
rable amount of hydrogen (0.5 monolayers). The Si(111) - (1 x 1) 
structure was briefly studied above the transition temperature from 
the reconstructed (7 x 7) structure (see sect. 11.2) to the (1 x I) 
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structure at about 1140K with the result that a diso,1ered surface 
layer rests on top of a crystal with bulk structure. This conclu­
sion was drawn from the temperature dependence of the background 
although the l(V) curve of the specular reflected beam is very si­
milar to that of the (1 x 1) structures stabilized by small amounts 
of CI or Te. For the Te stabilized (I x 1) structure a d l contrac­
tion of Z~ % without si~ificant (~ 5 %) change of dZ3 ana d34 was 
deduced w1th RZJ = O.ZI. 
The d 2 contraction of the (1 x I) structure obtained by laser 
anneal1ng (quenching) is quite similar (Z5.5%:Z.5%), but h7Se also 
a d expansion by 3.Z%±1.5% was derived with R J = 0.115. Re­
centfy , ho,wever, it was reported on the basis or indirect (photo­
emission spectroscopy) and LEED evidence that the laser annealed 
(I x I) structure has no long73ange order - similar to the high 
temperatu76 (I x I) structure - but a short range (Z x I) recons­
truction. It is apparent that the Si(lll) - (I x I) structure is 
still a matter of discussion. The Si(~90) - (I x I)H structure 
(with adsorbed hydrogen) is bulk-like, according to LEED ~~r~~ 
while according to MEIS studies d IZ is contracted by 6%±3%. • 

SerrriconductoT'S with Zincblende and Wurtzite StT'ucbvCr'e. The 
(lID) surface which has the lowest surface energy in zincblende 
structure has been studied for GaAs, InSb, InP, ZnTe and ZnS. The 
evalut~~n of the understanding of GaAs(IIO) has been revi7~ed re­
cently as well as the general trends of the structures. Although 
the surfaces have (I x 1) structures, large atomic displacements 
occur in the topmost layer and smaller ones in the second layer as 
indicated in Fig. 10. 

Fig. 10 : Side and top view of the 
surface geometries of the (110) 
zincb~ende and the r 79ated (~010) 
wurtZlte structures. 1: flrst 
layer, 2 : second layer, 0 dis­
placement from bulk lattice posi­
tion. 
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The cation I always makes the largest displacement (up to 0.6 A 
downward and towards the anion) while the anion I moves upward up 
to 0.2 ! and up to 0.4 A sideways. This results in height differen­
ces up to 0.8 A. All bond lengths remain essentiall~ as in the 
bulk except that of bond a1 - C2' This bond is usually contracted 
about 5 %; in ZnTe it is dilated by about 3 %. The distgrtions 
decrease with increasing ionicity so that the LEED data of ZnS are 
fit best by ~Osurface with approximately bulk atomic positions 
(RZJ = 0.23). The surface corrugation of S~e GaAs(1 10) surface for 
He atomic beams has recently been stud~ed; for its discussion the 
reader is referred to a recent review. 

Of the wurtzite structure surfaces, the (0001), (1010) and 
(1120) surfaces of ZnO have been studied by LEED with the result 
that all faces represe~~~ within 6 % distortion, simple terminations 
of the bulk structure. 

Crystals with ~~Cl Structure {Semiconductors and Insulators}. 
Many of these materials are problematic for LEED studies because 
of charging and dissociation. Nevertheless, the (100) surfaces of 
several oxides (MgO, CaD, CoO, MnO, NiO and EuO) have been studied 

a c with the result the d l2 = 1/2(d I2 + d 12) is generally less than 

3 ~ contracted and that the "rumple" d~2 - dC 2' i.e. the relative 
normal di§~lacement of first layer anions and cations, is less 
than 5 %. The ~~t recent values for NiO are : 2 % d12 contrac­
tion, 0 % rumple. Because of their strong dissociation by ioni­
zing particles (electrons, ions) alkali halides have been the do­
main of atomic beam diffraction. The relevant work is reviewed in 
Ref. (3). Only two examples will be quoted: LiF and NaCl. The 
corrugation function 

was used in eq. (6) for the analysis of the intensity data 
(d = a/12) Which gavS4for the corrugation parameter ~o v~5ues of 
0.095 A for H on LiF and of 0.20±0.02 ! for H on NaCl; this is 
to be compared with a ~o value of O.OlO±O.OOl for H 0§6graphite 
(0001) and a similar sinusoidal corrugation function. For a more 
detailed discussion of atomic beam diffraction from alkali halides 
and oxides see Ref. (87). 

a ther Structures. The cleavage surface of a number of layer 
compounds such as MoS 2, NbSe2 has been studied by LEED with the 
result that there is generally a slight d12 contraction up to 5 %, 
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TiSe2 excepted (5 ~ expansion). 5 ,The most complex surface studied 
up to now is Te(IOIO) : here the top layer atoms move inward 0.211 
the second layer atoms move outward 0.46 1 in ~~ch a manner that 
no nearest-neighbor bonds lengths are changed. 

11.2. Reconstructed Surfaces 

In this section those surfaces whose periodicity parallel to 
the surface differs from that of the bulk will be discussed. 

fcc MetaZs. The following surfaces have been found to be re­
constructed: Au(III), Au, Pt, Ir(IOO) and (110). The (III) and 
(100) surfaces have large surface unit meshes and are, therefore, 
at present not amenable to LEED structure analysis. The (110) sur­
faces have a (I x 2) structure, i.e. double periodici8~ ~y t~~ 
[0~3] direc§!on and have been the subject of LEED ~u,' Pt, 
Ir ), LEIS and atomic beam diffraction studies. Some of the 
models proposed on the basis of LEED studies are shown in Fig. II. 

Fig. 11 : Some surface structure 
models proposed for the 
( 11 0) -9~ 1 x 2) surfaces of Au,Pt 
and Ir. 

r 

POSSIBLE MOOELS FOR THE (I • 2) STRUCTUlE 
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In addition, a distorted hexagonal overlayer similar to that on the 
(100) and on the Au(lll) surfaces has been considered'8~19~o~§h 
the missing row model has been favored by some authors ' , 
the R factors eith93 do not differ very much for the vario~B models 
(RZJ = 0.24 920. 32 ) or are unacceptably large (RZJ = 0.6 , 
R H = 0.42 ). Further doubts in the models come from 600 eV K+ 
L~!~ scattering experiments which cannot be reconciled with either 
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94 che ~istorted hexagonal overlayer or the missing row models. 
Atomic beam diffraction leads to an estimated corrugation amplitude 
of So = 1.65 K which is significantly hi§ger than those of the 
Ni(110) and the similar W(ll2) surfaces. This favors a missing 
row model (rough) over a hexagonal overlayer (smooth) model. In 
summary the (110) - (1 x 2) surface is still not understood. 

The same statement is valid for the (100) surfaces and the 
Au(1 II) surface. 9Ghe present state of understanding has recently 
beem summarized. A (distorted) hexagonal overlayer is the pre­
ferred model (see, however, ref. (97)). It causes, on Ir(IOO), a 
simple (1 x 5) superst~ucture, on Au(100), a (5 §620) structure, 
recently more accurately described as c(26 x 68) and on Pt(IOO) 
several structures with similar complicated periodicities. Recent 
combined HEIS and LEED studies of the transition from the recons­
tructed to the unreconstructed Pt(IOO) surface due to CO adsorption 
indicate, however, that the picture is not as simple as just men­
tioned but tha§8also atoms in the second and possibly deeper layers 
are displaced. The reconstruction of the Au(lll) surface descri­
bed as (23 x I) superstructure can be explained by a distorted 
hexagonal overlayer with a 4.2 % contraction in the [Il~ direction 
(Ref. (33) and references therein). This layer is reported to h,~e 
localized strains as expected in monolayer misfit dislocations. 

bee Metals. The (100) surfaces of W, Mo, Cr and V are recons­
tructed at suf~~ciently low temperatu~e (e.g. <300K for W, <620K 
for V) as : Cr and W into a c(2 x 2) structure, Mo into toaimilar 
but more complex structure and V into a (5 x 1) structure. The 
reoonstruction of these planes, in particular that of the W(IOO) 
surface (which has become a testing ground fo 45 surface structure 
analysis methods) has been reviewed recently. The (5 x I) struc­
ture on V can be explained in a manner very similar to that on Ir; 
the (100) surface is covered by a monolayer of the1aest closely 
packed plane of the structure, here a (110) plane. The c(2 x 2) 
structure on W is more co~plex. ,The widel~ t51e~52d,model of this 
structure, based on LEED ~ntens~ty analys~s ' ~s a surface 
layer in which neighboring W atop,3 are laterally displaced in op­
posite [OIIJ directions by 0.15 - 0.3 K forming zig-zag rows along 
the [OlIJ directions (see Fig. 12). On a well oriented surface, 
domains with two equivalent orientations of these rows exist so 
that a c(2 x 2) pattern results. An alternating verticaI4~isplace­
ment (see Fig. 12a) as proposed on the basis of FIM work is not 
compatible with the LEED evidence. HEIS also indicates lateral dis­
placementsl8~ ~ 0.23 ! but only one-half of the surface atoms are 
displaced. For a further discussion of the discrepancies see 
Ref. (45). 
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Fig. 12 : Structure models16~r 
W(100) - c(2 x 2) surface. 
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Semiconductors with Diamond Structure (Si, Ge). All surfaces 
studied to date are reconstructed, but only (III) and (100) surfa­
ces are considered here. The structure of the (100) surface is 
usually described as a (2 x I) structure but the LEED patterns 
shows strong background and/or half-order streaking parallel to the 
<10> directions of the surface unit mesh. MOst authors, however, 
have seen sharp quarter order dtbtraction beams of a c~65x 2) pat­
tern with weak background on ~06 but some also on Si, including 
some of the authors coworkers. Apparently, the well-ordered sur­
face has a c(4 x 2) structure, but it is difficult to achieve the 
necessar10~eT07e of order. It is, therefore, not surprising that 
attempts ' to analyze LEED intensity data on the basis of a 
(2 x 1) unit mesh have met with little success, even lB~ing into 
account atomic displacements down to the third layer. All that 
can be said is that an asymmetric dimer model (see below) and sub­
surface layer distortions improve the agreement between model cal­
culation and experiment. An interesting model proposed on the ~B~is 
~f a quas~-kine~tical ~BED analys~s of the.c(4 x :) ~58ucture 
~s compat7Hle w~th HEIS and atom~c beam d~ffract~on but not 
with MEIS results. Apparently the problem is beyond the capabi­
lities of today's LEED structure analysis. The evidence from the 
non-LEED techniques is as follows.(i) At least 3 mon~bayers have 
lateral displacements > 0.15 A, two of them> 0.20 A; (ii) The 
surface atoms are shif~ed more than 0.45 A i~ the dimerization di­
rection ([OOIJ, [9~IJ, see Fig. 13), the atoms in lower layers 
less than ~ 0.2 A; (iii) The '8§face has a very strong corrugation 
for He atomic beam scattering. All data are compatible with 
variants ofl5~e asymmetric dimer model (including subsurface dis­
placements) shown in Fig. 13. The displacements of the topmost 
atoms obtained by an energy~i.nimization procedure are (in A) 
Mel = + 0.46, lIX1' = - 1.08,lIZ1 = + 0.04, lIZ1' =.:. 0.435, 
D.X2 = - D.X2' = 0.115 and lIZ 2 = lIZ 2 , = 0.014. 109 Indirect evi­
dence (electronic structure studies with photoelectron speTlOoscopy 
(PS» is also in agreement with an asymmeTric dimer model, as 
well as recent x-ray diffraction studies. 
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Fig. 13 :a) Top views of the apynunetric dimer models of Si (and 
Ge) (100) surfaces. The smallest circles represent atoms in the 
third layer, the largest indicate atoms in the first layer, the 
shaded ones being raised with respect to its dimer partner. Depen­
ding upon what atom is rata~d in neighboring dimers a variety of 
superstructers is formed. b) Top and side view of ideal si( 1001)09 
surface with arrows indicating the relaxations in the (011) plane. 

Unrelaxed 1 Xl 

Relaxed and Buckled 2 Xl 
A A 

, 
d 

--L 

Fig. 14 : Schematic views of 
the (1 x 1) and 9Y1kled (2 x 1) 
Si(111) surface. 

On the (111) surface two structures occur: a (2 x 1) struc­
ture which is obtained upon cleaving at low temperature, and a 
stable (7 x 7) and c(2 x 8) structure on Si and Ge respectively, 
which is formed irreversibly by heating the (2 x 1) structure or 
by standard surface preparation procedures. The (2 x I) structure 
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is generally accepted to be due to buckling of the topmost layer 
as indicated in Fig. 14. A LEED analysis (witout R factor evalua­
tion) gives b = 0.31~2and lateral and normal displacements of the 
second layer atoms. The large unit meshes of the stable (1 II) 
surface structures «7 x 7) and c(2 x 8» preclude presently a 
structure analysis by LEED althoughl'3tEPfflts have been made using 
quasi-kinematical analysis methods. ' For lack of proper pro­
cedures, structure analysis, therefore, is here left mostly to the 
ingenuity of the researcher to patch the various observations and 
theoretical concepts together into internally consistent models. 
Many of them had already to be discarded in the past 20 years on 
the basis of accumulating experimental evidence (see the reviews 
(46,47,s4b, lIS» so that only a few have to be mentioned. For the 
Ge(lll) ~ c(2 x 8) structure a buckling similar to that of the 
(2 x I) st,y§ture but with different lateral periodicity has been 
suggested. For the Si(1 II) - (7 x 7) structure two principally 
different l~~lf}ng models are presently left : the ring-~y§kling 
(RB) model ' and the double-layer island (DI) model. A 
third model, in which atoms ¥i~r up with lateral displacements of 
± 0.4 K in hexagonal regions is excluded by HEIS results which 
set an upper limit of '" 0.15 K for the lateral displacements, in 119 
strong contrast to the results for the Si(IOO) - (2 x 1) surface. 
Furthermore, the reason for excluding the RB mode, the strong inten­
sity of the 3/7 and 4/7 LEED beams expected for this model, are 
just in favor of it, because this is the most striking LEED feature 
observed. Both the RB and the DI model were conceived on the basis 
of energy minimization considerations, one (RB) starting from dis­
placements of individual atoms the other one (DI) starting from 
epitaxial misfit strain. In the RB model the surface atoms'are in 
hexagonal (one of them in triangular) rings raised and lowered by 
about the same amount as in the case of the (2 x I) surface (Fig. 
15 a). 

a 

Fig'155117Si(11~) - (7. x 7) structure mod:ls. a) Ring-buckling mo­
del, ' top Vlew; ralsed atoms: open clrcles, lowered atoms: 
full circ~es; insert shows the sur~ounding of t~18co~ner ~toms 
of the unlt mesh. b) Double-layer lsland model, slde vlew; only 
part of the unit mesh section is shown. 
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In the DI model the enhanced backbonding leads to a compression 
ob[ of the outermost double layer. This is associated with a late­
raT expansion obi I which leads to a mt~~it with the substrate (Fig. 
ISb). The DI model and variants of it are supported by gross 
features of the LEED patterns (3/7, 4/7 spot intensities), by HEIS 
results which indicate large normal displacements « 0.4 X) 1~9 sur-
face atoms but small « O. IS !) if no lateral 17}splacements and 
by a significant amount of indirect evidence. It also gives a 
simple explanation ~10t~ZlNi impurity stabilized SiC III) -(li9xli9) 
R 23.So structure. ' Recent HEIS and UPS studies show, however, 
that (7 x 7) and (119 x I19)R23.5° structure 9~ffer considerably in 
atomic displacements and electronic structure a so that this ex­
planation seems questionable. T~22Dl model is supported by He ato­
mic beam scattering experiments !2lJd by LEED studies of hydrogen 
adsorption on the (7 x 7) surface. It is difficult to guess which 
of the two models will suy~~ve. There is no doubt that surface 
~train plays a major role b~t it is not cl~ar h~~ ~~i545tY1~n 
~s accommodated. For more deta~ls see the rev~ews. ' , , 

11.3. Vicinal, High Index and Imperfect Surfaces 

Vicinal Surfaces (surfaces with less than about 10° deviation 
from a low index plane). IZ1tensive LEED work (see reviews (ta, 12S, 
126», some MEIS studies and atomic beam diffraction studies 
(see review (3» have shown that these surfaces may be well descri­
bed by the terrace-ledge model in which monatomic steps are in ge­
neral separated by terraces of the low index plane. The ste¥2,t~~8 
are sometimes somewhat depr12ged, e.g. on Ge and si vicinals l27 128 
or on Cu(410) by S.O±I.S %. Sometimes diatomic steps occur ' 
but the terraces have the same structure as the low index plane un­
less this has a reconstruction which is sensitive to the strain 
field of the steps. Examples are the W(IOO) - c(2 x 2), the 
Si(lll) - (2 x I) llJ8 (7 x 7) surfaces. On W(IOO) steps surpress 
the recons~6uction on SiC! II) they hinder the (2 x 1)~~~lx 7) 
transition and nucleate the (7 x 7)~(1 x I) transition. 

High Index Surfac~~Z The few I ~3udies c::f T1~an high index metal 
surfaces, e.g. Cu(Ug)' Cu(31!), Co( 1012) and all surfaces 
of the W ~ 10] zone indicate that t.he surfaces may be considered 
as a simple termination of the bulk structure. However, in these 
studies no complete structure analysis (as on the low index planes) 
has been made so that future work may show displacements of the 
surface layers similar to those on (110) planes of fcc metals (see 
sect. II. I). Semiconductor surfaces ~Z}'?zt tend to facet (as do vi­
cinals in certain temperature ranges ' ) but can also be obtai­
ned as flat surfaces with specific superstructures (see the referen­
ces in Ref. (128, 13S». 



THE STRUCTURE OF CLEAN SURFACES 27 

Irrrperfect Surfaces. Most surfaces have many imperfections of 
which steps can be particularily easily detected by LEED. Numerous 
studies in this field are reviewed in Ref. (6a-6d). 

III. CONCLUDING REMARKS 

The analysis of the structure of surfaces is much more diffi­
cuI t than that of the bulk because (i) the number of surface atoms 
is small compared to that available in the bulk and (ii) the signal 
from the surface atoms is in general superimposed on a strong back­
ground signal from the atoms in the bulk; atomic beam. diffraction, 
LEIS and to a certain extent MEIS and HEIS excepted. It is there­
fore not surprising that in spite of a great amount of effort no 
more substantial information on surface structure is available. 
With increased understanding and application of the non-LEED tech­
niques this situation should, however, change rapidly in the next 
few years. 
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ELECTRONIC STRUCTURE AND COHESION 

ABSTRACT 

J.P. GASPARD 

Institut de Physique 
Universite de Liege 
B-4000 Sart-Tilman 
Belgium. 

The different types of cohesion of condensed matter (rare ga­
ses, ionic solids, normal and transition metals, semiconductors) 
are analyzed in relation to their electronic structures. 

The electronic properties of surfaces are reviewed and the 
various theories of surface tension are discussed. 

I. INTRODUCTION 

One of the main goals of solid state physics is to explain 
the stability of condensed matter and to analyze the origin and 
the nature of the bonds between the atoms in the solid or in the 
liquid. 

Let us state from the beginning that the treatment of the 
above problems are very schematic and that solid state theory rare­
ly makes quantitative predictions in this field. 

However, it is possible to 

(i) propose models for cohesion in different cases as shown in this 
chapter; 

(ii) find the origin and trends in the properties of solid state 
matter, e.g. variation of the cohesive energy, elastic moduli, 
etc., with the number of valence electrons (see Fig. 1). Let 
us call this a vertical analysis : from the basic principles 
to the physical properties. 
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(iii) discover correlations between different properties of solid 
state matter, e.g. the relation between the bulk cohesive ener­
gy* and the surface tension. This analysis could be called a 
horizontal analysis. 
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Fig. 1 : Variation of the cohe­
sive energy along the pe,iodic 
table, after GSCHNEIDER. 

The study of the properties of condensed matter at the atomic 
level is based entirely on the quantum theory. The electrons (and 
the nuclei) are responsible for the cohesion of molecules, polymers 
and condensed phases. All the ingredients of the theory are known : 
the energy operator (the hamiltonian H), containing essentially the 
kinetic energy and the electrostatic interactions of electrons and 
nuclei, and the Schrodinger equation 

( 1) 

where t is the time and ~ the wave function of the system. 

* We call here cohesive energy the binding energy (per atom), also 
called "lattice energy" in the case of crystals. 
It is different from the energy of cohesion defined mechanically 
as the work required to separate a condensed phase along a plane of 
unit area. 
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However, even in the case of a periodic system, the Schrodinger 
equation cannot be solved without drastic assumptions. Indeed, it 
involves'" 1023 variables for a macroscopic piece of matter. Let 
us recall for comparison that the classical problem of three bodies 
interacting via gravitational interaction has no exact solution. 
The problem of electrons and nuclei densely packed and interacting 
quantum mechanically is far more difficult; in practice the number 
of severe assumptions that must be made is important. The physical 
sense comes into play. It is why different models of cohesion are 
suggested, depending on the nature of the atoms and the crystallo­
graphic structure of the matter. 

In the following, we consider schematically the different types 
of cohesion that occur in condensed matter : we analyse their origin 
and their nature and we discuss the validity of empirical descrip­
tions such as the pair interaction approximation widely used in 
theories such as crystal growth, calculation of phase diagrams, etc. 

Part II is devoted to the study of cohesion in solids. Part 
III develops the properties of surfaces (electronic, surface tension, 
etc.) of pure elements and alloys. 

II. Cohesion in Solids 

In any material cohesion results from the quantum mechanical 
interaction of electrons (and nuclei). However, the quantum mecha­
nical nature of the interaction is more apparent in some systems 
(covalent materials, metals) than in others (rare gases or ionic 
salts). In the latter systems the atoms behave classically to a 
good approximation, i.e. according to the laws of classical mecha­
nics and electrostatics. 

Whenever possible, we discuss the relevance of a (classical) 
isotropic pair potential approximation; the effect of many body 
interaction is estimated. 

We consider successively different types of cohesion in solids 

a) Rare gases : the van der Waals forces insure the (weak) cohesion 
of atoms with closed electronic shells. Many body effects sligh­
tly alter the simple scheme. 

b) Ionic solids (salts: e.g. NaCI) : their structure is determined 
by classical electrostatics. 

c) Normal metals : the conduction band is wide and the s,p electrons 
are largely delocalized in the bulk : they can be described as 
being weakly scattered by the ionic pseudopotentials. The weak 
interaction treated to second order by perturbation theory gives 
an effective pair potential. 

d) Transition metals : in addition to a wide conduction band, a 
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narrower valence band of d symmetry gives the large cohesive 
energy and explains the characteristic properties of the transi­
tion metals (e.g. magnetism). 

e) Covalent structures : the valence electrons form strongly inte­
racting s,p hybrids and the valence bond has an important direc­
tional character. 

Rare earth and actinides are briefly discussed in the transi­
tion metal section. 

In the course of this chapter, it is interesting to relate 
the electronic properties (responsible for the cohesion) to other 
physical properties like conductivity, optical properties, etc. We 
do not want to give a detailed theoretical analysis of the diffe­
rent types of cohesion in solids, rather we stress the principles, 
simple models and results. MorT_~etailed theoretical developments 
can be found in various works. 

11.1. Rare Gases (group VIllA) 

Rare gas atoms are characterized by closed electronic shells 
(e.g. Ar : 3s2 3p6). Solid rare gases are transparent and insulating. 
Boiling point and cohesive energy are very low. The latter can be 
described by a weak pairwise (van der Waals) potential with an 
attractive component due to fluctuating dipole-dipole interactions 
and a repulsive part originating from the difficulty for two closed 
shells to penetrate. 

Two neutral atoms with closed shells (or molecules with satu­
rated bonds, e.g. CH4) have neither Coulomb nor permanent dipole­
dipole interactions. The dominant (however weak) interaction is 
due to fluctuations of the dipole moment of an atom ~hat produces 
on an induced dipole on the other atom. Let us call PI the instan­
taneous dipole on the ato~ I (at a given time t); it produces on 
atom 2 an electric field &1' Its modulus is given by : 

47fE: 
o 

(I) 

Where r is the separation of atoms I and 2, and E is the static 
dielectric constant. This field gives rise to an ~nduced dipole P2' 

(2) 

where a is the polarizability of atom 2. 
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The interaction energy is then 

-+ E > = 
I 

C 
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(3) 

which clearly shows the r-6 dependence of the interaction potential. 
The classical theory explains neither the origin of the fluctuating 
dipole nor the wal to calculate its average. The parameter C is of 
the order of 10-5 erg/cm2 so that V (r) at the equilibrium separa­
tion is of the order of 10-2 eV ~ 105 K. 

Quantum mechanically the van der Waals attraction (also called 
dispersion force) can be described by a simple model. An atom is 
characterized by its electronic polarizability a and an oscillator 
frequency w • The frequency w corresponds to the mean energy of 
the transit~on from the grouna state to electronic excited states, 
usually approximated by the iDnization energy. 

When two atoms interact, the oscillator frequency changes 
according to the following scheme. Before they interact, two atoms 
have a threefold degenerate oscillator frequency w . After the 
interaction, four coupled oscillator frequencies a~e present. 

WI < w2 = w3 < w4 = ws< w6 

They are given by the following expressions. 

w~ a 
WI ± 2-; 

0 r 3 
6 

= w v1 a (4) 
w2,3 ± 

0 r 3 4,5 

The interaction energy is equal to the shift of the escillator 
frequencies 

h 6 
V (r) = 2 L: 

a i=1 

a 2 

(w. - w ) ~ - 1 h w 
1 0 4 0 r6 

when developed to the second order in perturbation theory. 

(5) 

In this case, despite the quantum mechanical nature of the 
interaction, it is possible to approximate correctly the interaction 
with a classical isotropic pair interaction (centred forces). 

The repulsive energy originates in the Pauli exclusion 
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principle. When atoms are brought close together, the electron 
clouds interpenetrate but since two electron cannot be in the same 
quantum state, they must occupy excited states and their kinetic 
energy increases. The variation with distance of the repulsive 
potential cannot be estimated simply on theoretical grounds. It 
is usually admitted that a r-12 potential correctly reproduces the 
experimental results; an exponential (Born~ayer) potential could 
be adapted as well. Let us remark that the elements with open shells 
have a smoother repulsive potential, r~ (m < 12). In summary, the 
potential due to dispersion forces can be written in the form 

VCr) 4 V ( 
o (6) 

called Lennard-Jones potential, where V is the depth of the poten­
tial well at the equilibrium distance r O (2)1/6cr . Note that, for 
the stability of condensed matter, the ~epulsive potential must 
decay more strongly with distance than the attractive part of the 
potential. 

When several atoms are packed together (crystal, liquid ) the 
total potential energy is the sum of the central potentials (neglec­
ting many-body interactions) 

E 
c 

-2 1: V(r..), 
... lJ 
l<J 

where the coefficient 1/2 is put to avoid double counting. 

(7) 

The most stable configuration of atoms linked by a pair poten­
tial (at OaK) is the compact structure : face centred cubic (fcc) 
or hexagonal close packed (hcp), essentially for geometrical reasQns 
gnd due to the "hard" repUlsive potential. In fact, around a hard 
sphere it is just possible to put twelve spheres in contact. The 
rare gases crystallize in the fcc structure except the lightest He 
which is hcp. The equilibrium distance is R = 1.09 a and the cohe­
sive energy per atom is E = 8.6 V . NoticeOthat the relative ener­
gy difference between fcccand hcp rs ~ 10-0, even after including 
the many body corrections. 

Let us notice finally that liquid (or amorphous) structures 
are also dominated by the repUlsive part of the potential as shown 
first by BERNAL and FINNEY and subseqgently by molecular dynamics 
or Monte Carlo computer "experiments" • The nearest neighbor dis­
tance is slightly dispersed around its value in the crystal lattice 
and the average coordination is between 11.5 and 10.5, depending of 
the temperature, as shown by diffraction experiments (X-rays or 
neutrons). More details are given in the chapter "Crystal~elt, 
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Crystal-Amorphous and Liquid-Vapor Interfaces". 

11.2. Ionic Solids 

Let us consider a compound in which the two components have 
a very different electronegativity, e.g., NaC!. A charge q "flows" 
from the less to the more electronegative element. The Coulomb 
interaction dominates the cohesion. Charge alternation gives rise 
to a net attractive potential. The so-called Madelung energy, 

V (r) 
a 

q2 
-C/,---

2'JT£ r 
o 

(8) 

(where r is the distance between nearest neighbors and C/, is a geo­
metrical parameter that varies slightly with the crystalline struc­
ture, see table 1) gives the balance between attraction of charges 
of opposite sign and repulsion of charges of the same sign. 

Table 1 : Values of parameter C/, and coordination number for some 
ionic structures. 

Structure Coordination number 

NaCl 1.747 6 

CsCI 1.762 8 

ZnS 1.638 4 

From the point of view only of electrostatic contributions, 
the CsCI structure is slightly favored among the alternant struc­
tures listed in table 1. In order to prevent collapse of the struc­
ture, an empirical repulsive pair_potential must be assumed similar 
to that of rare gases (Na and Cl have close shells) in which the 
Pauli principle does not allow the electronic clouds to interpene­
trate. One usually assumes a Born-Mayer repulsive potential 

(9) 

where p is a constant. V (r) lS of the order of 10 % of the total 
energy E at the equilibfium separation. c 
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The cohesive energies of ionic solids are usually high 
(E = E + E ~ 160 kcal/mole) and the NaCI structures are usually 
engount~red {Fig. 2). 

NaCI Cs Cl 
Fig. 2 : Rocksalt and Cesium chloride structures. 

Let us add that in the liquid phase (molten salts) a 7coordina­
tion number between unlike ions z ~ z ~ 7 is measured and 
the coordination number between like at~~s is z ~ z ~ 12-13. 
This is quite close to the values of the NaCI c~~stalfrne structure 
(z = 6 and z = 12) showing again the similarity of the local 

+-;- • ++ I' .. 
env~ronment ~n crysta l~ne and l~qu~d phases. 

II.3. Metals 

Metals occupy the largest area in the periodic table. Pure 
metals crystallize in compact structures (hcp, fcc, double hcp) or 
nearly compact structures (bcc); the same remark can be drawn for 
liquid metals (average coordination number z smaller but still 
close to 12). 

Metals have in common many physical properties related to 
their low energy excitations : electrical conductivity, magnetic 
susceptibility, brillance, etc. 

However, the metals have different types of behaviours and 
can be classified according to the electronic structure of their 
atoms into normal metals (monovalent, divalent, trivalent, resp. 
groups lA, lIA, IlIA), transition metals (IIIB to VIIIB), noble 
metals (IB) rare earths, and actinides. In the following sections, 
we study the electronic and cohesive properties of normal and tran­
sition metals. Their different behaviours (large conductivity and 
weak cohesion in normal and noble metals, smaller conductivity and 
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large cohesion in transition metals, cf. Fig. 1 can be understood 
qualitatively as follows. 

Let us consider the enegy levels that participate to the forma­
tion of bands around the Fermi level: e.g. 4s and 3d for the ele­
ments ranging from K to Zn. 

Fig. 3 : 4s and 3d wave functions 
(schematic); r is the distance 
from the nucleus. 

r 

Near the equilibrium separation r ,the 4s wavefunction has 
a larger amplitude than the 3d wave f~~tion which is more localized 
around the ion core. (Fig. 3). When atoms form a condensed phase, 
the overlap (S .. = <W., W.» and the resonance interaction 
(~ .. = <W. Iv. Iw~>, v. 1 is ihe ionic potential) between the s wave 
fufiJtions 1 is1 latger fhan between the d wave functions. The s band 
width (W ~ 15eV) is consequently larger than the d band width 
(Wd ~ 5e~). In other words, the residence time around the ion core 
T ~ h/W is larger for the d electrons compared to the more deloca­
lized s electrons'SThe latter are in fact highly delocalized (near­
ly free electrons); their wave function extends uniformly over all 
the crystal. When going from the left to the right of the. periodic 
table, the d band is filled with electrons. The normal metals have 
their Fermi level in the s band while the transition metals have 
a partially filled d band. In nob~e metals, the d band is completely 
filled so that the Fermi level again falls in the sip band (Fig. 4). 
Notice that the conduction electrons are called sand p although 
their properties and wave functions in the solid are very different 
from the sand p orbitals of the atom. 

One observes a larger electrical resistivity in transition 
metals due to the scattering ~f the conduction s electrons by the 
(more) localized d electrons. 
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~ : Densities of sand d states (schematic) and electrical 
resistivity of normal, transition and noble metals. 

11.4. Normal Metals 

The cohesive properties of normal metals (monovalent alcaline, 
divalent and some trivalent IlIA) are dominated by the s (and p) 
delocalized electrons. They behave as nearly free electrons i.e. 
electrons weakly scattered by the pseudopotentials of the atoms. 
The weak pseudopotential is the result of the (nearly compensated) 
bare electrostatic potential of the ion and the orthogonality con­
dition to the core electrons. The pseudopotential is a Coulomb po­
tential outside the ionic cores but remains finite and small in 
the cores. A detailed description of the important concept of pseu­
dopotential is outside the scope of ~h!s lecture and 11an be found 
in text books on Solid State Physics' and reviews. 

In the description of the electronic properties of a normal 
metals, one starts with the uniform electron gas; the density of 
states (i.e. the number of electronic states per energy unit) is 
then proportional to the sq.tare root of their energy. The positive 
ion cores are replaced by a uniform positive background of the same 
density in order to preserve the charge neutrality. This is called 
the jellium model. The pseudopotentials are then added and treated 
to second order in perturbation theory. As a result of a rather 
technical calculation, one finds that the total energy is the sum 
of a volume dependent term E(V), which does not depend on the crys­
tallographic structure, and a sum of pair interactions (the vOlume 
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V bieng fixed) : 

E 
c 

43 

(10) 

E(V) is the leading term conta1n1ng the kinetic energy of the 
electrons 3/5 EF (EF is the energy of the Fermi level) the various 
electrostatic interactions, the exchange (due to the Pauli princi­
ple) and correlation (Coulomb interactions) terms. The second term 
is plotted in Fig. 5. It has an oscillatory behavior 

w(r) 
03c(2kFr) 

C ----- (11 ) 

where kF is the Fermi wavevector and asc is an oscillating function. 

Fig. 5 : Pair interaction poten­
ti_al deduced from the pseudopoten­
tial theory. 

V{r! 

4 

-10 2 

O~3~~~~+-~~~~~ 
-1 

-2 

Let us remark that in the theory of normal metals, the attractive 
and repulsive terms are treated together. The most stable crystal­
line structures are correclty predicted by the pseudopotential 
theory: hcp for the mono and divalent metals (at OaK), fcc for 
AI, as well as the atomic radii (within ~ 10 %). The pseudopoten­
tial theory can be applied without additional complications to the 
liquid normal metals· since the structural parameter required g(r), 
that is the pair correlation function, is just the quantity given 
by diffraction techniques. 

One finds liquids of average coordination number Z ~ II at 
the melting temperature. Note that the normal liquid metals are 
closer to- the free electron gas than the crys tal, because of the 
reduced coherent scattering of electrons (van Hove singularities 
in the case of crystals). 
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11.5. Transition Metals 

The d electrons ~re largely responsible for the high cohesion 
of transition metals. Figure 1 shows the typical variations of 
the cohesive energy in the 3d, 4d and 5d series. In the last two 
series, one finds a maximum of cohesion for an approximately half 
filled d band. 

A complete description of the electronic properties of transi­
tion metals is difficult because s-p and d electrons must be consi­
dered simultaneously. However, a simple treatment proposed by 
FRIEDEL (tight binding scheme) accounts for the general trends and 
the order of magnitude of E • The bonding in transition metals is 
of the same nature as the c5valent bond in the hydrogen molecules 
in which energy is gained by filling the bonding states of the mo­
lecule. 

When transition metal atoms are packed, the atomic energy 
level Ed broadens into a d-band that is partially filled (Fig. 6). 

E 

n (E) 

••• E F ..•. f-T-~~~-.:J 

atom solid or liquid 

It'ig. 6 Formation of the d band in transition metals. 

The cohesive energy (per atom) is given by the difference between 
the average energy of the occupied levels and the atomic d level 
Ed' i.e. 

E 
c 

(12) 
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where nd is the number of d electrons. 

A simple calculation assuming a constant density of states 
between Ed - W/2 and Ed + W/2 (W is the bandwidth) shows that the 
cohesive energy varies parabolically with the number of d electrons 
(band broadening contribution) 

nd nd 
E = Eo(nd) + S (I - --) W 

c 10 10 
( 13) 

where Eo(nd) is an extra contribution arising from the atom. 

This formula shows that the maximum of cohesion E = 1.25 W 
is realized for the half filled band (nd = S) as showncexperimen­
tally for the 4d and Sd series (cf. Fig. I). The 3d series has a 
strong departure fr7' the simple parabolic law, presumably due to 
correlation ·effects (these elements are magnetic). Since the 
bandwidth does not vary much along a given series but increases 
from 3d to 4d and 5d series (4 to 10 eV1done f~ads a §grrect order 
of magnitude for E and the ordering E < E < E . 

c c c c 

A more sophisticated t 13atment of the d and s electrons such as 
the rey~rmalized atom model or the local density functional for­
malism shows that the band broadening contribution is the domi­
nant one; a fortunate cancellation of the other contributions is 
observed. Let us mention that the relatively high cohesion of noble 
metals is due to s-d hybridization. Using eq. (12), it is possible 5 
to explain the relative stability of crystalline structures at OOK. 
The sequence is fcc - hcp - bcc - hcp - fcc going from the left to 
the right of the periodic tableYSThe precise shape of the density 
of d states has been calculated for the purpose in the framework 
of the tight binding scheme (Fig. 7). The wave functions of the 
crystal are considered as a linear combination of the atmmic d orbi­
tals (fivefold degenerate). A resonance energy between two atomic 
d wave functions lji. and lji., S .. = <1j;".lvl Ij;.> is assumed, i and j 
being nearest neigRbor sites.~The lafger Bl the wider the d band. 
A second moments argument shows that the effective bandwidth Weff 
varies like 

(14) 

as does E according to eq. (13). This shows that the cohesive ener­
gy does n6t vary like the number of nearest neighbors but rather 
like ~ Thus, the cohesive energy is not a sum of pair energies. 

The bcc density of states shows a typical splitting of the band 
into bonding and antibonding states with a dip in the middle of the 
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band. Hence, this structure is favored for a half filled band. 

n (E) 

-3 -2 -1 o 2 E( eV} 

Fig. 7 : Dens~5ies of states of various structures --- fcc; --­
hcp; .-.- bcc . 
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kcal 
g.at. 

100 

o 
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Ca Ti Cr Fe Ni Zn Sr Zr Mo Ru Pd Cd 

. 8 14 ( ) . () al 1 f th Flg. : Calculated -- and experlmental x v ues 0 e 
cohesive energies in the 3d and 4d series. 
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This can be thought as a "Teak covalency effec t. In order to calcu­
late the elastic moduli or the phonon spectrum, an empirical repul­
sive pair potential must be added; it is of the order of 30 % of 5 
the total cohesive energy and is due essentially to the s electrons. 
More sophisticated numerical calculations have been performed on 
crystalline transition metals. Fig. 8 shows the accuracy (~ 10 %) 
of the local densitYI~unctional method applied by WILLIAHS et al. 
to transition metals; no adjustable parameter are involved. These 
results require a long computation time and the method is restric­
ted to simple crystalline structures. 

Finally, the rare earth elements also have a cohesion dominated 
by s-p-d electrons; the very localized f electrons does not playa 
significant role. The actinides should have a cohesion dominated by 
their f-d electrons. All these metals are also compact (hcp, double 
hcp, Sm, fcc). 

We will not discuss here the cohesion (also due to d electrons 
of transition metal alloys. A charge transfer from one component to 
the other arises relative to the pure elements. In disordered alloys, 
the configurational average greatly complicates the calculations 
and restricts them to simple descriptions of the electronic struc­
ture. However in completely disordered alloys, mean field approxi­
mations have been ~gown useful, such as the coherent potential ap­
proximation (CPA). The general trends of the variation of the 
formation energy are obtained and signit~cant deviations from the 
regular solution behaviour is observed. However, one is still 
far from predicting the phase diagram on the basis of electronic 
properties of the components. 

II. 6. Covalent Structures 

For the sake of simplicity, we restrict ourselves to group 
IV A elements (C, Si, Ge, Grey Sn) that show the most typical cova­
lent bond; extensions to elements containing 3 to 6 sp valence 
electrons can be made. The covalent bond can be defined as the 
sharing of electrons in bonding orbitals similar to the formation 
of H2 molecule (Fig. 9). We have learned a great deal about the 
mechanism of covalent bonding from organic chemistry. 

In the bonding orbital, the density of charge is increased 
between the two nuclei so that electrostatic energy is gained. The 
situation is quite similar to the formation of covalent bonds in 
diamond; we discuss it in a rough but physically transparent model. 

We start with isolated atoms of carbon ~ having the electron 
configuration 1s2 2s2 2p2. In,order to produce a three dimensional 
crystal, one of the two 2s electrons must be promoted to a 2p state. 
Hybrid orbitals directed towards the four neighbouring atoms can 
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then be formed at the expense of a promotion energv € 

where E and € are the atomic 2p and 2s levels. p 
- E 

s' 
p s 

~H anti bonding ljJab 
-~ EH .. I~I ~ ,'" 

H 
--
, 

--
EH j f ,,--" 

bonding lPb , , , 
~ 

, , , 
1 f , , 

EH-I"I 
H H atoms 

molecule 

Fig. 9 : Bonding and antibonding levels of the H2 molecule and 
their wave functions. 

One then forms four sp3 hybrid orbitals, labeled 11> ,12>, etc. 

11> 
1 +p +p +p), = - (s 2 x Y z 

12> 
1 + P ), (15) = - (s - Px - Py 2 z 
1 

- pz)' 13> = 2" (s - p + P 
x Y 

1 
14> = 2" (s + P - P x y - pz)' 

pointing in the [111], [ill], till] and [ITT] directions respective­
ly at a bond angle e = 109 0 (Fig. 10). s, p , p ,p are the wave 
func tions • x y z 

(111 ) Fig. 10 : sp3 orbitals in the 
diamond structure. 
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Each of these orbitals interacts strongly with another orbital 
located on a neighboring site that points in its direction thus 
forming bonding and antibonding orbitals separated by an energy 
zlsl. s is the resonance integral defined by 

s I (S + zl3 s + 3S ) 4" ss sp pp , (16) 
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where Sss' S ,S are ~espectively the resonance integrals between 
two s wave f~RctigRs, an s and a p wave function, and two p wave 
functions. In the molecular model (Fig. II), the cohesive energy 
is 

E 
c 

Ep 

Es 

-(E - E ) + 41 s I. 
p s 

t 1 t ! ! --
t ~ t " .,-

atom promotion 

I 
I , 

I 
I 

fit! 
I 
I , 
\ 
\ 

Eh \ 
\ 
\ 
\ . 

hybridization 

( 17) 

Eab=Eh+ I 131 
conduction 

-valence 

t l t I Eb=Eh- 1111 

interaction 

Fig. 11 Bonding in the molecular model interactions. 

Equation (17) expresses the balance between the energy gained by 
the filling of bonding states and the energy spent for the promo­
tion of one s electron. Some typical values are given in Table Z. 
It is observed that the theoretical values obtained from this rough 
model (called the molecular model) are exagereted by a factor or 
two. Better valueTSare obtained when corrected for the repu£sion 
and correlations. 

The inclusion in the model of additional interaction parameters 
(e.g. interaction between sp3 orbitals not pointing towards each 
other) and a proper treatment of the promotion energy broadens the 
bonding and antibonding levels into valence and conduction bands 
respectively separated by a gap (Fig. 12). In the valence band, one 
observes three distinct peaks, the two extremes are the sand p 
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type respectively and the central peak has a mixed nature, in good 
agreement with the photoelectron spectrum. 

Table 2 : Values of the d~fferent ene~~e~ entering eq. (17) and 
of the experimental coheslve energy E In a eV for same elements 
of the IV group. c 

C 

Si 

Ge 

en 
OJ -'" -en ..... 
o 

E: - E: 
p 

8 

6.5 

7 

s -8 

6.8 

3.8 
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~ . en t"----r..L.---,=-'--.,...-:=---,r-1 
c: 
OJ 
Cl 

-10 -5 o 5 
E(eV) 

-E 
c 

19 

8.7 

8.6 

-E exp 
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7.4 

4.6 

3.9 

counts 

2000 

• \ 
... ·0 

-10 -5 0 E(eV) 

Fig. 12 : Densities of states in various approximations. Top : mole­
cular model; middle : tight binding; bottom : full calculation; 
insert : photoelectron spectrum. 
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Let us remark that the trends of the cohesive energy curve 
(Fig. I. right part) of group II to VI can be explained using. 
similar arguments to those for transition metals. The ~Simum ener­
gy is obtained for a half filled band (4 sp electrons). 

In covalent systems, the structure is dominated by the direc­
tional character of the bond. Contrary to the metallic structures, 
C, Si, Ge are observed in the diamond structure with a relative 
bond angle of 109°. Si and Ge are also found in amorphous structures 
containing five fold and seven fold rings in addition to the six 
fold rings. The diffraction experiments show relative variations 
~r/r ~ I % and ~0/0 ~ 7 % and weak variations of the photoelectron 
spectrum relatively to the crystal. The gap still exists even if 
influenced by dangling bond states. 

The case of molten Si and Ge is very special : the aver1§e 
coordination number equals ~ 6.5 at the melting temperature, a 20 
quite unusual value. It is conjectured that, similar to AuSi alloys, 
the s states are completely filled, leaving the p band with 4 holes. 
The cohesion could then be of p type with bond angles aroung 90° 
and 6 nearest neighbors. Notice that white Sn is metallic with 6 
nearest neighbors. 

Using the molecular model just described and an empirical 
repulsive pair potential 

(18) 

with pr ~ 4 (where r is the equilibrium distance), it is possible 
to calcfllate deforma~ion energies, force co~~tants, or phonon dis­
persion curves. One obtains to second order 

E pq S(r) E' d~. + S(r ) E(00)2 
- q/p 0 ij ~J 0 

(19) 

where d .. is the length variation of nearest neighbors and d the 
angular~~ariation; S(r) has an exponential variation 
[3(r) ~ [3(r) expl-q(r - r )1. One then finds good agreement with 
experiment~l data using r~alistic values for S(r ), p and q as 
shown on table 3, except for the transverse acou~tic modes of pho­
nons in Si and Ge, presuma~1Y because of the screening effect not 
included in the formalism. 

Finally, iono-covalent systems can be treated in the same 
way, with inclusion of charge transfer effects. III-V and II-VI 
s'emiconduc tors, perovski tes spinel s are discussed extensively in 
ref. 4. 
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Table 3 : Elastic constants GIl - Gl2 and t2~sverse phonon frequen­
cies wTA for some elements of the IV group. 

ell - G12(10 12dyn/cm2) W (10 12Hz) TA 

calc. expo calc. expo 

C 7.86 9.5 27 24.1 

Si 0.96 1.01 7.5 4.49 

Ge 0.78 0.8 4.3 2.39 

III. SURFACES 

A piece of matter is necessarily limited by a surface through 
which it interacts with the outside world. The understanding of the 
mechanisms of adsorption, crystal growth, heterogeneous catalysis, 
etc., is based on the understanding of the properties of clean sur­
faces. 

In this section, we analyze the relations between the geometry 
the electronic properties and some thermodynamic properties of sur­
faces. In particular, we consider the existence of surface 
electronic states, the work function, the surface tension and the 
surface composition of alloys. The surface is the region where the 
atomic and electronic density goes from t~e bulk value to zero. 
This quasidiscontinuity produces various effects on the electronic 
states. Near the surface, one can have either a vanishing bulk 
wave function (Fig. J3a) or a resonant surface state (its amplitude 
is increased near the surface) (Fig. 13b) or a surface state (its 
amplitude decays exponentially in the bulk) (Fig. 13c). 

In the following we consider the surfaces of normal metals, 
transition metals and semiconductors. 

III. I. Normal Metals 

In the first attz,pt to calculate the surface energy of a nor­
mal metal the crystal was assumed to be limited by a barrier of 
infini.te height so that the wave function and the elec tronic densi­
ty are zero at the surface (Fig. 14). This increases the kinetic 
energy of the electrons : or surface tension appears with a value 
several times higher than the experimental results (Fig. IS). 



ELECTRONIC STRUCTURE AND COHESION 53 
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Fig. 13 : Wave function near the surface. r is the distance from 
the surface. 
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This crude model also does not predict correctly the work function, . 
as the electrons cannot flow outside the surface and produce a 
surface dipole. Moving the barri~3 outside the crystal or reducing 
it has not been very successful. 

A more proper account of the potential energy is obviously 
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needed. LANG and KOHN 24 started with the jellium model (the ions 
are replaced by a uniform positive background, see 11.3). The elec­
trostatic potential was related to the charge density by the classi­
cal Poisson equation. The exchange and correlation were approxima­
ted by a potential that depends only on the local density of nega­
tive charges. They performed a self consistent numerical solution 
of the problem. The surface tension (Fig. 15) is in correct agree­
ment with experimental data for the monovalent elements but becomes 
negative for several polyvalent metals. The work function fits wi­
thin 10 % the experimental results. LANG and KaHN improved substan­
tially their first model by adding a pseudopotential treated at the 
first order in perturbation in ~5der to take into account the dis­
crete structure of the lattice. However, considering the large 
corrections involved (change in sign), the validity of the pertur­
bation treatment is questionable. A non P2Eturbative treatment was 
successfully proposed by APPELBAUM et al. Finally, let us mention 
the surface plasmon model of surface tension where the surtace ten­
sion is related to the zero point energy hws of27he surface plas­
mons created at the expense of volume plasmons. A remarkable agree­
ment is found with experiments (Fig. 16) but this model has been 
the subject of many discussions (see}e.g.,ref. 23). 

This brief. review of some theories of surface electronic pro­
perties of normal metals shows the technical difficulties involved 
in the description of delocalized electrons near a strong discon­
tinuity (the surface). In this respect, the behaviour of tightly 
bound electrons (transition metals and semiconductors) is physical­
ly more transparent. 

111.2. Transition Metals 

Transition metals surfaces are known to be very important 
particularly in relation to catalysis. Their surface properties 
are dominated by the local density of d states at the surface. The 
local density of states is the projection of the density of states 
for a given atom (or a given orbital). If in a perfect crystalline 
solid all the local densities of states are identical, they differ, 
however, in a disordered system or near a surface.In the latter 
case, the surface density of states can be analyzed by photoemission 
experiments at low penetration depth (hv ~ 80eV). 

Pure metals. Due to the variation of the local environment at the 
surface (mainly the reduction of the number of nearest neighbors), 
the surface density of states shows a reduction of its effective 
width compared to the bulk (see eq. (14) and Fig. 16). This has 
two consequences. First, the cohesive energy of a surface atom is 
decreased (quantitatively it is different from the broken bond mo­
del); second, a charge transfer may occur from the bulk atom to 
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the surface. Indeed, the number of d electrons, equal to the inte­
gral of neE) (Fig. 16) up to the Fermi level, is different in the 
bulk and at the surface. Consequently,a self-consistency of the 
charge at the surface must be considered taking the Coulomb energy 
into account. Roughly speaking, when there is an excess charge at 
the surface, self-consistency moves the band towards high energies. 

Extensive calcul1Sions have been performed fO Z8various surfaces 
of transition metals, including stepped surfaces using a para­
metrized tight binding model. It is observed that the dense planes 
(III) in fcc, (lID) in bcc, behave not too differently from the bulk 
while 2~e less dense planes show a central peak in the density of 
states (Fig. 13). 

n(E) 

Fig. 16 : 
-- bulk density of states 
--- surface density of states 

id. with charge self conSlS­
tency (schematic) 

n(E) 

2 

Fig. 17 fcc transition metal 
-- bulk density of states 

(111) density of states 
(11 0) density of states 
(ref. 1 5) . 

The local density of states on the different planes below the sur­
face converges rapidly towards the bulk density of states as expec­
ted in a system of electrons tightly bound to the ionic cores. The 
local density of states depends mainly on the local atomic environ­
ment in the first two or three shells of neighbours. 

The surface tension and its anisotropy calculated on the ba­
sis of this model is show in Fig. 18. In general, there is agree­
ment with a simple model of broken bonds (YIIO<Y J II<Y IOO in bcc) 
but one observes a different behavior for a smallnumoer or a large 
number of d electrons (YlOO~ YIII ). 

For more details, references 15, 23 should be consulted. 
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Fig. 18 : Variation of the sur­
face tension with the number of 
d electrons. 

Alloys. It is well known chat the surface equilibrium concentration 
of alloys can be very different from the bulk concentration (surface 
segregation effect). The surface is enriched by the element with 
the lowest surface tension (at least in the absence of atomic size 
effect). The surface density of states is very sensitive to the 
surface composition (Fig. 19); so are the photoelectron spectrum 
(Fig. 20), the chemisorptive and catalytic properties. 
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pos~t~ons. 
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b) CuO.1t NiO'6 
c) CUO'1 Ni o• 9 

I I I I 
-6 -4 -2 EF 

Fig. 20 : Photoelectron spectrum 
for h = 40-240 e V for Cu/Ni 
(11 0). Bulk atomic concentra-
tion CUO'1 NiO'9 
Surface composition CUO'6sNio'3S 
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Usinga simple tight binding scheme, it is possible to compute the 
energy gained when transferring the less cohesive atoms to t~e sur­
face. The entropy variations are estimated by standart techniques. 
The minimum of the free energy F gives the surface concentration 
(Fig. 21). 

Fig. 21 : Variation of the surface 
composition with temperature. 
The dots are the experimental va­
lues. 5 
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o 500 1000 
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This calculation does not assume any thermodynamic parameter : it 
is entirely based on the electronic properties. Qualitative dif­
ferences from a broken bond model are observed regarding the ani­
sotropy. 

A systematic study of transition metal alloys gives good agree­
ment with the experimental results except for some elements in the 
middle of the 3d series. When correlation effects are2~ncluded with 
a value U/W = 0.5, much better agreement is obtained. 

III. 3. COVALENT STRUCTURES 

Again for the sake of simplicity we restrict ourselves to 
group IV A elements and particularly to the semiconducting struc­
tures of si and Ge, that are the most widely studied. Semiconductor 
surfaces raise important questions in solid state physics and 
technology. They have a fundamental interest and plays an important 
role in the behaviour of electronic components. Indeed large scale 
integration increases dramatically the contact surfaces : the 
(still not well understood) properties of semiconductor-metal junc­
tions requires a sound knowledge of the properties of the isolated 
simple surfaces of semiconductors. 

The keywords in the study of semiconductor surfaces are : 
dangling bond, relaxation and reconstruction. The experimental 
techniques and results are discussed in chapter "Structure of Clean 
Surfaces" . 
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The surface electronic states are related to the presence 
of unsaturated (dangling) bonds at the surface which create a sur­
face electrostatic charge responsible for the surface band bending. 
In the molecular model presented in 11.6, it is easy to explain the 
occurence of dangling bond states in the gap of the semiconductor. 
The valence band and conduction band are formed by broadening of 
the bonding and antibonding states of the molecular model. If an 
sp3 orbital is unsaturated (Fig. 22), it gives an electronic state 
in the gap. In the case of a surface, the gap states broaden sligh­
tly to form a narrow band of surface gap states (Fig. 23) 

Displacement of the surface atoms changes the characteristics 
of the surface density of states. A uniform displacement of the 
surface atoms preserving the surface unit mesh is called relaxation. 
The reconstruction phenomena which changes the surface unit mesh 
is often encountered in covalent structures, as shown by LEED expe­
riments. The symmetry of the surface plane is determined but a more 
detailed information on the crystallography of the surface is dif­
ficult to get in somewhat complicated systems. 

Si (111) 

Fig. 22 : Dangling bond orbitals 
of the (111) diamond structure 
without (-) and with ( ••. ) 
inwards relaxation. 

conduction 

valence 

---Eh 
dangling 
bond 

state 

Fig. 23 : Dangling bond states 
in the gap of sp3 bonded struc­
tures. 

In the sp3 bonded systems, an inwards displacement of the surface 
atoms (see Fig. 22) highers the dangling bond level : it becomes 
more p-like and the back bond~Obecome stiffer as observed by angu­
larly resolved photoemission. LEED experiments demonstrate that 
the cleaved (111) surface of Si and Ge show a metastable (2 x 1) 
structure. Si anneals at 350°C to form a stable 7 x 7 structure 
(Ge shows a 2 x 8 superstructure). If it is easy to explain the 
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occurence of a 2 x I reconstruction, the 7 x 7 reconstruction is 
still an ope~Iquestion, despite the amount of work and models de­
voted to it. The (III) surface is represented schematically in 
Fig. 24, in the unreconstructed and 2 x 1 reconstructed model (the 
so-called buckling model). It is shown, that the surface Si atoms 
are moved by 0.29 K inwards and 0.34 K outwards. The 2 x I recons­
truction can be explained in the following way. The surface gap 
states have one electron per dangling orbital (they may accomodate 
two with opposite spins). By doubling the surface unit mesh, the 
band of surface gap states is split into two parts; the lowest 
part is completely filled and the higher part is empty, so that 
electronic energy is gained relatively to the unreconstructed case 
(Fig. 25). 

Fig. 24 : Unreconstructed ( ..• ) 
and reconstructed (---) surface 
(side view) 

n(E) 

E 

Fig. 25 : Densities of states 
in the gap region; unreconstruc­
ted ( .•. ) and reconstructed 
(---) surface. 

The 7 x 7 stable reconstructed surface of Si received much 
attention. Different models ~1sed on vacancies or differe.nt rippled 
surfaces have been proposed. There is no definite evidence for 
any of these models. The (100) surface of Si is characterized by 
two dangling bonds per surface atom: it is 2 x 1 reco~~tructed. 
The dimer model, in which atoms lying in parallel rows are paired, 
explains all the experimental data (LEED, photoemission, etc.) 

Beyond the simple descriptions of the semiconductor surfaces 
that allow discussions of the underlying physics, even when the 
system is not periodic, sophisticated calculations have been per­
formed on simple crystalline surfaces. We do not give details here 
on these methods, the reader should consult ref. 33. Both type of 
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approaches have their own usefulness and are complementary. We do 
not consider here the case of polar surfaces3~f binary compounds 
(e.g. GaAs) which is of increasing interest. 

Despite the inherent complexity of solid state matter at the 
atomic level, a schematic understanding of the physics is reached. 
We insisted here on the simplest description of the cohesion,elec­
tronic properties, etc. that allow general discussions on more 
complicated systems. 
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I. INTRODUCTION 

The purpose of this chapter is to make an inventory of the 
surface problems arising in the various treatments of phase transi­
tions. As we shall see, both the number and the diversity of the 
problems are so large that we can be neither exhaustive nor rigo­
rouswithin the space alotted. We will attempt just to interest 
readers already involved in different domains of surface science 
(structuralists, adsorption-, nucleation-, and crystal growth-men) 
in problems and results from other domains of the same discipline. 
Such a task requires a more or less unified approach to the topics 
considered which, if successfully applied, might also eliminate some 
intransigency of the different schools. 

The chapter deals mainly with the principal thermodynamic cha­
racteristics of surfaces, the surface free energy. Its classical 
thermodynamic definition and properties, not attached to any parti­
cular system or model are treated in section II which is short since 
it essentiallyresumeslwhat the reader2c~n find in advanced cour~es 
of physical chemistry, thermodynamics' a or surface chemistry. 
In section III the notions of surface tension and surface work,edge 
and corner tension, etc., are discussed and the principles of their 
estimation for crystal surfaces are given. Section IV deals with 
the characteristic parameters of the interfaces between condensed 
phases. Some of these parameters are transposed to the treatment of 
two-dimensional layers (Section v), where the notions of spreading 
pressure and ledge free energy are stressed. Section VI treats the 
problems of equilibrium shape (in homogeneous phase and on substra­
te) .. The s ta tis tical-mechanical aspects are 1 imi ted to two topics. 
In section VII we consider the behavior of the different faces of a 
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crystal in contact with its vapor as a special case of adsorption. 
The problems of surface roughness and melting then follow as a na­
tural sequel. Finally, in section VIII we discuss some doubts con­
cerning the capability of macroscopic parameters to correctly express 
the free energy of small phases. However, we show that even for 
cluster sizes of only several atoms, classical thermodynamics can 
give astonishingly precise results. 

II. SURFACE THERMODYNAMICS 

Perhaps the most general classical definition of the surface 
tension originates from the basic thermodynamic differential equa­
tion ~gich relates the energy E of the system to its parameters of 
state : 

dE 3E dE 
dE = as dS +L ax dx of ~d N dN. (1) 

Here S is the (total) entropy of the system, x are generalized geo­
metric parameters and N are the numbers of molecules of the diffe­
rent chemical species in the different phases. It is well known 
that 

P....!) = T (2a) 
'§ S x,N 

is the thermodynamic temperature of the system, while 

(2b) 

5 
are the partial potentials introduced by GIBBS. The quantity 

-~~) = X 
"J x T,N 

(2c) 

can be considered as a generalized mechanical force exerted by a 
phase tending to increase x. This force can be intrinsic to tIle 
phase or due to an external field. We shall limit our considera­
tions to intrinsic forces only. 

A moment's reflection leads to the following set of defini­
tions : 
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(i) 

(ii) 

x 
X 

x 
X 

(iii) x 
X 

(iv) x 

v 
p 
-Xx 

A 
y 

-Xx 

(volume) i cm3 i ; 
(pressure)idyn/cm2 1; 
= -pV (work) iergi, 

(surface/interface/area)icm2 i; 
(surface/interface/tension) i dyn/cmi ; 
= yA (work)iergi; 

L (edge/coexistence line/length)icmi; 
- P (edge/line/tension) i dyn i ; 
-Xx = pL (work)ierg\; 

n (number of corners) dimensionless; 
c 

X - £ (corner free energy) erg ; 
-Xxc= £ n (work) \ergi. 

c c 
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First, two remarks it is clear why the generalized forces 
p and y must have opposite signs. The pressure of a phase is assumed 
positive if the phase tends to expand spontaneously, while its sur­
face tension is considered as positive if the area of its surface 
tends of decrease spontaneously. The product pL and £ n commonly 

. . . . ( 1 ) h h C • c . d appear as pos~t~ve terms ~n equat~on ; owever, t e~r s~gn e-
pends on the type of intermolecular forces and the crystallographic 
orientation. Furthermore, in the above classification, the words 
between slashes regard systems where surfaces are formed by contact 
between two condensed phases. We consider this case in section IV, 
while the basic definitions and estimates are given here and in the 
next section (III) for a system constituted by one condensed phase 
(crystal, liquid) and one diluted phase (vapor). 

II. I. The "Surface Phase" 

The most convenisnt way of doing surface thermodynamics is to 
assume, as did GIBBS, that the interface between two bulk phases 
~ and 8is a mathematical dividing plane (Gibbs dividing surface) 
with the interfacial region extending to certain distances from 
this plane into the respective phases, beyond which the phases have 
their bulk structure and thermodynamic properties. The values of 
these distances are of no importance since all extensive parameters 
and functions of state of the "surface phase" are defined as excess 
quantities, as can be seen from the following consideration. 

No model of the surface phase is required to write a formal 
expression for the total energy of a system containing the two 
phases and the interface as 
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E (3) 

(the superscript (J meaning "surface phase "). The Gibbs convention 
specifies on the one hand the values of the energies entering eq. 
(3), namely, E is the totae energy of the system when the surface 
is present, while Ea and E are the energies of the bulk phases 
a and S with the same extensions as in the real system. On the 
other hand, it assumes that all extensive parameters of the surface 
are defined by differences like equation(3). Note that according to 
the Gibbs convention V(J = o. 

Equation (1), written for the surface phase of a system con­
taining i chemical species, yields 

TdS(J - pd~ + ydA + L]J~ dN~. 
i ~ ~ 

(4) 

This relationship, as we~l as the equations resulting from the 
Legendre transformations of E as a function of T and V, 

dFa -SadT - pdVa + ydA + L l1<!dN<!, 
i 

~ ~ 

(5) . 

or as a function of T and p, 

dGO" a a a a -s dT + V dp + ydA + L 11. dN. , 
i 

~ ~ 
( 6) 

are fundamental formulas for the surface phase for each set of 
experimental variables. F(J is the Helmholz free energy and G(J 
the Gibbs free energy of the surface. In the Gibbs surface model 
(~ = 0), ty = cP. 

11.2. Surface Tension and Surface Free Energy 

Equations (5) and (6) ·can 8e integrated, holding constant the 
intensive parameters T, p. y, ]Ji. Keeping in mind ~ = 0, one has: 

(7 a) 

or per unit surface area 
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a y + Lll. r., . ~ ~ 
~ 
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(7b) 

where r. = N~ /A is sometimes called "surface density of the i-th 
..+ ~ 

spec~es . 

The specific surface free energy fa is clearly different from 
the surface tension y. The two quantities are equal only in the 
case of a mono component system (no foreign adsorption), when the 
two phases from both sides of the interface keep their structures 
and densities unchanged up to the Gibbs dividing surface. This is 
rather unrealistic,since structural and concentration variations 
on a pure surface can result from lattice relaxation and/or surface 
roughness. However, besides the thermal roughness, which will be 
treated in section VII, the structural changes accompagnying the 
creation of a new surface of a pure cristalline substance have a 
small constant contribution to the energy ballance (7b) and can 
be included in the y-term. In this case, and for temperature much 
lower than the melting point, one may consider the surface free 
energy and the surface tension as identical. 

Equations (7) raise an ambiguity regarding the location gf 
the Gibbs dividing surface, from which depend the values of ll.r .. 
The problem is beyond the scope of this chapter. The inte5e,t~d~ 
reader is advised to consult more specialized literature. ' 

II.3. The Gibbs Adsorption Isotherm 

The so called Gibbs adsorption isotherm, 

-dy E r .d]J. (T = const) . ~ ~ 
~ 

(8) 

is easily obtained from differentiation of (7a) and comparison with 
(6). It is a two-dimensional version of the Gibbs-Duhem equation 
and shows that the surface tension of a substrate follows variations 
of the chemical potential and composition of the adsorbed layer 
just as the pressure does in a three-dimensional bulk phase. The 
analogy between bulk pressure and surface tension has already been 
made. One usually calls "spreading pressure" ~ of an adsorbed layer, 
the negative variation of the surface tension of the substrate, 

d~ - dy, (9a) 

I:!.y, (9b) 
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where Yo is the surface tension of the pure surface (no adsor~tion). 

III. ESTIMATES OF THE SURFACE TENSION OF CRYSTALS 

111.1. Surface Tension and Surface Work 

Direct measurements of surface tension, that is a force per 
unit length, are practically limited to the liquids, and sometimes 
to solig metal wires or foils in a temperature range of high plas­
ticity. Since the increase of the surface area of solids occurs 
mostly by cleavage, the measurement of a work rather than that of 
a force seems to be the better choice. The so called "specific sur­
face work" has the same dimensions and numerical value as surface 
tension. It is equal to one .half the cohesion energy of the crystal 
along the given crystallographic plane, plus the work of surface 
relaxation or reconstruction, plus the work due to variation of 
the vibrational modes of the lattice after cleavage.(The coefficient 
of one half comes from the fact that the specific cohesion energy 
is the work spent to separate two crystal blocks along a unit area, 
while the specific surface work is the work spent to create a unit 
area. When one cleaves along a unit area, one creates two units of 
surface area.) 

Calculation of the energy balance resulting from the "mental" 
cleavage of crystals along different crystallographic planes was 
the first and is still the most used method for estimating surface 
tension of solids. 

111.2. The Surface Energy 

Let us suppose that we know the structure and the potential 
laws of the forces in the crystal lattice, and that in a direction 
normal to the plane (hkl) whose surface energy (surface tension, 
surface work) we wish to calculate, we can distinguish Z types of 
molecules having different distances to this plane. The choice of 
Z is dictated by the range of action of the intermolecular forces; 
one assumes that the Z + I - th type of molecule does not "feel" 
the existence of the molecules of the plane. Moreover, Z should be 
a multiple of the periodicity z of the lattice in this direction 
(z = i z). From the latter condition it follows that the binding 
energym~geparation work) between the slice number j parallel to the 
plane, with a thickness of z molecules, and an identical slice, 
number j' (i = j + j' < i ), situated on the opposite side of 
the plane, is equal to thwaSinding energy betWeen the slice number 
j - I and the slice j' + I on the opposite side of the plane (Fig. 
I). Let now decrease the dimensions of the slices j in the directions 
parallel to the plane, leaving the slices j' with infinite extension 
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in the same directions~ until we reach the smallest repet~t~ve 
mesh of the two-dimensional structure. Suppose that the so formed 
"elementary blocks" have a base parallel to (hkl) with area a, and 
call 1/1. the binding energy of the molecules contained in the block 
number~j to all molecules contained in the slice number j I on the 
other side of the plane. The surface energy is then clearly 

Y(hkl) = 
I 00. ,I, 
Z- r ~'I" 

a I ~ 

I imax 
'" - r i1/!~. 

Za I ~ 
(10) 

~ote that the approximate calculation of y described aan be correc­
ted to the precision one needs, through computer simulation, by es­
timating the energy gain due to surface relaxation. The method is 
worked out for potential energy variations only and thus remains 
valid for low temperatures. 

Fig. 1 : Two-dimensional lattice 
showing schematically the way of 
calculating surface energy by clea­
vage along the plane (hkl). lOr 
details see text. 

111.3. Edge Energy and Corner Energy 

BORN and STERN9 proposed the following way of calculating edge 
and corner energies. Suppose that we have a cubic block of crystal 
with edge length L (L + 00) and an unspecified (continuum) structure. 
If the work W spent to cleave the crystal along a plane parallel 
to the cubic faces is known, the surface energy of these faces is : 

(11 ) 

Suppose that the initial crystal has been mentally divided 
into four quadratic prisms with a height L and a base (LIZ) , laber 
led 1 to 4 (Fig. Z). Equation (11) can then be written in the form 
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(l2a) 

for a cleavage along the plane AA'C'C (the meaning of the subscripts 
can be deduced from the figure), and 

(12b) 

for a cleavage along the plane BB'D'D. 

I IB 
I I 
I I 

I 
I 
I 

I I 
I I I I, 
I I ID 

I ,--1---1""--.)--
1;,/ I 1,// 

A).:' ___ ..,--.J.~---
",/ ,/ 0' 

" I" 

B' 

Fig. 2 : A cube of continuum 
matter used in the calculation 
of the specific edge energy 9 
according to BORN and STERN. 
For details see text. 

Now cleave the crystal simultaneously along the two {100} 
planes, AA'C'C and BB'D'D. The only difference in respect with the 
preceding cases is the appearence of four cubic edges 00' with 
lengths L and edge energy p. The energy balance is 

4L2y (100) + 4Lp 

(13) 

Taking into account (12a) and (12b), one has 

p (14 ) 
4L 2L 

The specific edge energy of the cubic edge is thus equal to minus 
half the work spent to separate two cubic blocks that touch each 
other along a unit length of this edge. 



SURFACE THERMODYNAMICS 71 

By a similar procedure, but dividing the cubic crystal iuto 
eight blocks and subsequently creating only faces, then faces and 
edges, and finally faces, edges and corners,one can calculate the 
corner energy. For the corners of the cube it is equal to minus 
half the work spent to separate two cubic blocks with corners tou­
ching along the cube diagonals. 

The fact that it is easier to cut a polyhedron having edges 
and corners out of a crystal block than to create the same surface 
area by cutting (infinite) planes only, is not astonishing in it­
self. Edges and corners weaken the crystal lattice in their vicinity. 
However, one can wonder how increasing the length of the edges or 
the number of corners, at constant volume and surface area, can 
decrease the free energy of the crystal. The answer to this appa­
rent contradiction is the following. The assertion in both proce­
dures, described by the equations (12) and (13), that the surface 
area remains constant, is true only for a continuum. When one increa­
ses the length of the edges of a real (atomistic) crystal, one in­
creases the number of edges atoms (molecules) which have, according 
to the continuum approximation, "two molecular areas", one on the 
side of each face. Physically this is an absurdity. In the simple 
cubic case, the atomistic expression that should replace (13) is 

(I3a) 

where 0 is of the order of the linear dimension of a molecule, and 
the edge free energy p now includes all interactions regarding 
the chain of molecules~uilding the cubic edge. Comparing eq. (13a) 
to the eqs. (12), one obtains instead of (14) the expression 

W13 
Pa = 20 Y(IOO)- 2L = 20 Y(IOO) - p, 

in which p is clearly positive. 
a 

(I4a) 

In any case, the effects due to edge and corner free energies 
are of second order with respect to those due to surface tension 
and become noticeable for condensed phases of only few molecules. 

111.4. Art Alternative Treatment 

The so called "capillarity approximation", that is the use of 
the surface free energy, is only one possible way of expressing 
the excess thermodynamic properties of small condensed phases. 
When temperature T, pressure p and number of molecules N are used 



72 B. MUTAFTSCHIEV 

as independent variables of state, the natural excess thermodynamic 
quantity (per molecule) is the difference between the size dependent 
chemical potential ~N of the small phase and f8e chemical potential 
~ of the infinite phase ~t T and p constant. 

o 

One can imagine the following procedure to build a (non com­
pressible) condensed phase of any finite size. Molecules are taken 
from an infinite condensed phase, brought to the saturated vapor 
with the pressure p , then compressed to a pressure p so that their 
chemical potential gecomes equal to that of the phase to be built. 
Since both evaporation and condensation are performed at equili­
brium, the only work spent for the transfer of a molecule from the 
infinite to the finite phase is the volume work 

p 

~ - ~o = J vdp. 
Po 

The sum of these elementary works is exactly the excess free energy 
of the molecules in the finite phase with respect to their free 
energy in the infinite phase. Recalling the capillarity approxima­
tion, we can write 

( 15a) 

(whe:e ~ is the surface area of the N4nolecular cluster),or in 
cont Inuum form, 

N 
y~- = J ~(i)di - ~ N. 
-~ 0 0 

(ISb) 

The described procedure should be terminated by bringing the cluster 
back from the vapor with pressure p to the initial vapor with satu­
ration pressure p • Since we assumed the condensed phase to be non­
compressible, no gork is done, and equations (ISa) and (ISb) remain 
valid. The fact that the cluster will evaporate again under these 
conditions has no relation to the present problem but will be dis­
cussed in the chapter "Three Dimensional Nucleation". 

To illustrate the mefyod, we shall consider the case of a size 
dependent surface energy. 

Start with an infinite crystal and form by successive evapora­
tions and condensations of molecules a monomolecular layer with 
orientation (hkl) of unit surface area (Fig. 3). The elementary 
work per molecule for these processes will be constant if one evapo­
rates/condensates the molecules from/into repeatable step sites 
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(kinks). Boundary effects can be neglected when the sizes of the 
initial crystal and the layer under formation are enough large. 
The chemical potential per molecule of the infinite crystal is 

]10 = ~ + Ts , o 0 
( 16) 

where ~ is the binding energy in a kink position and s is the 
differeRtial vibrational entropy per molecule. We make ~he common 
assumption that this entropy depends very little on the surface 
site and on the size of the crystal, and drops from the differences 
between chemical potentials. The binding energy ~ can be written 

o as 

~o 

i 

~+2: 
2 I 

max 
ljJ. , 

J 
( 16a) 

where w is the binding energy of the molecule with its neighbors 
in the plane of the surface and ljJ. is the binding energy of the 
molecule with the j-th monomolecular slice of infinite size paral­
lel to the surface below the top lattice plane (we use the same 
model as in III.2, but simplify it to a structure where the "ele­
mentary block" contains one molecule (see Fig. 3). 

Fig. 3 : Elementary evaporation-
condensation process used in the 
calculation of the surface free 
energy by the alternative method. 
Fbr details see text. 

The chemical potential in a kink position of the free monomo­
lecular layer depends on the energy of lateral bonds only (w/2): 
Thus the work of formation of the layer containing N = I/a mole­

s cules is : 

Wl = 2: (]1. - ]1 ) 
~ 0 a 

ljJ •• 
J 
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The condensation of a second layer on the top of the monomo­
lecular one should be done at chemical potential ~ 2. Since the po­
tential energy of a molecule in a kink position of this layer is 
~2 = w/2 + ~l' the work spent for the formation of the second layer 
is equal to 

i 
max 

0: ~. - ~l). 
a I J 

Similarly, the work of condensation of the i-th layer (i < i ) is 
max 

W. 
~ a 

( 

i max 
L: 

j=1 

i-I 
~. - L: 

J k=1 

The total work of formation of an i-molecular layer with 
unit surface area, equal to twice its surface energy, is 

L:W. 
~ 

Accordingly, 

a 

i max 
[i L: 

i-I 
~. - L: 
~ I 

I i I i-I i max 
y. = 2" E W. ["2 L: k~k + i E ~ . ] 

1. I ~ a k=1 j=1 J 

This result is identical to the result obtained by separation of 
a column with a height i < i and a base of unit area from an 
infinite block, as describedmt~ section 111.2. If the potential law 
~(i) is known, the size dependence of can be determined. 

In conclusion, the calculation of surface energy based on 
separation of columns from infinite blocks has the merit of simpli­
city but gives an estimation only of the potential part of this ther­
modynamic quantity. The alternative method gives identical results 
for large crystals at low temperature. When combined with a statis­
tical thermodynamic calculation of the (size dependent) chemical po­
tentials ~., this method results in the precise computation of the 
excess fre~ energy of clusters of every shape and (also non-periodic) 
structure. However, for practical reasons, this computation is still 
limited to rather small clusters. 

111.5. The Stefan Rule 

We saw that the surface energy of the (hkl)-face of a crystal 
at low temperature is very nearly equal to half the cohesion energy 
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along a plane with the same orientation. Basically, a parameter 
characteristic for the boundary between two phases can not depend 
on a bulk property of one of the phases only, but in the case when 
the second phase is the vacuum. Thus, the process described in 
Sec. 111.2, strictly speaking, gives values for the surface tension 
of the crystal-vacuum interface, the surface tension of the crystal­
vapor interface being assimilated to that quantity. 

An old empirical rule, proposed by STEFAN!3 can be then easily 
understood. STEFAN stated that the molar surface energy (the surface 
energy per area occupied by one mole) is equal, for a large number 
of liquids, to one half the molar enthalpy of vaporization. A qua­
litative explanation of the Stefan rule is that the work spent to 
create the area occupied by a single molecule, when transporting 
it from the bulk to the surface, is half the work necessary to trans­
port the molecule from the bulk to the vapor. This argument, valid 
more or less for a liquid, is clearly quantitatively wrong when 
different faces of a crystal are considered. However, one can retain 
from the Stefan rule that for both liquid-vapor and solid-vapor in­
terfaces the value of the surface energy is proportional to the 
value of an intrinsic bulk quantity, that is the enthalpy of phase 
transformation (vaporization, sublimation). 

IV. THE INTERFACE BETWEEN TWO CONDENSED PHASES 

IV.I.Interface Free Energy and Interface Tension 

In order to calculate the free energy of the boundary between 
two condensed phases ~ and S, we can follow the general procedure of 
section 11.1, defining the thermodynamic functions of the surface 
according to the Gibbs convention. For this purpose we should be 
able to determine the potential energy and the entropy of the mole­
cules in a slice with a thickness at least equal to that of the in­
terfacial region, and to subs tract from tbe so-calculated free en­
ergy the free energy of two blocks of the bulk phases ~ and S, the 
total volume being constant. Because one cannot expect that the 
structures of both phases remain identical to their bulk structures 
up to the interface, the Gibbs convention (Vo = 0) implies a varia­
tion of the number of molecules (NO + 0). The calculated parameter 
is, therefore, the interface free energy fO and not the surface 
tension y(see eq. (7b)); the two quantities can in this case be 
quite different. The choice of the Gibbs dividing surface should 
no t pose particular problems ig the phases ~ arid i3 are in thermody­
namic equilibrium. Then ll~ = 11 = 11° and the reference free energy of 
the bulk phases can be obtained by multiplying the total number of 
molecules in the two bulk blocks with any of those potentials. 

If the difference between the free energy of the system con­
taining the interface and that of the reference system of the two 
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bulk phases is calculated not at constant volume but at a constant 
number of molecuaes, its value is very nearly equal to the inter­
face tension ya (the two quantities diffeY4b¥sa negligible volume 
work pVa ). Thi~ procedure has been applied ' to model calcula­
tions of crystal-melt interface tension, as shown in chapter "Crys­
tal-melt, Crystal-Amorphous and Liquid-Vapor Interfaces". 

IV.2. The Adhesion Energy 

Even if practically useful, the method described in the preVlOUS 
section does not stress the main characteristics of the interac­
tion between the condensed phases meeting at the interface. There­
fore,it is interesting to recall an old equation, due to DUPRE, 
which defines the interface energy between two condensed phases 
a and S : 

as 
y (17) 

The physical meaning of this expression is that, if one wants to 
create a unit interface as, one should first create separately 
a unit area of each of those phases and then join them together.TIle 
work S won in the latter stage is called adhesion work or adhesion 
free energy. The adhesion energy is the heterophase analogy of the 
cohesion energy. It is equal to the work to divide the system aZong 
a unit interface area. 

The dissection of the interface energy into surface energies of 
the two phases and adhesion energy, demonstrates the fundamental 
difference between the interface separating two condensed phases 
and the surface between one such phase and the vacuum (or a diluted 
vapor). In the second case (condensed phase-vacuum) the surface 
energy can be expressed through an intrinsig parameter of the con­
densed phase alone. The interface energy ya cannot be calculated 
either from a bulk quantity characteristic for one of the phases, 
or from a combination of two such quantities. The importance of 
the typical surface parameter, that is the adhesion energy, is evi­
dent. In the rest of this section we show how different the proper­
ties ~f th~ inter~ace can be, when keeping the value of the surface 
energ1es y and y constant, varying only the values of S. 

If the adhesion energy 1S zero (no interaction between the two 
phases), eq. (17) yields 

as 
y (18) 
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The creation of the interface by joining the two free surfaces of 
the phases a and S does not gain any free energy. The interface 
has no reason to form. One says that the phase a does not "wet" 
the phase S(or vice versa). 

If the adhesion energy is larger than zero but smaller than 
the smallest cohesion energy, e.g., that of the phase a, 

a 0<(3<2y, 

the Dupre equation gives 

the "wetting" of (3 by a is imperfect. 

When (3 is higher than the cohesion energy 2ya, 

the "wetting" of (3 by a is "better than perfect". 

(19) 

(20) 

Finally, if the adhesion energy is an arit.hmetic average of 
the cohesion energies of a and (3, 

or larger, the interface energy is zero; the two phases mix toge­
ther. 

When the adhesion energy is exactly equal to the cohesion ener­
gy of the phase a, 

the molecules of the latter "feel" the presence of phase (3 as if 
it were their own phase(a). This case of "perfect wetting" should 
be extremely rare, to not say inexistent, when a and (3 have diffe­
rent chemical composition, different structure (e.g., crystal and 
melt) or different orientation (e.g., a grain boundary). On the 
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other hand, this is the only case in which the value of JS depends 
formally only on the surface energies of the two phases, 

as 
y (21) 

i.e., through the Stefan rule, on some combination of their bulk 
properties. 

We emphasized the importance of adhesion energy for the pro­
perties of the inf6rface, since widespread opinion exists still 
in the literature that the free energy of the interface between 
two condensed phases can be calculated from a combination of heats 
of transformation of the two phfges. In fact, in f7l papers suppor­
ting this opinion, the explicit or the implicit hypothesis of 
perfect wetting is made; thus the results obtained are predetermi­
ned. 

V. SURFACE PROPERTIES OF TWO-DIMENSIONAL PHASES 

V.I. Two-Dimensional Gases 

The problem of the thermodynamic properties of two-dimensional 
phases will be largely treated in other chapters. Here we would like 
to discuss some of their surface properties only. 

As with three-dimensional (3D) phases, two-dimensional (2D) 
phases or adsorbed layers on foreing substrates, exist in two main 
states : the diluted state (2D-gas) and the condensed state (2D­
liquid or solid). Various phase equilibria between them can be for­
seen. Moreover, except for some very strongly bound chemisorbed 
layers, their continuous molecular exchange with the 3D-phase(s) 
should be taken into account. 

A moment's reflection shows that a system including 2D-phases 
has one degree of freedom more per interface compared to a system 
containing 3D-phases only. The extra independent variable of state 
can be,for example, the spreading pressure ~. For a 2D-gas the 
spreading pressure is always positive. Its value can be calculated 
by integration of the Gibbs isotherm (8), taking into account (9a), 
and using the relationship between the adsorbed quantity r and the 
chemical potential vcr of the 2D-gas (equal to the chemical poten­
tial of the 3D-gas vg) given by the adsorption isotherm. This ~s 
shown graphically in Figure 4a on a Langmuir type isotherm. 
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Fig. 4 : Adsorption isotherms (I) and variation of the surface 
energy of the substrate (II) for Langmuir-type (a) and multi-layer 
(b) adsorption. 

V.2. Two-Dimensional Condensed Phases 

When the forces among the adsorbed molecules in a 2D-gas are 
attractive and when the substrate temperature is below the 2D­
critical point, the 2D-gas can condense to give 2D-liquid or solid. 
A typical lGW temperature adsorption isotherm, such as the isotherm 
of Xenon on graphite at 97 K, is shown in Figure 4b. One sees that 
for a wide range of increasing chemical potentials of the 3D-gas 
Vg, the degree of coverage of the surface is nearly zero and then 
suddenly increases to an almost complete coverage, 8 = 1 (the degree 
of coverage is defined as e = r/N = r ). The vertical line corres­
ponds to the 2D-phase equilibrium~ whe¥e the diluted and the conden­
sed adsorbed layers coexist. At higher chemical potentials the den­
sity of the 2D-condensed phase slightly increases (vacancies disap­
pear). This phase can either be subject to another phase transition 
(e.g., 2D-liquid to 2D-solid) or serve as a substrate for the adsorp­
tion of another layer (Figure 4b). 

Condensed 2D-phases are stable only at undersaturation (at 
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the saturation a condensation of the 3D-phase occurs) when the sub­
strate is "better than perfectly" wetted by the layer. In these 
conditions the energy balance, 

aa a a a 
~y = y + y - y = 2y - a (22) 

derived from the Dupre formula (17), suggests that the deposition 
of a condensed layer (a) results in a gain of surface work 
(e > 2 y~). The Dupre equation is, however, extrathermodynamic 11 
and thermodynamics shows that this statement is not always true. 

The calculation of the surface energy variation from integra­
tion of the Gibbs adsorption isotherm is also valid in the domain 
of the condensed phases. It is easily seen that the integral of the 
isotherm is Figure 4b is almost zero up to the condensation. When, 
during condensation the coverage of the surface increases from 
almost zero to almost one, the variation of the surface energy is 
still insignificant. Only when the chemical potential continues to 
increase, after the 2D-condensation, does the increment 

(9 I ) 

become significant. The surface energy then decreases proportional­
ly to the increasing chemical potential of the vapor. When satura­
tion is reached, the variation of the surface energy due to the 
deposition of the single condensed layer (if no other layers are 
formed on its top) becomes equal to that expected from the equation 
(22) : 

A 2yl - 0 1 (per . t f ) uy = ~ un1 sur ace area , (22a) 

1 1 
where e and yare the adhesion energy and the surface energy of 
the monomolecular layer (different from those of the bulk phase) 
calculated by some mechanical procedure, e.g., the one of Sec. 111.2. 

If a large number of condensed 2D-phases are formed on the 
top of each other until saturation is reached(see the isotherm of 
Fig. 4b), the sum of terms like (22a) for the n~ successive layers 
(n~ + 00) is equal (only at saturation) to the macroscopic work 

2 ya. - S 
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expended when a three-dimensional phase a is deposited on unit 
area of the substrate. 

V.3. The Two-Dimensional Space; the Ledge Free Energy 

81 

In the preceding two sections we still were in the three­
dimensional space of the bulk _phases and deduced some special 1)ro­
perties of the two-dimensional phases. All the exotic features 
of the adsorbed layers disappear if we place ourselves in a 2D­
space and notice that all deduced surface properties, such a sprea­
ding pressure, its invariability (and hence invariability of the 
surface energy) during 2D-condensation at constant temperature, etc. 
are exact 2D-analogies of well-known properties and phenomena in 
3D-systems. 

A further important thermodynamic parameter in the 2D-space 
is the excess free energy of a small two-dimensional condensed phase, 
that is the ledge free energy or ledge tension. Its definition and 
calculation brings nothing new compared to those of its three-dimen­
sional analogue, the surface tension. For example, the Born-Stern 
procedure (cf. sec. 111.3) can be applied to the calculation of 
the ledge and corner tensions of a laye4 the two half-layers being 
slipped away on the substrate, so that no surface work is expended. 

The ledge tension should not be confused with the edge tension. 
The former is one of the main variables of state of a 2D-phase, the 
latter a quite negligible parameter of a3D-phase. 

VI. EQUILIBRIUM SHAPE AND RELATED TOPICS 

VI.l.The Wulff-Theorem 

The problem of the equilibrium shape, i.e. of the shape for 
which the total surface energy is minimun, all other parameters of 
state being constant, is not exactly a thermodynamic problem. A 
low viscosity liquid can reach its equilibrium shape long before 
it reaches thermodynamic equilibrium and a large crystal can be in 
thermodynamic equilibrium but maintain a non-equilibrium shape inde­
finitely. For this reason, the search for the form with minimum 
surface energy at a constant volume can be regarded as f8Purely me­
chanict9 problem, as it was originally treated by CURIE and 
WULFF. We will consider that this part of the problem is already 
known and review only the principle results. 

(i) The equilibrium shape of a liquid (with isotropic surface 
tension)is a sphere. 

(ii) The equilibrium shape of an anisotropic crystal can be 
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obtained by constructing from a given point (Wulff point) radius 
vectors in all directions of the space, each vector h(hkl) having 
a modulus £.(hkl) proportional to the surface tension or1:fi~ face 
(hkl). The porat .diagram joining the tips of the radius ~octors as 
a function of their orientation is the so-called y-plot. The 
equilibrium shape is the most interior of the ·set of polyhedra, 
obtained when all (hkl)-planes are constructed, each containing 
the tip of the corresponding vector [hkIJ. The simple expression of 
the Wulff theorem is : 

y. 
~ 

h. 
-~ 

(23) 

where y. and h. are the surface tension and the modulus of the 
radius~ectqr tthe "Wulff distance") of the i-th face. 

(iii) When a crystal is in contact with a foreign substrate 
in such a manner that j of its i faces are replaced by crystal­
substrate interfaces~lcharacterized by adhesion energies S., the 
Wulff theorem yields : J 

y. - S. 
J J 
hI. 
-J 

(24) 

where hI. and h. are the Wulff distances in the j-th direction in 
the presJnce and in the absence of substrate respectively. Figure 
5 illustrates the Wulff construction for crystal in the homogeneous 
phase (a) and on substrate (b). In this case of centrosymmetric 
crystal one sees, taking into account (24), that the Wulff distance 
to the substrate ~j varies from £.j , when Sj = 0, to -~j , when 
Sj = 2Yj. 

(iv) The well known Young equation, relating the equilibrium 
contact angle e of a liquid or a plane solid sub§trate to the sur-' 
face tension of thestiquid (y ), of the solid (y ) and of the solid­
liquid interface (y ), 

s 
y (25) 

can be considered just as particular case of the Wulff theorem for 
a.polyhedro~ ~ith infin~te number of face~ wit£ eq~al stlrfalf ten­
ssEn_s. aCfmhmng (~5) w~th (17) 'arid assum~ng y =: y ; y =: y ; 
y = Y ,we obta~n 
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cos 8 (25a) 

which is the analogue, for a liquid drop, of equation (24). Simi­
larlY,fos 8 = -) (8 = 27T) for i3 = 0 and cos 8 = 1 (8 = 0) for 
i3 = 2y . 

h· I 

h· I 

p 

h· I 
p 

~ ) 
" " '-______ J 

h· I 

Fig. 5 : Equilibrium shape of crystals of a given substance in the 
homogeneous phase (a) and on substrate (b), at the same temperature 
and supersaturation; P = Wulff point. 

Note : All above considerations are valid if the condensed phases 
are not subject to any exterior force field. The effect of gravi­
tation on the equilibrium shape of liquid drops on substrates is 
well known. As to the effect of the force field2~nduced by a sub­
strate on the surfaZ3 tension of solid clusters or on the line 
tension of liquids, it seems to be significant for sizes of few 
atoms only and is generally neglected. 

WI.2. Equilibrium Shape and Nucleation 

The reason why equilibrium shape plays a major role in the 
thermodinamics of nucleation is clear. The probability for formation 
of a small phase, that is the crystal embryo, is larger, the smaller 
its excess free energy. The absolute minimum of the excess energy 
for a given number of molecules is reached for the equilibrium 
shape. Therefore, only clusters with equilibrium shapes are of in­
terest for the thermodynamics of nucleation. We would like to draw 
some phenomenological inferences from this statement. 
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A first consequence is that one can express the volume V and 
the total surface energy Fa of an equilibrium shaped crystal by 
mean of only one ratio y./h. or2£y. - S.)/h' .• A simple geometric 
reflection leads to the forffiulas J J J 

h~ 
V C 

1 (26a) 
8y.3 

1 

3h? 
c_1 

8y.2 
(26b) 

1 

(where the geometric constant C has the same value in both equa­
tions). The absolute size of the crystal in thermodynamic equili­
brium depends on the chemical potential of the gas phase ~g or on 
the supersaturation ~~ through the Thomson-Gibbs formula 

(27) 

where v is the volume of one molecule in the crystal. Substitution 
of V and Fa from (26a) and (26b) into (27) yields 

2y.v 
1 

h-:-
1 

(28) 

Equation (28) makes the link between Wulff theorem and thermo­
dynamics. It shows that the chemical potential, or the equilibrium 
pressure can be expressed by any ratio y./h., provided that the 
crystal is simultaneously in thermodynamic ~nd capillary equilibrium 
(has an equilibrium shape). The considerations leading to (28) can 
be repeated for the same crystal in equilibrium on a foreigh sub­
strate. The only difference with the preceding case is in the value 
of the geometric factor C in eqs. (26a) and (26b). Equation (28) is 
still valid and can be extended as follows : 

2y.v. 2y.v 2(y. - S)v 
1 _J_ = _-:,-J--,.. __ 
~= h. h.' (28a) 

1 J J 

The generalised Thomson-Gibbs-Wulff equation (28a) is funda­
mental since it shows that the vapor pressure of a three dimensio­
nal phase in equilibrium on a substrate is independent of the adhe­
sion energy. The crystal, in contact with the substrate, apparently 
"loses" part of its volume (see Fig. 5). However the general shape, 
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linear dimensions and vapor pressure remain those of the crystal 
in the homogeneous vapor at the given supersaturation, as determi­
ned by eq. (28). 

It has been known since GIBBS5 and VOLMER25 that the reversi­
ble work of formation of a small condensed phase from its supersa­
turated vapor (that is the activation energy of nucleation) is equal 
to one third of its total surface energy 

l F* 3 . (29) 

According to (26a), (26b) and (28), eq. (29) can be written as : 

'" 1 V l'I\l (30a) 
2v 

If at the same supersaturation l'I\l the nucleus is formed on 
a substrate, its total surface energy FO and volume V change through 
the geometric factor C in (26a) and (26b). Since equation (28) is 
still valid, the reversible work of nucleation is : 

G* = 1.. FlI!o 
l'I (s) 3 (s) 

Yi * ·-V 
h~ (s) 

1 

(30b) 

Comparison of (30a) and (30b) at the same supersaturation l'I\l yields 

(31) 

h ' . d b 24 . h I T 1S equat10n, propose y KAISCHEW ,1S t e most genera expres-
sion relating the nucleation work on a substrate to that in the ho­
mogeneous phase. Whatever the profile of the substrate (concave edge 
of corner, various sh~ped holes, etc.), a sufficient condition for 
the calculation of l'IGl ) is to determine the equilibrium shape of 
the nucleus on the suB~trate and to compare its volume to the cor­
responding volume in the homogeneous phase. It is clear from the 
same equation that if a nucleus which forms on a substrate has the 
choice between many different orientations (contact planes or epi­
taxial positions), the orientation requiring the smallest nucleation 
work will be the one for which (to use a figurative expression illus­
trated by Fig. 5) "the nucleus sinks most deeply in the substrate". 
One can state that for three-dimensional nucleation on a substrate. 
the preferential contact plane or epitaxial orientation are 
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invariant parameters given by the couple nucleus-substrate, inde­
pendent of the external conditions (supersaturation, temperature). 

The situation is very different for two-dimensional nucleation. 
The chemical potential of an infinite 2D-phase depends on its adhe­
sion energy with the substrate. For this reason the reversible work 
of nucleation (which depends on supersaturation and ledge free en­
ergy) of a given 2D-phase with a given epitaxial orientation can 
be lower or higher, as a function of the supersatu~ation, than the 
nucleation work of another 2D-phase with another orientation. The 
epitaxy of the 2D-phases is thus supersaturation dependent. 

VI.3. Equilibrium Shape and Some Problems of Crystal Growth 

One might wonder whether effects due to the equilibrium 
shape could be of any importance when, after nucleation, a conden­
sed phase increases its dimensions far above the critical nucleus 
size. It is evident that the surface/volume ratio decreases so 
rapidly with increasing linear dimension that the excess free energy 
per molecule of the cluster becomes vanishingly small. However, in 
the absence of other driving force, deviations from the capillary 
equilibrium are sometimes260nsidered as responsible for growth, e.g., 
during recrystallization. 

The ~quilibrium shape is more strongly related to the crystal 
growth kinetics via the microscopic structure of the different faces, 
which we shall briefly stress here from rather a formal point of 
view. The physics of the phenomena will be discussed in the next 
section. 

Formally, terraces or other closed steps on surface of a 
given face can be treated as two-dimensional condensed layers per­
fectly wetting their substrate. In this particular case,the inter­
face energy between the layer and the substrate is zero and the 
energetic barrier for two dimensional nucleation depends only on 
the ledge free energy. The ledge free energy varies with orientation 
just as the surface tension does. In some sense the values of these 
two parameters are complement.ary, as can be seen from the following 
consideration. The two terms composing the binding energy of a mo­
lecule in a kink position in equation (I6a) are complementary, since 
they change from one face to another, while ~ itself is invariant. 
They are also closely related to the ledge an~ surface energies. 
The stronger the lateral bonds, the higher the ledge energies; the 
larger the desorption work L~.,the higher the surface energy. There­
fore, one can assert that for~a given substance and crystal struc­
ture, the lower the surface free energy of a face, the higher will 
be the ledge free energies of the two-dimensional terraces or is­
lands and vice versa. 
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If we now turn to the y-plot of a given crystal, we notice 
that at the abselute zero point many crystallograph~7 directions 
(theoretically all directions with rational indices are represen­
ted by discontinuities (cusps) in y. This is understandable if one 
assumes that two-dimensional layers on faces with those orientations 
have non-zero ledge feee energies. Small angle deviations which 
lead to the creation of vicinal faces,result in a linear increase 
of the density of steps, i.e. in a linear increase of the effective 
surface free energy. The tendency of such faces, called "singular" 
of F-faces, to keep their profile is explained by the sharp increase 
of their surface energy for any arbitrary variation of orientation. 
If only one particular variation of orientation induces a sharp 
surface energy increase, only one cross-section of the (three-dimen­
sional) y-plot has a cusp. Such faces keep their profile in only 
one direction; they are called "stepped" or S-faces. Finally, faces 
which are either not represented by a minimum on the y-plot, or show 
a flat minimum instead of a cusp, do not resist to a profile mo­
dification; they are called "kinked" or K-faces. Note that in the 
literature the same names2Hre sometimes given to the faces depen­
ding on their morphology. This kind of definition has no thermody­
namic justification, especially since it cannot forsee any modifi­
cation of the crystal habit with the temperature. 

When the temperature is raised, the two dimensional condensed 
phases with the lowest ledge free energies are the first to attain 
their critical points. Beyond this point an F-face transforms into 
an S- or K-face, depending on the values of the different ledge 
energies. We have already seen, however, that faces with the lowest 
ledge energy are the ones with the highest surface energy. An in­
crease of temperature, therefore, induces a flattening of the cusps 
farthest from the Wulff point and a decrease in the number of·· sin­
gular faces. At still higher temperatures, the only singular faces 
are the ones situated very near the Wulff point. Meanwhile, the 
surface energy of the nonsingular faces decreases sensitively wi2~ 
the temperature, because of their large configurational entropy. 
The equilibrium shape at high temperature is thus limited by a small 
number of singular faces and important rounded regions. 

There is a tremendous difference in the behavior of different 
types of faces during growth. The adsorption energy L~. of the K­
faces is nearly equal to the binding energy in a kink ~osition 
~ (w ~ 0, cf. eq. (16a)). Accordingly, molecules arriving from the 
v~por have more chance to be built in the lattice than to desorb, 
even at the lowest supersaturation. Interfacial kinetics of K-faces 
is thus very fast and their growth is limited by transport phenomena. 

The F-faces have relatively low adsorption energies and the 
only kinks on their surfaces are situated in the ledges of terraces 
or other steps. Imperfections in the36rystal lattice can provide 
some inexhaustible sources of steps; However, when the crystal 
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is perfect, the only way for an F-face to grow is two-dimensional 
condensation of molecules arriving from the vapor onto its surface. 
Condensation starts by nucleation at high supersaturation and CQn­
tinues by spreading of layers. This type of growth is usually called 
"lateral" or "layer by layer" growth. By raising the temperature 
to the 2D-critical point, the surface condensation is not more a 
first order transition. 2D-nucleation barriers vanish and the face 
starts to grow by a "diffuse" or "continuous" mechanism, just as a 
K-face. At the same temperature, the cusp of the face in the y -
plot disappears. 

VII. STATISTICAL VIEW OF A CRYSTAL SURFACE 

VII.t. Models of Rough Surfaces 

In the preceding section we showed the possibility of consi­
dering the growth of a crystal surface as a succession of 2D-conden­
sations in layers of self-adsorbed molecules. Here we would like 
to study the behaviors of these layers in relation to other surface 
properties. 

Independent of the particular crystal lattice and orientation 
of the face under consideration, one realiz3~ 3~at the self-adsorbed 
layer is of at least bimolecular thickness. ' The top monomole­
cular layer is a 2D-gas of admolecules, the next lower layer is an 
almost compact 2D-solid containing a 2D-gas of surface vancancies. 
The potential energy increase, when a molecule is taken from a kink 
position (the reference thermodynamic state at saturation) and 
brought to a position of an admolecule, is equal to the potential 
energy increase when a molecule from the top lattice layer is remo­
ved to a kink, leaving a monomolecular hole. The concentration of 
admolecules and monomolecular holes 1S thus of the same order of 
magnitude, as is their contribution to the free energy of the sur­
face. 

When the thickness of the surface increases under the effect 
of high temperature, the symmetric treatment of admolecules and ho­
les is no long33 useful. A common feature ·of the more complicated 
n-level models and the simple 2-level model is that the existence 
of only open holes is assumed. "Closed holes", due to vacancies in 
lower levels covered by admolecules of higher levels, and "overhangs" 
are hig~!y improbable, whence the name "solid on solid" (SOS f)" 
models. 

The main features of surface roughening are fairly well re­
presented by the two-level model, although its quantitative validity 
suffers when the surface approaches the 2D-critical point. 1~ to 
the theoretical approach, the early Ising-type calculations give 
good quantitative results, but are, in our eyes, less suitable for 
a discussion. For this reason we limit ourself to strictly two-
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I h f ' ld ,,36,37 level mode sand t e mean le approxlmatlon. 

VII.2. Adsorption Isotherms of Admolecules and Surface Vacancies 

The mean field approximation results in FRUMKIN36_FOWLER37 

type isotherms, In the case of the two level model, the degrees of 
coverage ?f t~2 admolecules 8 and of the holes 8- are given by 
the equatlons 

+ 
8 

-~(J + 
kBT In + 

- 28 ) + Ll)1, 

1 - 8 - 8 2 

(32) 
8 

w ( 1 
-

) kBT In - 2" - 28 - L',)1. 
+ 

1 - 8 - 8 

The coupling in the configurational energy terms on the left hand 
sides is typical for the SOS model. 

A vi~ible_result from equation (32) is that at saturation 
(6~ = 0) 8 = 8 as ~xpec!ed from pure energetic arguments. Further 
more, when 6~ > 0, 8 > 8 ; the surface becomes "asymmetric". Whe­
ther the increase of coverage with admolecules can continue smoothly 
to 8 ~ 1 or passes through an instability region, depends essential­
lyon the energy of the lateral interaction wand on the temperatu­
re. If w/k T < 4, the condensation of the 2D-gas of admolecules is 
a first or~er phase transition. The critical temperature is given 
by the condition w/kBT = 4, which is only a rough estimate, since 
both two-level model agd mean field theory collapse near the cri­
tical point. Above the critical point, the surface can be considered 
as "rough". From the standpoint of growth kinetics this means that 
the overcritical surface layers can be completed without any ener­
getic barrier. Below the critical point, the completion of a new 
layer of admolecules can take place only at considerable supersa­
tur.ation through 2D-nucleation. Under these conditions, the concen­
tration of holes in the underlying layer is negligible. 

The isotherms (32) reveal another interesting feature of the 
layer of admolecules at high supersaturations. At temperatures lo­
wer than Tc' when the supersaturation exceeds the critical value 

6)1 ~2 !; + kBT In ~ • 1 + !; 

!; = (1 - 4 kBT/w)1/2, the energetic barrier for 2D-nucleation of 
the 2D-gas vanishes and condensation of the 2D-gas becomes conti­
nuous. The growth of the face is typically spinodal. This type of 
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. . . I . I . 38. . 
trans~t~on, obta~ned a so by computer s~mu at~on ~s somet~mes 

called "dynamic rougheni~2'" although it has been forseen following 
thermodynamic argumeRts. 

VII. 3. Surface Roughness and Surface Energy 

The effect of surface roughening on the surface energy of a 
crystale face is analogous to the lowering of the surface tension 
of a substrate by a foreing adsorbed layer. Its treatment by the 
two-level mean-field model is instructive. Quantitative values 
should be obtained by more precise models or computer simulation. 

The Gibbs adsorp$ion_isotherm (8) can be integrated using the 
relationship between 8 ,8 and ~~ of equations (32). The result, 

Y (33) 

(y is the surface tension of the smooth surface at the same tem­
pe~Wture), is completly analogous t~ the result for simultaneous 
foreign adsorption of two species 8 and 8- following the Frumkin­
Fowler isotherm. 

Two effects on the surface energy are of interest : the effect 
of the temperature at saturation (infinite crystals), and the effect 
of supersaturation (small phases) at constant tempe¥atuEe. Consi­
der, for simplicity, the case of small coverages (8 ,8 «1), 
when the isotherms (32) can be used in the form 

8+ W ~~ - + ~~ exp (- 2k T) eXP(kBT) - 8oexp(kBT)' 
B (32a) 

w t.ll - ( t.ll) e- exp (- 2k T) exp (- -)= e exp ---
B kBT o kBT 

+ -(8 and 8 are the coverages of admelecules and holes at saturation). 
Ne~lectin~ the quadratic terms in eq. (33) and developing the loga­
rithm, we have 

kBT + 
+ 8 ) Y Ysm - -(8 a (34) 

kBT 
[8+ ~~ - ~~ 

Ysm - exp(k T) + 8 exp(- -)]. 
a 0 B o kBT 
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The coverages e+ and e at saturation are equal for the very simple 
model that negl~cts th~ difference between vibrational entropies 39 
of admolecules and holes. In general, this equality does not exist 
although the two coverages have the same order of magnitude. Consi­
der both cases. 

y 

e 
o 

Equation (34) becomes 

. h d d f h . 40 At saturat~on, t e epen ence 0 Yo on t e temperature ~s : 

Y = Y - 2k Te la 
o sm B 0 

(34a) 

(34b) 

The dependence of y on supersaturation is non significant at 
low supersaturation. This can be understood, since, on the one 
hand the effects of the admolecules and of the holes on the surface 
tension are additive, and on the other band, at low supersaturation, 
the increase in the number of admolecules is compensated by the 
decrease in the number of holes, as seen from the developement of 
(34) to the linear term : 

(34c) 

(ii) e+ # 8- : The inequality in the coverages of admolecules 
and holes a~ satgration accentuates the influence of supersaturation. 
It is interesting to relate the supersaturation to the radius r of 
the small phase in (unstable) equilibrium with the supersaturated 
vapor, through the Thomson-Gibbs formula (28), ~~ = 2yv/r. If one 
takes into account that via is of the order of the linear dimension 
o of a molecule, eq. (34c) can be written in the form: 

y 

o 
y 

o 
y 

1 + 20 eff /r 
(35) 

This is the well known TOLMAN41 equation relating the surface ener­
gy of a small phase to its linear dimension r. TOLMAN obtained the 
equation following classical thermodynamic arguments and thus did 
not precisely determine the value of the effective length 0 ff' 
which was supposed to be approximately the molecular dimension. 
Eq. (35) shows that 0eff is not only much smaller than 0, but can 
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be positive or negative as well, depending on the "asyt)illlletry" of 
the surface density profile at saturation. Note that the size va­
riationof the surface tension, described by eq. (35) is not due to 
the long range intermolecular forces, as the one considered in 
sec. III.4, but is induc.ed exclusively by the surface roughness. 

VII.3. Surface melting 

The idea that crystal s~2faces start to melt below the bulk 
melting point is rather old. Since, on the one hand, it has not 
been yet checked experimentally in a unambiguous way, and on the 
other hand, it has not been subject to detailed theoretical treat­
ments, defenders or opponents of this idea have mostly used general 
arguments that we shall try to summarize here. 

both 
when 
ture 

2D-melting of adsorbed layers on 4~E~~gn substrate is known 
experimentally and theoretically. In general layers melt 
the substrate does not have a very pronounced energetic struc­
(shallow potential wells) and when the layer is not too compact. 

In the case of the faces of a crystal, the two conditions above 
are somewhat contradictory. Faces with shallow wells are the ones 
with the highest two-dimensional density (these are mostly F-faces) 
and vice-versa. High surface roughness seems to be the necessary 
condition to make surface. melting possible, at least for the dense 
faces. Liquid-like behavior of the top surface layer, due to high 
configurational entropy, can be favored by some particular two 
dimensional structures of the next lower layers. For example, a 
hexagonal close packed lattice plane of (spherical) atoms offers to 
the self-adsorbed atoms a honeycomb array of adsorption sites, re­
sulting from the superposition of two triangular lattices. The 
occupa tion of one site from one of the lattices prohibits the occu­
pation of three next nearest neighbor sites of th~ other la4fice. 
As long as the surface roughness is negligible (8 < 0.25), the 
top lattice plane occupies only one of the sublattices (depending 
on whether the crystal has a face centered cubic or a hexagonal close pa­
cked structure). With increasing roughness, however, the simultaneous 
random occupation of si tes of both sublattices becomes possible an'4she 
top lattice plane undergoes an order-disorder phase transition. 

This very simple case, realized in adsorbed layers on foreign 
substrate (cf. chapter "Phase Changes in Two-Dimensions"), shows 
only one possible way of surface disordering. Many questions remain 
open, e.g. whether or not the disordering occurs below the bulk 
.melting point, if the disordered layer remains commensurate, as 
above, or if it acquires a true liquid character (adatoms leaving 
the potential wells of the substrate), if the melting is limited 
to one monolayer and if not, how does the thickness of the molten 
layers vary with the temperature, etc. 
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VIII. EXCESS FREE ENERGY OF SMALL CONDENSED PHASES AND THE CAPILLA­
RITY APPROXIMATION. 

The question of how far the capillarity approximation can be 
useful in describing the excess free energy of a small phase, when 
this phase approaches molecular dimensions, is fundamental for the 
theoretical studies of nucleation. The nucleation, e.g., of a con­
densed phase from the vapor, is very similar to a chemical polyme­
rization reaction; therefore, its rate equations could be developed 
on the basis of molecular parameters only. It is quite evident that 
such an approach encounters formidable computational difficulties 
as soon as the embryos become larger than several molecules. The 
chanceSof nucleation theory has been the use of the surface free 
energy which, through the Thomson-Gibbs equation and the Wulff 
theorem, is able to account for the main thermodinamic characteris­
tics of the critical nulcei, and leads to general rate equations. 
In the same time, the use of surface energy was a handicap. The 
exac~ re~ationship between mic:oscopic (molecular) and m~cro~§£~~c 
(cap~lar~ty) parameters gave r~se to numerous controvers~es, 
and even if now one believes that they are eliminated, one is never 
sure, for a particular substance or model, what is the minimum size 
for which the capillarity approximation still works. We shall try 
in the. following sections, first to stress the thermodynamic rela­
tionsbetween micro- and macroscopic parameters, and then, through 
simple models of monatomic solids, to show the limits of the capil­
lari ty approach. 

VIII. 1 . The Free Energy of a Small Phase 

Consider a small N-molecular monocomponent phase moving freely 
in a vapor of volume V. When expressing by means of the classical 
thermodynamics the total free energy of the small phase, we have 
the choice between size dependent surface free energy and size 
dependent chemical potential. If we opt for the first, the variation 
of the Gibbs free energy of the small phase at constant p and T is : 

(dG) T ~ (dF)V T = ydA + ~ dN, p, , a 
(36) 

where ~ is the (size independent) chemical potential of the infi­
nite ph~se at the temperature T and saturation pressure p . The fact 
that the small phase is in equilibrium at p > P is not d~sturbing 
as long as the phase is incompressible, and canobe neglected in the 
general case since p and Po are not very different. For the same 
reason, dG ~ dF. 

Equation (36) can be integrated in the limits i to N. The 
number ~ is the smallest size for which an "area" c~n still be 

a 
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attributed to the cluster. As we shall see later, this parameter 
cannot be adjusted but by numerical calculations on particular mo­
dels. The free energy of the cluster is then 

N N 

FN F. + J ydA + ]l (N - i ) ]IN+yA+ f (y - y )dA + F. , 
1 0 0 o 0 o 1 

0 i i 
0 

0 0 

(37) 

where y 1S the surface free energy of the infinite phase, A is 
the areg of the N-molecular cluster, and F. is the free energy of 

1 '. 
o 

the i -molecular cluster. The excess free energy of the small phase 
can b~ written in the form 

<I>N F -]l N N 0 
[y + 

o 

N 

J 
i 

o 
(y - y )dA 

o 
A JA+Fi 

o 

'U 
yA + F .. 

10 

(38) 

Classical thermodynamics assumes : (i) that the second term 
in the brackets of (38) is nil, and (ii) tpat the constant F. is 

1 
o 

also equal to zero. Both assertions are obviously unrealistic. 
First, one knows tha t y cannot be equal to y for small cluster 
sizes but must tend asymptotically to this l~mit with increasing 
N (and A). Thus, only above a given cluster size the second term 
in the brackets of (38) is negligible and y reaches the constant 
macroscopic value y • Furthermore, even if formally i can be taken 
equal to unity, sti~l F. # o. We shall consider, howgver equation 

1 
o 

(38) as an expression of the 
eludes a non-constant y # y 
lue of the constant F .• Th~ 

1 
o 

capillarity approximation which in­
for small phases and an arbitrary va­
objection that in these conditions 

the extensive character of the ffoe energy F is lost, has already 
been discussed by other authors. Only mode~ calculations can show 
how rapidly the second term in the brackets of (38) converges to 
zero. The same equation becomming then linear in respect to A, the 
constant F. can be determined by extrapolation. Its value is unli-

1 
o 

kely to be zero, even if it can become negligible for large clus­
ters. 
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VIII.2. Partition Functions of an Infinite Crystal and of a Small 
Phase 

According to the harmonic approximation and for temperatures 
above the Debye temperature, the partition function per molecule 
of an infinite crystal of a monatomic substance can be written in 
the form : 

(39) 

where u is the potential energy of an atom at rest in a lattice 
mode. TRe chemical potential of the infinite crystal is equal to 
the free energy of an atom in a kink position: 

c = fC = -k T In c 
1-10 B go (40) 

Comparison of (40) and (16) shows that u is equal to (minus) the 
differential separation work of a molecu~e in a kink position ~ 't'o' 
just as is the differential entropy term 

This relation defines the "thermodynamic frequency" v of the in­
finite crystal,which may not be identified with any r~alistic fre­
quency of the lattice. If one pulls out of the brackets of (40) 
the de Broglie wave length, 

A 
h 

(2'JfmkBT) 1/2 

(m is the mass of the molecule), one has 

The term 

IV 
V 

k T 
u - kBT In (~)3/2 + kBT In A3. 

o 2'Jfm~-Y 
o 

(41 ) 

(42a) 

has dimensions of volume and is ofmn called "mean vibrational 
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"IlO 1 ume" • It is defined as the volume in which the probability of 
finding the center of the atom, vibrating harmonically with a fre­
quency v around a lattice node, is very nearl~ unity. In the same 
way, oneocan define the mean vibrational area a and the mean vibra­
tional length 1 : 

'U kBT 
a =-- (42b) 

271111 v 2 
0 

~ 
kBT 1/2 

(2-rrm~ v (42c) 
0 

'U 'U '}J 
Note that v, a and 1 are statistical parameters of the crystal 
and should not be confused with real molecular volume area or length. 

The partition function of the cluster, defined in the preceding 
section, can be written as : 

(43) 

where Q. Q and Qt are, respectively, the partition function of 
the 3N-~ m6des of vibration of the cluster, the partition function 
of rotation of the cluster around its three principal axes, and 
its partition function of translation in the three-dimensional space 
of volume V. The separate values of the three partition functions 
depend on the.chosen reference system (fixed center of mass, fixed 
atoms, etc.) but their product is reference independent. Unlike 
common calculations on large molecules, where fixed center of mass 
is prefered, we shall present our results in the reference system 
of fixed atoms. In order to immobilize a cluster of N atoms, having 
3N degrees of freedom, we shall first fix the three positional co­
ordinates of one arbitrary atom (which results in blocking transla­
tion), then two coordinates of a second atom (this blocks two of 
the rotational movements) and finally, one coordinate of a third 
atom,(to block the third rotational movement). The determinant Idetl 
of the dynamic matrix of the cluster then has a non-zero value, re­
lated to the vibrational partition function by the expression : 

3N-6 kBT = A. - (3N-6) 
3N-6 k T 1 

Qv II (-. ) II (-.!....) 1/2._ = 
i=l hv. i=l 21fm v· 

~ ~ 

A-(3N-6)(1fkBT)(~-3)ldetl-1/2. (44) 

The rotational partition function in the chosen reference 
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system is that of the three fixed atoms 

where r is the distance between atom 1 and atom 2, while d is the 
distance between the line joining atoms 1 and 2, and atom 3. We can 
choose the three atoms to be first nearest neighbors, thus making 
the rotational partition function size independent for clusters 
larger than three atoms. a is the so-called symmetry number, sho­
wing how many undistinguishable confi~urations of the cluster can 
be obtained by rotation. The term 4nr represents the smallest sur­
face described by an atom which rotates around a nearest neighbor; 
similarly 2nd is the smallest rotation length of an atom around an 
axis joining two of its nearest neighbors. Accordingly, one can 
wri te : 

A-3 a I 
r r' (45) 

where a and I are weighted (through the symmetry number) elemen­
tary rotationaf surface and elementary rotational length respecti­
vely. The translational partition function is equal simply to 

Substitution of (44), (45) and (46) into (43) yields 

a I V. 
r r 

(46) 

(47) 

The excess free energy of the cluster is obtained from (47) and 
(41) taking into account (42a), (42b) and (42c) : 

<PN FN - Nllc - k T In QN + NkBT In qC 
0 B 0 

3N-6 v V a I 
(UN - Nu ) - k 'F l: ln~ - kBT In 

r r = ---
0 B v. 'V 'V 'V 

i=i ~ v a I 
(48) 

The physical meaning of (48) is that the excess energy of a small 
particle which can translate and rotate in a volume V, with respect 
to the free energy of the same number of atoms (molecules), in an 
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immobile infinite crystal, is composed of three terms. The first is 
the excess potential energy, the second, the excess vibrational e~4 
tropy. The third term can be called "replacement free energy"F • 
It expresses the variation of the free energy when the vibratiJ~P 
of the atom 1 in the mean volume ~ is replaced by a translation in 
the volume V, when the vibration of the atom 2 along t~o directions, 
whose amplitudes are within the mean vibrational area a is replaced 
by a rotation along the surface a , and when the vibration of the 
atom 3 along the mean vibrationalrlength 1 is replaced by a rota­
tion along the length 1 . 

r 

The first two terms of equation (48) are size dependent and 
might be assimilated to the surface free energy (the first term 
1n (38». The third term is constant and different from zero. 

I . . h· 53 The atter result, f1tt1ng better t an prev10us treatments 
with the thermodynamic significance of the replacement free energy 
is due to the choice of the reference system of fixed atoms. 

VIII.3. Some Model Calculations 

If one can calculate all terms of eq. (48) for a particular 
model and construct a ~N vs N2 / 3 plot, the graph obtained should 
asymptotically tend to the relation 

y rl N2 / 3 + B 
o 

(49) 

(rl is a shape factor), from which one can determine y and B: 
o 

Regarding the first term of (48), a semi-continuum calculation, 
including the real binding energy of an atom with its first coordi­
nation shell and. a continuum contribution of more distant atoms, 
gives for the differential binding energy of an n-atomic spherical 
cluster with close packed structure, in the case of Lennard-Jones 
(6/12) pair potential, the relation 

<l>N - <1>0 
2 K;j 13 K'+ --+v ::;.--) 
3 N 2 N4 / 3 ' 

where If! is the energy of an atomic pair, and K is a constant of 
the ordgr of unity. The integral of the difference <I> - <l>N gives 
the excess potential energy UN - Nu of the cluster.oIts surface 
being A = (TIr2/KL)N2/ 3 (r is the e~uilibrium pair distance), one 
obtains an ex~ression of ~he form 



SURFACE THERMODYNAMICS 99 

InN 
(J (J (J 1 

U - Nu = (£ - £1----- - £2 N- ) A, 
n 0 0 N2 / 3 

(50) 

where EO is the potential part of the surface free energy of the 
i8finit~ crystal. The values of the other potential energies, Ef and 
E2, are not very different from EO; the importance of the second 
and the third terms in the brackegs of (50) can then be estimated. 
The logarithmic term decreases relatively slowly; for example when 
n = 100, lnN/N 2 / 3 is still equal to 0.21 ,while N-1 = 0.01. 

Studies of the vibrational entropy variation of crystalline 
clusters by numerical calculation36on harmonic models have been 
performed for 2D and 3D lattices. Relatively simple empirical 
formulas were ontained. For example, parallelogram shaped 2D crys­
tals with hexagonal lattice containing N atoms have an excess vibra­
tional entropy (entering the second term of (48); the summation in 
the two-dimensional space is over 2N-3 movements only) equal to· 

2N-3 
L 
I 

y. 
~ 

2.65 Nl/2+ In N - 4.159, (51 a) 

which can be written also as (50), using the total length L of the 
parallelogram perimeter 

se _ InN 
(se + si--) L - const. 

k B - 0 N1/ 2 
(SIb) 

Here se is the vibrational part of the specific ledge entropy 
of a 2B-cluster of infinite size. One can notice that besides the 
differences due to different dimensionalities, the equations (50) 
and (51) $ire very similar, especially regarding the logarithmic 
terms. The constant in (sIa) comes from the size independent contri­
bution to the vibrational entropy from two of the parallelogram 
corners. Similar contributions are obtained for the potential part 
of the ledge free energy. It is interesting to compare this constant 
with the replacement free energy F for the same model. rep 

'.1( In the original work of HOOVER, HINDMARSH and HOLIANs6 the results 
for the vibrational entropy are presented in the fixed center of 
mass reference system. These results are transposed in eq. (sIa) 
to the fixed atoms reference system. 
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In the two-dimensional space, the third term of (48) should be 
written as : 

F rep 

A j/, 
r r 

- kBT l~~, 

where A is the "volume" of the two-dimensional vessel. A typical 
order 01" magnitude of F /kBT per unit "vol~e", all other parame­
ters being those of a I!f~Rnard -Jones Argon", is about 40. The 
constant B in eq. (49) which is the sum of all constant terms, is 
thus neither zero, nor an unsignificant corner energy contribution. 
It is primarily due to the replacement free energy. 

The physical reality of the above models, using continuum cal­
culations and harmonic approximation, can be contested. For this 
reason, it is interesting to look for more "natural" models. Monte­
Carlo simulation studies of small S~quid clusters, of "Lennard-
Jones Argon" at the melting point, show that a fairly good linear 
relationship of the excess free energy with N2 / 3 , as expected by 
eq. (49), seems to be achieved for clusters of only some 20 to 30 
atoms. In view of the high cost of this kind of calculations, results 
are scarS9 and it is not yet possible to assess that the fit is 
perfect. However, the very good agreement of the experimental 
slope 0 60 (49) with the value of the calculated macroscopic surface 
tension for this system shows that the capillarity approximation 
is, by a strange train of circumstances, not as bad as one could 
expect, even for cluster sizes of only few ,molecules. 

The results of the confrontation between microscopic and macros­
copic parameters can thus be summarized as follows. 

(i) The excess free energy of a small phase is proportional to 
the area of its surface in a large size range. Important corrections 
to this proportionality become necessary only when the phase approa­
ches molecular dimensions. 

(ii) The dependence of the excess free energy on cluster dimen­
sions contains a constant term which is due, primarily, to the repla­
cement of some vibrational movements by translational and rotational 
movements of the molecules building the cluster. 
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PHYSISORPTION AND CHEMISORPTION 

J.P. GASPARD 

Institut de Physique 
Universite de Liege 
B 4000 SART-TILMAN (Belgium) 

ABSTRACT 

The nature of the adatom-substrate bond is schematically dis­
cussed in the framework of simple theories. Physisorption of inert 
atoms is first considered : adsorption energy of a single ada tom 
and lateral interaction energy are calculated. 

Chemisorption bond of atoms on a covalent or a metallic sub­
strate is discussed qualitatively, A theoretical model is presented 
and some typical cases are considered. The role of lateral interac­
tions is also briefly discussed. 

I. PHYSISORPTION 

We consider physical adsorption (physisorption) separately 
from chemisorption (~here a true chemical bond is formed). Physi­
sorption is defined by the van der Waals type interaction between 
closed shell atoms (rare gases) or molecules (e.g. CH4) and the 
substrate. The energies of physisorption are of the order of 
10-2 eV, comparable to kBT at room temperature. 

Physisorption bonds are of great practical importance because 
they are dominant not only at submacroscopic level (interaction 
between colloids, powders) but also in the interaction between ma­
croscopic entities (adhesion of solids). 

There is an increasing interest during the last twenty years, 
in physisorbed layers, such as rare gases on graphite, because they 
allow studies on two dimensional (2D) condensation, and melting, 
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polymorphism, the effect of the substrate structure on the proper­
ties of the layer, as well as precise measurement of critical expo­
nents. 

From the theoretical point of view, physisorption is an ~nte­
resting situation as most of the quantities can be calculated • 

In the following two sections, a surface plasmon model is used 
to calculate the atom-metallic surface interaction energy and the 
lateral interaction energy in phisorption. 

1.1. Atom - Surface Interaction 

By analogy to the description of the van der Waals interaction 
between two closed shell atoms, (see chapter "Electronic Structure 
and Cohesion") we consider an adatom characterized by its polariza­
bility a and an oscillator frequency w such that fiw corresponds 
to the lowest energy excitations of thg atom (usuall~ taken as the 
ionization energy). 

Similarly the metallic surface is schematized by a surface 
plasmon frequency w . The electromagnetic interaction of the ada­
tom with the surfac~Pgives rise to van der Waals attractive forces 
and a corresponding energy V 

a 

fl. w a w 
V 

sp sp 
(1 ) 

a 2d 3 w + W 
o sp 

where d is the distance between the atom and the planar surface 
(Fig. 1) 

Fig. 1 : Adsorption on a flat 
surface. 

surface 

bulk 
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If the surface is curved (cylinder or sphere), the van der 
Waals interaction is reduced for geometrical reasons; conver2ely 
adsorption on a cylindrical or a spherical hole is increased 
(Fig. 2). 

20 radiusC'&" 

Fig. 2 : Adsorption energy of Ne on Al. Effect of curvature 
a) sphere; b} cylinder; c) cylindrical hole; d) spherical hole; e) 
plane. 

As a consequence, inert atoms have a stronger tendency to 
attach on the surface of large grains than on smaller ones or they 
prefer to stay on substrate indentations. Table I shows the varia­
tion of the interaction energy as a function of distanc3 r to first 
order in D/r (D is the typical dimension of the object) 

1.2. Lateral Interaction between Physisorbed atoms 

In the case of van der Waals forces, it is possible to calcu­
late the variation of the interaction between two atoms when they 
are brought near a metallic substrate. This variation is due to 
the third (and higher) order terms, as shown schematically in Fig.3. 

Generally, the interaction energy between two atoms is reduced 
by the presence of the substrate. The relative reduction depends 
on the parameters and the geometry. For two argon atoms in close 
contact on a metallic substrate, the relative reduction is about 
5 %. The reduction of the pair interaction in the presence of a 
substrate has consequences on the completion of the adsorbed mono­
layer, especially in the case of relatively small atoms (Ar). 
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Geometry 
__________________________________________ Jl~p~o:wveer Law 

Sphere + Sphere 

Sphere + Cyl' d 1n er (D/r) 5 

Sphere + ·Slab 

Sphere + Half-S .. pace 

Half-S pace + Half-S pace 

Table 1 : V . . 
first ord a:1at10n of the . er 1n D/r. 1nteraction energy with d' lstance r to 

or 

I/I! / III//; 
Second order / 

F· 19. 3 : Seco 
tions. Th nd order 

e wavy arrow 

Third order 

~direct) and . 1S the th1rd order (. . electromagnetic' lndlrect) lnteraction. 
interac-
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Apparently due to the weakening of the lateral interaction in the 
monolayer of Ar, the monolayer cannot be completely close packed. 
This has perturbing consequences when using the BET method to deter­
mine the specific surface of catalyst by adsorption of Ar. In the 
literature one finds an effective surface area of the Ar atom 
ranging from 13.7 R2 t~ 18.2 R2, presumably depending on the poro­
sity of the substrate. 

In conclusion, van der Waals interactions are interesting to 
consider, not only because they correspond to real physical situa­
tions (rare gases, inert molecules, adhesion) but because their 
inherent simplicity (relative to chemisorption) allows investiga­
tion of a series of situations of increasing complexity (effect of 
curvature, adatom interaction, sub-monolayer and multi-layer adsor­
ption, etc.). 

II. CHEMISORPTION 

Chemisorption involves the formation of a true chemical bond 
(sharing of electrons) between an atom or molecule and the substra­
te. In contrast to physical adsorption (physisorption) discussed 
in the preceeding section, the chemisorption hond energy is of 
the order or greater than 1 eV; energies of 3-4 eV are commonly 
encountered. 

It has long been believed (since Langmuir, 1918) that adsorp­
tion on solids and bonding in molecules or in solids are essential­
ly of the same nature. Chemisorption plays a central role in the 
understanding of more comple4 processes such as epitaxial growth, 
corrosion, electrolysis, catalysis, etc. One must first understand 
the chemisorption of a single atom or a simple molecule on a clean 
defined surface before proceeding to more realistic and more complex 
situations. However most progress in the field of chemisorption is 
quite recent (in the last decade). More than in many other fields 
of surface science, experiments are ahead of theory. 

The decisive progress in experiments is due primarily to the 
development of ultrahigh vacuum techniques (residual pressure ~ 

10-10 torr), that permit a reactive surface (metal, semiconductor) 
to remain clean for a period of an hour, and to the advent of surfa­
ce sensitive techniques. In addition to the techniques of determi­
nation of the surface structure (cf. chapter "The Structure of 
Clean Surfaces")4angularly resolved photoemission excited by syn­
chrotron sou~ces and the high resolution electron energy loss 
spectroscopy have both brought an impressive amount of experimen­
tal results to occur to our understanding of the chemisorption bond. 

In the following sections, we first present a relatively simple 
model describing the physics of the formation of the chemisorption 
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,bond. Examples are then given in the field of semiconductors and 
metals. Finally, a qualitative analysis of the lateral interactions 
between chemisorbed atoms is presented. 

11.1. A Model of Chemisorption 

In complicated systems, e.g. an ada tom or a molecule chemisor­
bed on a substrate of different nature, a theory derived from simple 
models allows the physics to be kept transparent. 

We summarize here the Friedel-Anderson theory gf a magnetic 
impurity in a metal transposed by EDWARDS and NEWNS to the chemi­
sorption case. The hamiltonian is 

H=H +H +Un n +Vh substr. at a+ a- s-a (3) 

The first term on the right hand side describes the properties of 
the substrate in the absence of ada tom; the second and third terms 
describe the atom, with energy level £ and correlation energy U 
(n is the number of electrons of theaadatom with spin up). The 
la~t term describes the interaction of the substrate and the adatom. 

The energy U is the effective correlation energy originating 
in the Coulomb repulsion of two electrons (with opposite spins) lo­
cated on the same orbital of the ada tom. Fig. 4 shows a picture of 
the states. In this description the parameters (specially U and V) 
are fitted to the experimental results and/or determined by compa­
rison with reference cases like molecules. 

o -----~r------­

EFt//////////////! 
su bstra t e ada tom 

Fig. 4 : Schematic picture of the energies of the adatom and the 
substrate. ~ is the work function. 

If one electron ocaupies the ada tom level, it sits at the energy 
£ , if two electrons are present they would sit at £ + U. In real 
cises with a substrate, the Fermi level can be betwe~n these two 
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energies if there is a charge transfer from the substrate to the 
ada tom • This charge tranfer is determined by the relative position 
of the substrate Fermi level E and the ada tom energy £ , and the 
value of the effective U. The Yarger the U value, the s~ller the 
charge transfer. This is a crucial point in chemisorption. In the 
hydrogen atom U is 13 eV; the presence of neighboring atoms and/or 
delocalized electrons cause a reduction of U (up to an order of 
magnitude). The U value shows how much the atom retains its atomic 
nature (U relatively unchanged) or how much it participates in the 
bulk behavior (U strongly reduced). 

Let us consider first the simplest model, the limit u=o 
(Huckel or tight binding model). If £ is within the bulk band, when 
V is gradually increased, one obser"vea an evolution from a weak 
behavior, V/W « I, to a strong coupling behavior, V/W » I, (cf. 
Fig. 5 ; W is the substrate bandwidth). 

n(E) 
VlW«1 V/WN 1 V/w»1 

E E E 

Fig. 5 : Schematic variations of the adatom density of states(--) 
when V /W is increased. Density of states of the substrate (---) 

For small values of the ada tom substrate interaction V the atomic 
level £ is weakly broadened (proportionally to V) compared to the 
band-wiath W : the adatom is weakly perturbed by the substrate. In 
this case, the Coulomb correlations playa very important role. 
When V is comparable to the bandwidth, the ada tom density of states 
has an effective width comparable to W; if V > W, two peaks usually 
appear : bonding and antibonding. Due to the larger interaction with 
the substrate, one expects a reduction of U due to the screening by 
the electrons of the substrate. When V/W is large compared to unity, 
the bonding and antibonding states split off the ~ubstrate band. 
One can describe the system as a surface molecule (the ada tom plus 
the substrate atom{s) covalently bound to it) weakly coupled to 
the rest of the substrate. 



110 J. P. GASPARD 

Most of the perturbation of the substrate due to the ada tom 
is limited to its closest neighborhood. This description leads to 
simple analytic developments in the case U=O (see e.g. ref. 6, 7). 
Quantitative differences occur depending on the position of the ada­
tom (top, bridge, centered) on the substrate, on its energy £ 

relative to the substrate band, and on the details of the sub~trate 
density of states. 

The introduction of U (the electron-electron effective Coulomb 
repUlsion on the ada tom orbital) considerably complicates the solu­
tion. Starting from a one-electron problem (U=O), the additional 
U term in the hamiltonian is a typical many-body termsand must be 
treated with the techniques of the many-body problem. One of the 
simplest treatment is the Hartree-Fock decoupling scheme. The one 
electgon level is affected by its partial occupation na with elec­
trons : 

£ + Un 
a a 

(4) 

A self consistency loop must be added in the calculation in 
order to make the Fermi levels coincide on the density of states 
of adsorbate and substrate. In case of magnetic atoms, one distin­
guishes between the spin up and spi~Odown electrons n ~nd n _. 
A ferromagnetic solution may occur. It is well kno~+ 0,9 tRat 
the Hartree-Fock approximation overestimates the charge transfer 
for H on Ni, Cu, Ti, Cr and W. 

It is out of the scope of this elementary review to descrig~ 1 
the techniques developed in chemisorption theory, in particular' J 
the local density functional formalism. Excellent review books are 
now available. 

11.2. Chemisorption on a Semiconductor Surface 

An impressive number of both experimental and theoretical stu­
dies of11~T~isorption on semiconductor surfaces has recently ap-
peared. These studies concentrated on simple semiconductor 
surfaces of elemental (Si, Ge) or compound (GaAs, InSb) semicon­
ductors and simple ada toms (H,CI,F). A one electron model with a 
rough treatment of correlations was found sufficient to interpret 
the experimental results. 

(i) H on Si surfaces. Let us consider the (111) surface of 
Si(Fig. 6). A dangling bond emerges from any surface atom, perpen­
dicular to the surface when unreconstructed. A hydrogen atom che­
misorbed on the surface forms a strong covalent bond by interaction 
of the HIs orbital and the sp3 dangling bond. Due to their small 
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size, the hydrogen atoms may saturate all the dangling bonds of the 
(III) unreconstructed surface (called the monohydride phase). The 
effects of H on the electron spectrum is clearly visible in photo­
emission (Fig. 7). 

Fig. 6 : Adsorption of H on 
Si (111). 

-15 -10 -5 
E-EvacleVI 

Fig. 7 : Photoemission ~~ectra 
of H chemisorbed on Si. The 
coverage by H increases from 1 
to 6. 

Hydrogen removes the dangling bond states from the gap and 
decreases the density of p states at the top of the valence bond~*) 
Two hydrogen peaks appear in the density of states at -4.5 eVand 
-7.0 eVas shown on Fig. 7. The states at -4.5 eV are highly loca­
lized in the Si-* band, similar to the covalent bond in silane 
SiH4 . The state at -7.0 eV is more delocalized; it may be due to a 
van Have singularity of the two dimensional cihemisorbed layer. As 
shown in Fig. 8, there is an excellent agreement between experiment 
and the theory. Essentially three types of approaches were used: 
the self-c~~sistent pseudopotential approach (SCPP) by APPELBAUM 12 
and HAMANN the empirical tight-binding (ETE) approach of PANDEY 
and calculations on small hydrogenated aggregates of Si, using me­
thods of quantum chemistry developed for the study of molecules. 

(*) The "cleaning" of the gap by saturation of the dangling bond 
orbitals with monovalent atoms is largely used now in the field 
of am~rphq~s semicond~cto:s. It gave a.decisive new i~petus in 
the f1eld. The mater1al 18 produced e1ther by glow d18charge of 
silane or by posthydrogenation of the sample. 
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There is in general an excellent agreement between theory and expe­
riment proving the validity of the one-electron approximation cer­
rected with an averaged charge tranfer. The equilibrium distance 
is found to be 1.43 K and the Si-H force constant is 0.17 a.u. 
again in good agreement (10 % error) with experimental data. This 
is not astonishing since these values are close to the correspon­
ding values for molecules containing the Si-H pair.We do not observe 
special characteristics of the Si-H covalent bond when it is close 
to a surface. 

8 n(EI 

6 

4 

2 

-16 -12 -8 -4 
E- Evac (eVI 

Fig. 8 : Ultraviolet photoemis­
sion spect~5and theoretical 
calculations for the trihydride 
phase (middle) and the monohy­
dride phase (bottom). 

Similar conclusions can be drawn for the trihydride phase of Si(111). 
Additional spectral features are observed due to neighboring hydro­
gen atoms bound to the same Si atom. 

The case of the (100) surface of Si, presenting two dangling 
bonds per atom in the unreconstructed geometry, is more controver­
sial. There is no net agreement between experiment and a theory 
based on a simple bonding geometry. It is conjectYled that a more 
complex H chemisorptive mode should be envisaged. 

(ii) Chlorine Chemisorption is somewhat different from hydro­
gen. since it has seven electrons (3s 2 3pS) and is more electronega­
tive than hydrogen; consequently the bond will be partially ionic. 
The energy level scheme is depicted in Fig. 9. 

Assuming that Cl adsorbs on top like hydrogen, one observes 
that one covalent bond is formed between the sand p chlorine or­
bital and the sp3 dangling bond, while the two p ana p orbitals 
do not interact with the dangling bond for symmetry rea~ons. There­
fo~e, after the interaction, we are left with a level scheme showing 
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four different states. Th~ p doubly degenerate level gives rise 
to a high and narrow peak in~more elaborate calculations (Fig.IO) 
still clearly showing the three satellite peaks. 

Fig. 9 : Schematic level scheme 
of Cl interactingl~th a dangling 
bond ( sp3) of Si. 

e:~I __ ....... 

ttt. E.PTT 

t. Ep.,. 

If, instead of a on site adsorption, we consider the three­
fold site adsorption (chlorine interacting with three dangling 
bonds), we still see the p~ narrow peak but no longer the lowest 
energy satellites. 

nlE) CI onSil1l1) 

I-fold 

3- fold 

-12 -8 -, 0 EleV) -12. -8. -,. 0 EleV) 

Fif~10 Calculated local densities of states17 of Cl adsorbed on 
Si 111)_ Left: on top; right: three-fold adsorption. 

Experimentally si and Ge behave differently. From the photoemission 
spectra and tJ;!.e analysis of their angular variation, it is deduced 
that Cl on Si(lll) is a on site adsorption while Cl on Ge(111) is 
a three-fold site adsorption. This is a clear demonstration of the 
intimate relations between geometry and electronic properties. 
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(iii) Chemisorption of metals on semiconductors is investiga­
ted primarily because it brings information about the formation 
of the metal-semiconductor interface (c.f. chapter "Chemisorption 
of Metals on Metals and on Semiconductors"). The calculation of 
the height of the rectifying Schottky barrier is still to be done 
from first principle. If some succes t§ ~t in some cases, a univer­
sal mechanism still to be discovered. ' 

11.3. Chemisorption on Metallic Surfaces 

There is a vast array of methods for the study of chemisorption 
on metallic surfaces especially for transition metals where the s 
and d electrons must be consider simultaneously. Because of the 
technical aspects of the methods, we do not go into the details of 
any particular technique. Some theoretical approaches are developed 
in section 111.2 of chapter "Electronic Structure and Cohesion". 
An extensive review can be found in refs. 20 and 21. One point, 
however, should be stressed; it is the necessity of making self­
consistent calculations (relatively to charge and energy) in order 
to get results compara0le with experiments. In order to illustrate 
this, Fig. II shows the difference in density of states between a 
non self-consistent and a fully self-consistent calculation for 
N adsorbed on Cu. For example, in the non self-consistent calcula­
tion the d band is so high in energy that it contains holes (Cu 
would behave like a transition metal near the surface !). 

nlE) 
Non C u 

10. 8. 6. 4. 2. 

~ 
" " " I~ ,,, 

\ II : 
\ f' : 
\1 • 
" . 
" I • I , 

I 
I , 
I 

o E (eV) 

Fig. 11 : Density of states of 
N adsorbed on Cu; self consistent 
(--) and non self c~~sistent 
(---) calculations. 

Fig. 12 shows a typical theoretical calculation compared with 
photoem~ssion spectra of various adsorbates. They show that the 
high density of surface states is removed by the chemisorption. The 
state-of-the-art is at a point where most of the simple cases of 
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adsorption on metals can be calculated using rather sophisticated 
(and expensive) computer programs. There is now a need to synthesi­
ze all the particular results and to develop simpler models that 
could be useful in the understanding of more complicated situations: 
e.g.,' larger adsorbed molecules, surface steps, amorphous surfaces. 

Recall that one aim of chemisorption studies is the understan­
ding of real industrial processes, i.e. catalysis, corrosion, elec­
trolysis, etc., particularly in the field of metals. 

Fig. 12 : Theoretical difference 
density of states (bulk-surface) 
(top) an~2experimental difference 
spectra. 

UJ 
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II.4. Lateral Interactions in Chemisorption 

-10 -5 E(eV) 

By lateral interaction we mean the interaction of two adsorbed 
entities (atoms or molecules) distant from R in the presence of the 
substrate. 

There are several mechanisms g~v~ng rise to lateral interac­
tions : (i) dipole-dipole repulsion; (ii) van der Waals attraction; 
(iii) direct interaction (orbital overlap); (iv) indirect coupling 
via the substrate electronic states; (v) indirect coupling via de­
formation of the substrate (mattress effect) or via the phonon field 
mechanism. The latter may Be either attractive or repulsive. 

(i) DipoZe-dipoZe interaction. When the ada toms and the sub­
strate atoms differ, they often produce a permanent dipole moment 
p due to the charge transfer. This affects the values of the work 
functions. The interaction of two permanent dipoles (U = p?/r 3) 
is usually small compared to other effect except when the ionicity 
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9£ the chemisorption bond is large. In most cases dipolar interac­
tion is negligible, e.g. when CO is adsorbed on Pd(lll), the adsorp­
tion energy is E ~ 0.14 kcal/mole = 6 meV, which is a negligible 
value. Alkali metals give a larger value, of the order of kaT at 
room temperature, e.g. for Na/Ni (100), E = 0.7 kcal/mole. The 
dipole-dipole interaction can then influence the geometric struc­
ture of the adlayer. 

(ii) The van der Waals lateral interaation was treated in 
section I. 1. 

(iii) Direot interaations. The direct interaction of the elec­
tronic wave functions of ada toms is of primary interest, not only 
because it is dominant in many cases (particularly at short distan­
ces) but also because it is the key to the chemical reactivity of 
atoms and molecules adsorbed on a surface (heterogeneous catalysis). 

At shorter distances compared to the diameter of the adatoms, 
direct interaction is repulsive because the electronic clouds can­
not interpenetrate. At distances of the order of the atomic diame­
ters, direct interaction is always attractive; it becomes:negligi­
ble at distances larger than a few Angstroms. The direct lateral 
interaction depends on the nature of the atoms : it is presumably 
similar to the direct interaction of the free atoms. 

(iv) Indirect eleotronic interactions. Two adsorbed atoms in­
teracts via the electronic states of the substrate. The interaction 
is usually oscillating and depends on the nature of the adsorbed 
atoms. 

For normal metals, a second order perturbation expansion­
analogous to the case of two impurities in the bulk- gives rise to 
an oscillating effective pair interaction (Fig. 13) 

(where kF is the Ferm wave vector), valid for r ~ IcF1 '" 1 R-l. 

If there is a partially filled band of surface states, the interac­
tion is less damped; r-~3instead of r-S. For transition metals, 
EINSTEIN and SCHRIEFFER have calculated the interaction energy 
on various adsorption sites. V {fer) is again an oscillating func­
tions depending on the band fir 1ng and shows a strong anisotropy. 

Whether direct or indirect interaction is dominant depends on 
the system. In the case of a bcc substrate, the direct interaction 
is dominant (and so the dimer is stable) on the (110) plane for 
nearest neighbors but for second nearest neighbors the interaction 
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is direct on the (110) plane and indirect on the (100) plane. 

Fig. 13 : Direct (---) and indirect 
(---) interaction between adsorbed 
atoms. 
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(v) Let us finally briefly mention the indirect interaction 
"mechanically" mediated by the substrate eith24 statically (mattress 
effect) or via the phonon field. LAU and KOHN have studied the 
lateral interactions due to the distortion of the substrate when 
adsorbing particles, in the continuum elasticity limit. They found 
that identical adsorbates have a tendancy to repel whilst different 
adsorbates may attract. The phonon field produces a weak (~ 10-5 
kcal/mole) attractive force varying like r-7 ; it will be always 
negligible. 

In summary, we are now able to describe in a semiquantitative 
way the interaction of two ada toms on a metallic substrate, at least 
in the asymptotic limit ( r + 00). A better understanding of the 
interaction at short distances is of crucial importance for surface 
chemical reactions (dissociation, catalytic reactions, etc.). If 
there are more than two ada toms on the surface, the question of 
additivity of the pair interaction arises. Three and four (and pos­
sibly higher) body interactions could be important in the formation 
of islands or super-structures, as shown in preliminary estimations 
in the case of physical adsorption and in tight binding model cal­
culations. 

At finite coverage, the struct:ure of the chemisorbed phase 
at a given pressure and temperature is determined by the two-dimen­
sional periodic potential of chemisorption of a single atom, and 
the interaction potential between adatoms. One is still far from 
predicting the structure of the chemisorbed phase as a function of 
the coverage and the temperature. However our understanding of two­
dimensional adsorbed phases made decisive progress in the last 
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decade specially in the field of physisorbed layers, 1 as will be 
seen in the chapter "Critical phenomena in two dimensions". 

REFERENCES 

DASH J. G. and RUVALDS J., Phase Transitions in Surface Fil-ms, 
NATO ASI 51, Plenum, New York, 1979 

2 • SCHMEITS ~ and LUCAS A.A., Progress in Surface Science (to 
appear) 

3 LANGBEIN D., in Festkorpenprobleme (Advances in Solid State 
Physics), XIII, J. Trench ed., Vieweg, Braunschweig, 1973, p.85. 

4 SMITH N.V., in Photoemission in Sol-ids; I.General- Principl-es, 
M. Cardona and L. Ley ed., Topics in Appl-ied Physics 26, Sprin-
ger Berlin 1978 -

5 IBAC~ H., in Electron spectroscopy for Surface Analysis, Topics 
in Current Physics, 4, Springer, Berlin, 1977 

6 LYO S.K. and GOMER R-:-, in Interaction on Metal- Surfaces, R. 
Gomer ed., Springer, Berlin, 1975. 

7 CYROT-LACKMANN F., DESJONQUERES M.C. and GASPARD J.P., J. Phys. 
C., §..(1973)3077 

8 EINSTEIN T.L., HERTZ J.A. and SCHRIEFFER J.R., in Theory of 
Chemisorption, J.R. Smith ed., Springer, Berlin, 1980 

9 NEWNS D.M., Phys. Rev. 178(1969) 1123 
10. ANDERSON .P.W., Phys. Rev.-124(I961)41 and EDWARDS D.M. and 

NEWNS D.M., Phys. Lett. 24A(1967)236 
11. APPELLBAUM J.A. and HAMANN D.R., in Theory of Chemisorption, 

J.R. Smith ed., Springer, Berlin, 1980 
12. PANDEY K.C., Phys. Rev. BI4(1976)1557 
13. no K.I1., SCHLUTER l1.and COHEN M.L., Phys. Rev. BI5(1977)3888 
14. PANDEY K.C., SAKURAI T. and HAGSTRUM M.D., Phys:!Rev. Lett.~ 

(1975)1728. 
15. APPELBAUM J.A., HAGSTRUM H.D., HAMANN D.R. and SAKURAI T., Surf. 

Sci. 58(1976)479 
16. LANNO~M., in El-ectronic Structure of Crystal- Defects and of 

Disordered Systems, Les Editions de Physique, Orsay, 1981 
17. SCHLUTER M., ROWE J.E., MARGARITONDO G., HO K.M. and COHEN M.L., 

Phys. Rev. Lett. 37(1976)1632 
18. MELE E.1. and JOANNOPOULOS J.D., Phys. Rev. BI7(1978) 1528 
19. SPICER W.E., LINDAU I., SKEATH P., SU C.Y. and CHYE P., Phys. 

Rev. Lett. 44(1980)420 
20. ERTL G., inlfhe Nzture of the Surface Chemical Bond, Rhodin and 

Ertl ed., North Holland, Amsterdam, 1980 
21. ARLINGHAUS F.J., GAY J.G. and SMITH J.R., in Theory of Chemisor­

ption, J.R. Smith ed., Springer, Berlin, 1980 
22. BURKSTRAND J.M., KLEINMAN G.G., TIBBETTS G.G. and TRACY J.C., 

J. Vac. Sci. Technol. 13(1976)291 
23. EINSTEIN T.L. and SCHRIEFFER J.R., Phys. Rev. B7(1973)3629 
24. LAU K.~ and KOHN W., Surf. Sci. ~(1978)69. 



CRITICAL PHENOMENA IN TWO DIMENSIONS 
PHYSICAL REALIZATIONS 

Eytan DOHANY 

Department of Electronics 
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Rehovot, Israel 

I. INTRODUCTION, OUTLINE AND APOLOGY 

THEORETICAL HODELS AND 

During the past four to five years, there has bee~_, most re-
markable surge of interest in two dimensional physics. Large 
numbers of workers were attracted to the field and significant pro­
gress was made in both our theoretical understanding and experimental 
observation of a vast range of phenomena. 

A theorist working in critical phenomena in most cases tries 
to start out by studying what may be called a mathematical model. 
The model must be simple enough to entertain the hope of being able 
to calculate some of its properties. Thus, one encounters in theo­
retical papers a zoo of seemingly unphysical models. My main fasci­
nation with the field stems from the observation that no matter 
how imaginative we are and what models we come up with, nearly al­
ways Nature has the upper hand and provides some physical realiza­
tion of even our strangest creations. This is the main point we 
emphasize and try to convey in this Chapter. In order to do so, 
we presentsin Section II a brief general introduction to critical 
phenomena, where the measured (or calculated) quantities of inte­
rest are described, critical exponents are defined, and the concept 
of universality is introduced. Also, the special role of two dimen­
sions (d = 2) is discussed, and some of the more exotic features of 
two dimensional phases and behavior are reviewed. 

. . h . 1 d 1 9-22 '11 b . In Sect10n III, var10US t eoret1ca mo e s W1 e ment10-
ned and their known properties summarized. In order to make contact 
with physical reality without introducing the necessary group theore­
tical formalism, a rather "handwaving" argument is used in SectioYt 
IV, to introduce realizations of the q = 2,3,4 state Potts models 
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in d = 2 dimensions. 

23 24 • In Section V, the symmetry arguments ' that connect m1cros-
copic models to physical systems will be P~5 ~% firmer ground, and 
a brief summary of a classification scheme ' of transitions be­
tween the liquid and commensurate solid phases of adsorbed submono­
layers will be given. We also present a brief discussion of the 
Koster1itz-Thou1ess transition and a possible physical realization 
by transition to an incommensurate structure. Section VI will dis­
cuss some methods of calculation of phase diagrams for adsorbed 
systems. 

This brings us to the Apology promised in the title of this 
brief section. Some of the most challenging, important and interes­
ting aspects of phase transitions in two dimensions will not receive 
due treatment in this Chapter, for which we apologize to the rea­
ders and the researchers working in the fie1d2 These topics include 
the details of the Koster1itz-Thou1ess theory 1 for the XY model 
and melting, as well as the ~re recent contributions to our under­
standing of these phenomena. Also, t~8 fascinating problem of the 
commensurate-incommensurate transition a were left untreated. Re­
garding the list of references, we decided to mainly reference 
review articles and/or recent work, and did not attempt to compile 
a comprehensive list that gives credit whenever it is due. 

II. BRIEF REVIEW OF CRITICAL PHENOMENA 

II 1 G 1 I d · d f'" 8 •. enera ntro uct10n an De 1n1t10ns. 

The most basic standard manifestation of a phase transition 
is the observation of an "order parameter" which vanishes in the 
disordered phase, and has a non-zero value in the ordered phase. 
In many instances, the appearance of such an order parameter cor­
responds to spontaneous breaking of some symmetry of the system. 

In order to provide a specific example, consider submonolayer 
of a noble gas, such as He or Kr, physisorbed on a uniform graphite 
substrate. The substrate provides the adsorbed atom with a triangu­
lar array of "adsorption sites". Th\ls the Hamiltonian of the adsor-. 
bed system has the symmetry G = P6mm of the substrate. In the high 
temperature (disordered) phase the adsorbate+forms a gas (or liquid) 
phase with the same symmetry. Denoting by n(r) the occupation of 

. + s1te r, 

+ 
+ . r occup1ed; 

n(r) 
+ o r empty; 

the thermal average <n(!» 
+ 

no' independent or r. Thus a 
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diffraction experiment will reveal Bragg peaks at the same posi­
tions as those of the substrate. However, as temperature is lowe­
red below a critical value T , the adsorbate forms a superlattice 
of periodicity 13 times thatCof the substrate. That is, 1/3 of the 
equivalent adsorption sites is occupied with higher probability 
than the remaining 2/.3; the symmetry of the adsorbed system is 
lowered, i.e. spontane2~ly broken. In a diffraction experi~nt 
new lines will appear, at the reciprocal lattice vector K of 

• . + 
the superlatt1ce. Denot1ng by q the momentum transfer to the scat-
tered beam (x-rays, neutrons or electrons), the intensity I(q) is 
given by 

I(q) = 4 exp[{q.(~ - ~')J < n(~)n(~'» 
v rr' 

which can be expressed as 

+ - + Bragg + 
I(q) = G(q) + I (q), 

where the intensity of the Bragg peaks is 

The order parameter associated with this transition is 

1jJ ~ exp[iR·~ < n(r) >. 
r 

For T < Tc' we have 

where 

The diffuse scattering part is given by 

- + 
G(q) 

+ 
on(r) 

[ 0+ (+ +] + + E exp 1q· r - r') < on(r)on(r') >, 
.v -;:;:, 

+ + 
n(r) - <n(r» • 
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A + 
If w~ obs~rve G(q,T) (the tempe~atu~e dependence enters thrOUjh 
<o~(r)on(r'» ; see below), at q = K, we find (for 1 (T-T )/T «I) 
G(K,T) ~ IT-Tcl-Y+ On the ~t~er(2an~, keeping the temper~tur~ fixed 
at Tc' we have G(q,Tc) ~ Iq~l- ~ . 

A + 
Note that G(ql is the Fourier transform of the correlation 

function <fu(~)on(r'» , which measures the extent+to which density 
fluctuations (away from the equilibrium value) at rand r' are cor­
related. 

In ordinary phases of matter the correlation between fluctua­
tions decays exponentially on a scale determined by the correla­
tion length ~ ; 

G (R) ~ exp [ -R/ sJ for R +"" 

However as T + T , s diverges; 
c 

S 'V IT - T I_v 
c' 

R 

so that at the cirtical point itself 
slower than exponential. In fact, at 
caUy 

G(R,T ) ~ I/Rd- 2+n 
c 

1+ +'1 r - r . 

the decay of correlations is 
T = T , G(R) decays algebrai­

c 

In ordinary (three dimensional) systems, this type of slow delay 
occurs only at isolated critical points. 

Finally, there is a singularity associated with the specific 
heat as well, which behaves near the critical temperature as 

C'V IT -T I-Ct. 
c 

The critical behavior of a system is characterized by the nu­
merical values of the critical exponents a,S,y,v,n. Much effort 
has been and is currently being invested in their calculation and 
measurement. There are two reasons for this. One is that various 
scaling laws impose relations between the critical exponents, and 
accurate determination of their values throws light on the validity 
of these laws. The second reason is the so-called "universality" 
of critical exponents. Critical phenomena are observed in a wide 
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variety of systems, including order-disorder, structural ferro and 
antiferromagnetic transitions, the liquid-gas transition, phase 
separation in binary liquid mixtures, the transition to the super-
fl uid s ta te of He, and more. Since T ranges from '" I oK to '" 10 3K, 
and since the systems are so differe~t, one expects the physical 
mechanisms that govern these transitions to differ widely. Never­
theless, the critical exponents fall into a relatively small number 
of "universality classes". According to our present day understan­
ding of these phenomena, the universality class to which a physical 
system (or a theoretical model) belongs is determined by its spa­
tial dimensionality d, the symmetry (and symmetry breaking) asso­
ciated with the transition, and the range of the underlying forces. 
As we will deal only with models and systems with short range forces, 
no further mention of the effect of long range (such as dipolar) 
forces will be made. The effects of dimensionality and symmetry on 
critical behavior are quite spectacular. For dimensions d > 4, the 
exponents are classical, i.e. those predicted by mean field theory. 
Mean field theory neglects the effects of fluctuations, which be­
come more important as d decreases below d = 4. Thus, differences 
between the values of exponents for different universality classes 
(determined by differing symmetries -see below) are rather small 
in d = 3; however, in two dimensions a much ~ider variation of 
exponents is predicted. This renders two dimensional critical sys­
tems an extremely sensitive tool in our investigations of univer­
sality. For example, while in d = 3 for a wide range of symmetries, 
the specific heat exponent a varies, between - 0.1 and + 0.1, in 
d = 2 exponent variation between a < 0 and 2/3 (or even up to 
a = I) are expected. Furthermore, in d = 2 there exist theoretical 
models (and physical systems) for which a continuous variation of 
exponents is expected. I believe that experimental observation of 
such non-universal behavior will be limited to d = 2. A perhaps 
even more striking manifestation of the fluctuation dominated aspect 
of the two dimensional world is the existence of new3 "critical 
phases" of matter. In these phases there is no long range order3 

and the entire low temperature phase behaves like more standard 
systems at their critical point ! Having, I hope, conveyed the 
special role played by d = 2 in studies of critical phenomena, we 
can turn to more concrete statements concerning specific models and 
physical systems. 

III. THEORETICAL MODELS 

111.1. The Ising Mode1 9 

Denote by r, r', 
ciate a variable S 

r 
by 

H - l: 
r,r' 

the sites of a lattice; with each site asso­
± 1. The Hamiltonian of the system is given 
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where J ,is the coupling constant of interaction between sites 
rand rtrand H is the strenght of the applied (e.g. magnetic) field. 
The free energy F is a function of the temperature T and of the 
field strenght H : 

where 

Z = E" exp[-H(S)/kBT] 
{ S} 

is the partition sum over all S states of the system. The model 
(for neares neighbor interactions only) was solved byONSAGER; the 
specific heat diverges logarithmically (a = 0); other exponents are 
S = 1/8, Y = 7/4, v = 1, n = 1/4. These exponents characterize the 
critical behavior of a ferromagnetic Ising model on any two dimen­
sional lattice. 

111.2. Lattice-Gas Models 

Consider the example of He physisorbed on graphite. The adsor­
ption sites form a triangular lattice. When two sites, r and r', 
are occupied, (i.e. n = n , = 1) the two atoms that occupy them 
interact via a Lennara-Jon~s type pair potential v(lr - r' I). Ne­
glecting three-body interactions, the Hamiltonian is given by 

H = I:, v ( 1 r - r' I) n n , -]..II: n ,. rr r r r r 

In the second term ]..I represents the chemical potential that controls 
the density of adsorbed atoms. Using the transformation 

The Hamiltonian takes the Ising form 

H I: 
rr' 

1 
-4 vCr - r')S S , -]..I I:S . r r r r 

Since the distance between two nearest neighbor adsorption sites 
is less than the "hard core diameter" of a He atom, the nearest 
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neighbor interaction is strongly repulsive; the next nearest neigh­
Qor interaction is weakly attractive (further neighbor interac­
tions are neglected in most calculations). This model is expressed 
in terms of Ising variables, and one may be tempted to conclude 
that the transition is in the same universality class as the ferro­
magnetic Ising model. This, however, is not the case. Taking the 
nearest neighbor repulsion to be infinite, and all other interac­
tions zroo, the model becomes the hard hexagon model,_solved by 
BAXTER. It has a phase transition as a function of ~; the criti-' 
cal exponents are a = 1/9, a = 1/3 (other exponents can be obtained 
from scaling relations). 

111.3. Potts Models ll 

Assign to each site of a lattice an integer valued variable 
S 1,2, ••. q. The Hamiltonian of the q-state Potts model is given 
b§ 

H - K E, 8(S,S ,), <rr > r r 

where <rr'> denotes a nearest neighbor pair of sites, and 8(S,S') 
is the Kroneker delta function. In order to gain an intuitive geo­
metrical interpretation of the+model; consider the cases q = 2,3,4; 
at each site we have a vector S that can point into one of ~di~ec­
tions, and nearest neighbors interact via the "standard" - J S 'S ' 
interaction. The assignments for q = 2,3,4 are given in Fig. I: r 
Note t?~t for q = 2 the Potts model is nothing but the Ising model. 
BAXTER has shown that for q ~ 4 these models have a continuous 
transition (in d = 2), while for q > 4 the transiti~y t~ first order. 
The exponents of the model are believed to be known' and are 
summarized in Table I. Note the promised wide variations of expo­
nents. It is interesting to note that the exponents of the 3-state 
Potts model are identical to the exponents of the hard hexagon mo­
del; this fact is one of the strongest proofs of the statements 
concerning universality on which this Chapter is based. 

111.4. N-State Clock Models 

. Assign to each site a vector S that lies in a plane, and can 
point in one of N directions, at anile 

e r 2'1TIl /N r n 
r 

1,2, ... N 

with respect to some reference axis. Two neighboring vectors 
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Table 1 : Potts exponents; note the wide variation of a with q. 
The "unphysical" value q = 1 is related to the percolation problem. 

q 2 3 4 

-2/3 o 1/3 2/3 

B 5/36 1/8 1/9 1/12 

q=2 q=3 q=4 

Fig. 1 : Vector representatio~ of q-state Potts models; to each 
site i of a lattice a vector S. is assigned, which can point in 

.. ..l ... 
~ne of the+q lndlcated dlrectlon. The nearest nelghbor lnteractlon 
lS - J S.·S .. 

l J 
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interact via a potential vee - e ,); one of the most commonly used 
r r forms is 

For N = 2 this is again the Ising model; for N = 3, the 3-state 
Potts model. For large enough values of N (i.e. N > N )14and a 
specific form of the interaction Vee), ELITZUR et. al~. have 
shown that the model has a disordered high temperature phase, a 
low temperature phase with conventional long range order, and an 
inte~mediate phase, in which correlations dTgay algebracially 
(G(r) ~ r-n). There is very strong evidence that N = 4. At this 
special value, the Z(4) model has quite unique prope~ties; it has 
a single transition from a disordered to an ordered phase; however, 
the exponents that characterize this trtgsition are non-universal 
and vary continuously with a parameter. This parameter is the 
relative "energetic cost" of opening an angle of Tf/2 or Tf between 
two nearest neighbors. 

111.5. Ashkin-Teller and 8-Vertex Models 

The Z(4) model can be represented in terms of two Ising spins 
associated with each site; s , T • In terms of these variables, the 
Hamiltonian of the Z(4) modef tafes the form 

i.e. two Ising models coupled by four-spin interactions. This is 
the Ashkin-Teller model. This model, however, is closely related 
to a different model, where two Ising.models are again coupled via 
a four spin term; but now the two Ising models are on two different, 
interpenetrating square lattices, and the four-spin interactions 
couple the spins at the corners of basic squares of the combined 
lattice (see Fig. 2). This is the Ising-spin ref7esentation of the 
8~ertex model, for which BAXTER has calculated the variation of 
the exponent a with A(for fixed J). It is through various exact 
and conjectured relations between this exactly solved model and 
the q-stateI30r~s model that our knowledge of the Potts exponents 
came about. ' 

111.6. The XY and Heisenberg Models 

All the models mentioned so far have a common underlying fea­
ture; their Hamiltonians are invariant under some disc~ete symmetry 
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operations (such as Z(N) for the clock models, S(q) for the Potts 
models, etc). Also, all the models did have a low temperature phase 
with conventional long range order. 

Fig. 2 : Ising-spin representa­
tion of the 8-vertex model : 
dots represent s., open circles 
T. variables. Th~ s. variables 
.1t t' 1. 1 ln erac Vla coup lngs represen-
ted by solid lines; the T.T. 
interactions are representea by 
broken lines. Four spin terms 
couple the variables S.S.TlT 

1.1 e at the corners of all squares 
such as the shaded one. 

This is not the case when the underlying symmetry is continu­
ous; in that case, in d = 2 long range order i'Scompletely destro­
yed by fluctuations at any finite temperature. Two such models 
with continuous symmetry are the Heisenberg and+XY models. Both 
are defined in t~rm~ of a unit vector variable S associated with 
each site, and -S ·S , nearest neighbor interactIons. However, in 
the Heisenberg moaelrthe spin S can point in any direction in three 
(spin) dimensions, while it is confined l9o a plane in the XY model. 
The Heisenberg model has no transition; at all finite T correla­
tions decay exponentially. The XY model, however does have a (f,n­
sition; below a certain temperature correlations decay as r-n 
with a temperature dependent exponent ! This new phase of matter 
is sometimes called "massless". Al though t~o existence of a tran­
sition was known from earlier series work, understanding of its 
nature em~1ged only from the pioneering work of KOSTERLITZ and 
THOULESS. We will come back and sketch some of the essential 
points of their treatment at the end of Section V. 

At this point we only mention that as the Kosterlitz-Thouless 
temperature TKT is approached from above, the correlation length 
diverges as 

and the specific heat has only an essential singularity at TK ' 
i.e. it is completely smooth as the temperature goes through the 
transition. The exponent n(T) takes the universal value 1/4 at the 
transition. 
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111.7. Solid-Dn-Solid (SOS) and Gaussian Models 

There exists an exact ("duality") transformation 15 that maps 
the XY model onto an SOS model. This model is defined in terms of 
an integer valued variable h = 0, ±I, ±2, ... associated with each 
site; neighboring sites intefact via a "potential" V(h - h .). 
The form r r 

V (h - h ,) = K I h - h ,I r r r r 

is the linear SOS model and describes the interface ene2~y between 
coexisting (three dimensional) solid and liquid phases. The phase 
transition of the XY model translates in this context to the "roughe­
ning transition" of such an interface. The interface, which is 
smooth at low temperatures, becomes rough above TKT ; the rough phase 
of the SOS model corresponds to the "massless" phase of the XY mo­
del. 

When the interaction between nearest neighbor columns is qua­
dratic, 

V(h - h ,) = K(h - h ,)2, 
r r r r 

one obtains the "discrete Gaussian" model. If we now take this model 
and relax the restriction that forces the h variables to take in­
teger values only, and instead allow any cofttinuous value -=<h <00, 
one obtains the trivially soluble Gaussian model, whose partitIon 
sum is given by Gaussian integrals, and for which the correlation 
function 

15 
can be calculated. Note that for the Gaussian model the correla-
tion function decays algebraically at all temperatures. 

IV. PHYSICAL REALIZATIONS; INTUITIVE ARGUMENTS 

To demonstrate physical realizations of some models, consider 
the order-disorder transition of He (or Kr) on graphite at approxi­
mately 1/3 coverage. At low T, the adsorbate occupies preferentially 
one out of three equivalent sublattices (see Fig. 3a). Thus the 
symmetry breaking associated with this transition singles out one 
of three completely equivalent ordered states. Now this is precisely 
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the symmetry associated with the 3-state Potts model; therefore 
these order-disorder transitions to the 13 x 13 strucz~re are ex­
pected to be in the 3-state Potts universality class. Since the 
specific heat exponent shows the largest variation going from one 
universality class to another, thermal measurements are a natural 
candidate to chl)5k this P31diction. Indeed, the measured values of 
a, ranging from Ig.t~ to 0.36, are quite consistent with the 
theoretical value • of 1/3. . 

Next, we turn to a realization of the Ising model. Consider 
again the graphite substrate, but this time preplated with Kr, 
which forms an ordered ~x I3istructure. For temperatures in the 
10 K range, the Kr monolayer, which orders at ~ 100oK, can be con­
sidered as inert. Now the same amount of He is introduced into the 
system, and an order-disorder transition takes place as the He 
orders on top of the Kr layer. The triangular lattice of Kr atoms 
provides a honeycomb array of adsorption sites for the He atoms. 
He can order now into the same lattice as it did before on bare 
graphite; however, this ordering will cause preferential occupation 
of one out of two equivalent sets of (honeycomb) adsorption sites 
(see Fig. 3b). 

Fig. 3 : (a). Adsorption sites on graphite, He (or Kr) will order 
in one of three equivalent structures, with either the A,B or C 
sUblattices occupied preferentially. (b) The 1:3 x 1:3 structure of 
Kr on graphite provides a honeycomb array of adsorption sites for 
He, which orders as indicated. 
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Thus, the symmetry associated with this trans~5ion indicates that 
it should be in t~o Ising universality class. Indeed, in a beau­
tiful experiment, VILCHES and his group have found a logarithmi­
cally divergent specific heat peak for this transition, in full 
support of the picture of universality as determined on the basis 
of symmetry. Finally, turning to the 4-state.Potts model; consider 
a submonolayer that orders into 2 x 2 structure indicated in Fig. 
4, on a triangular array of adsorption sites. Evidently, this su­
perlattice structure involves preferential occupation of one of 
four equivalent sublattices, and the transition turns out to have 
the symmetry of the 4-state Potts model. This is so since the sym­
metry operations that take sublattice A, say, into either one of 
B,C,or D are equivalent. A quite extensively studied physical sys­
tem that has this transition is 32 on the (111) face of Ni. For this 
system exponents were measured, and their values are not in agree­
ment with those of the 4-state Potts model. This discrepancy is 
still not fully resolved, although a plausible explanation bas3~ 
on slow crossover from Ising-like behavior was recently given. 

Fig. 4 : The 2 x 2 structure, 
which is reached by a 4-state Potts 
transition,is obtained by preferen­
tial occupation of one of four 
equivalent sublattices A,B,C or D 
of adsorption sites. 

V. ORDER-DISORDER TRANSITIONS AND THEIR CLASSIFICATION25 ,26 

We have seen that certain physical systems provide realizations 
of the q = 2,3,4 state Potts models; however, the arguments suppor­
ting this statement were intuitive. In this section we will first 
present a systematic method of establishing the correspondence 
between a transition observed in some physical system and the beha­
vior of some theoretical model. We will concentrate on transitions 
from the disordered to commensurate phases. In such a transition, 
a diffraction experiment will reveal Bragg peaks associated with 
a superlattice,whose intensity increases from zero as the tempera­
tur~ decreases below some T ; however, the position of the peaks 
(in k-apace) remains fixed tat least for a finite range of tempera­
tures). In order to determine the universality class of the transi­
tion, one must know the symmetry group G of the disordered phase, 
i.e. that of the substrate, and the (low2r) symmetry G of the 
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ordered phase, its structure of diffraction pattern. In a conti­
nuous transition, sufficiently close to Tc. the dominant diffrac­
tion peaks occur at a set of wavevectors k~ that belong to one 
irreducible representation of G • That is, peaks associated with 
other representations may also ~ppear but their intensity goes to 
zero, as T is approached, with a higher power than that of the 
dominant p~aks. The occurence of these Bragg~eaks means that in 
the ordered phase the adsorbate density, <n(r», contains non-

'" ik. -; 
van~sh~ng Four~er components e J' • The corresponding order para-

.-+ -+ 
me ter is ljiit. Ee _~kj' r <n(-;) > f. O. 

J r 

Next, we identify the number of components of the order para­
meter as the number of independent functions in our irreducible 
representation. 

-+ 
Note that two k vectors, that differ by a reciprocal lattice vec-
tor of G , are not independent. Finally, we construct all possible 
second, ~hird, fourth, etc. order invariants of G from the func­
tions ljik" These invariants constitute the so-ca~~e24Landau­
GinzburglWilson (LGW) Hamiltonian of our system. ' If this has 
the same form as the LGW Hamiltonian of some known model, we iden­
tify the universality class of our physical system with that of 
the model. 

To demonstrate this procedure, consider the 13 x /3 structure 
of Kr on graphite. The symmetry group of the substrate is P6mm : 
the reciprocal lattice and the first Brillouin zone are shown on 
Fig. 5. Below T new Bragg peaks appear at the indicated positions -+ -+.c •• • kJ , k2 • These ~ndeed belong to an ~rreduc~ble representat~~n of G . 
Tfiis representation is two dimensional; the six indicated k-vecto~s 
split into two groups of three; any two vectors within each group 
differ by some original reciprocal lattice vector. Thus we have 
a two component order parameter : ljik and ljik • 

1 2 

There is one second order invariant, ljik ~k; one third order 
1 2 

3 
invariant, ljik + 

1 
ljik 3, and one fourth order invariant 

2 
It is convenient to work with real functions, so denote 

since k2 = - k we have 
1 ' 

x - iy. 

2 
(ljik ljik ) • 

1 2 
ljik = x + iy; 

1 
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Fig. 5 : The first Brillouen zone 
of the-Eraphite substrate. The 
~x 13 density modulation is a 
linear+co~bination of + 
exp [ik1'r] and e~ [ik .;]. Of 
the six indicated k vectors, only 
two are in~ep~ndent;+any two of . 
the three lndlcated kl vectors dlf­
fer by a graphite reclprocal lat­
tice vector. 

~I 
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~I 
.r----,.. 

M----lf.--.... ~ 2 

k, 

I~ termszof xzand ~ ~he invariants take the form xZ + yZ, 
x - 3xy , (x + y) • Note th~t in the (x-y) plane, the third 
order invariant has the form p cos38, this three-fold breaking of 
rotational symmetry is precisely what is obtained when ~~e LGW 
Hamiltonian for the 3-state Potts model is constructed. 

It is of interest to determine which other universality classes 
may be realized in order-disorder transitions. This task is facili­
tated by restricting our attention to transitions to commensurate 
phases, with fixed periodicity. The Landau-Ginzburg theory severely 
restricts the k vectors that do not vary with temperature; only 
those representations, for which the "Lifshitz condition" is s~tis­
fied can playa role. In essence, this condition requires the k 
vector to be at a point of high symmetry of the Brillouin zone. 
Thus one can go through the two dimensional space groups, identify 
the k vectors for which the condition is satisfied, determine the 
representation, and construct the LGW Hamiltonian characteristic 
of the transition. Rather than going through this classification 
scheme, we present various superlattice structures that provide. 
physical realizations of theoretical models that were discussed 
detailed classification schemes can be found in the literature. 
(ref. Z5,Z6,3I,35) 

Ising ModeZ : The three ordered states indicated (Fig. 6a) on 
a rectangular array (PZmm) (as provided by a (110) face of a simple 
cubic crystal) are the only commensurate structures for which the 
Lifshitz condition is satisfied. Transitions to all three are 
Ising-like. Transition to the indicated (Fig. 6b) structure on a 
centered rectangular array «110) face of bcc) will also be Ising~ 
like, as well as the structure indicated (Fig. 6c) on the (P4mm) 
square array, and the one' shown for the honeycomb array (Fig. 6d). 

The Z (4) ModeZ : The structure shown (Fig. 7a) on the centered 
rectangular array belongs to the Z(4) class. This structure was 
observed for 0 on W(lIO). Also, the structure shown (Fig. 7b) for 
the square lattice belongs to this "non universal" universality 
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class. One hopes to find a sequence of physisorbed systems, such 
as noble gases on MgO (100), that would reveal variation of the 
specific heat exponent a, thereby providing a most striking confir­
mation of our notions about universality and our understanding of 
2D critical phenomena. 

• • • • • • • Fig. 6 : Superlattice structures 
• • • reached by Ising transitions on 

• • • • • • • (a) rectangular (b) centered 
• • • rectangular (c) square and (d) 

b honeycomb arrays of adsorption 

• • • · • · sites. Heavy dots ~enote prefe-

• • · • . • rentially occupied sites. 

• • • · • . 
• • · • • c 

• • · · • • • • • · · · • • • • • • · • • • • • · a • • 
d 

• • • • • • • • • • • • • • • • 
• • 

• • • • • • • • • • • • • • • • 

a b 

Fig. 7 : Superlattice structures reached by transitions in the z(4) 
or Ashkin-Teller universality class, on (a) centered rectangular 
and (b) square array of adsorption sites. 
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The 33 4 State Potts Models : The transition to the h x h 
structure of Fig. 3a provides a realization of the 3-state Potts 
model. The 2 x 2 structure of Fig. 4 is in the 4-state Potts uni­
versality class, as well as the (2 x 2) structure on a honeycomb 
array of adsorption sites, shown on Fig. 8 . 

• • • • • • Fig. 8 Structure reached by a • : 
transition in the universality • • • • 
class of the ~ = 4 state Potts • • • • • model. • • • • • 

• • • • • • 
• • • • • • 

• • • • • 

• • • • • • • • 

The XY Model : The most extensively studied realizati~n of 
the XY model is the transition to a superfluid state of He films. 
For a different realization of the XY model, presented by some 
theoretical models and, possibly, experimental systems, consider 
an order-disorder type transition on a rectangular lattice; charac-

. -+ • • terlzed by the k-vectors shown ln Flg. 9a. 

op 

rvv · 
0000000 

a b 

Fig. 9 ~ (a) An incommensurate density modulation, characterized 
by the k vectors indicated. (b) The density modulation is const. 
in the x direction and varies sinusoidaly in the y direction. Dots 
indicate positions of the adsorption sites. 
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These k-vectors correspond to an incommensurate structure (density 
wave), r.e., a sinusoidal density variation in one direction (see. 
Fig. 9b). Such an ordered phase is predicted for some lattice gas 
models with comP35ing nearest and next nearest neighbor interactions 
in one direction and may occur as well in some chemisorbed sys­
tem or surface reconstruction transition. The order parameter is a 
two component object, 1/!k' 1/! -k' and since k is incommensurate, no 
anisotropic invariants can appear. The only terms in the LGW Hamil­
tonian will be (1/!k 1/!_k)n, wh~ch, ~n terms of the real and imaginary 
parts of 1/!k have ~he rorm (x + y )n. Thus the transition to this 
structure 1S in the XY universality class. We will return to this 
transition latezi first a very brief review of the Kosterlitz­
Thouless theory of the XY model is given. 

KosterZits-PhouZess Theory of the XY ModeZ 
of the XY model is given by 

Z xy 

211" 
f ~d0r exp [k~ L cos (0 
o <rr'> r 

The partition sum 

Now consider a low-temperature approximation for Z. At low enough 
temperatures, neighboring angles will not vary much, 0 ~ 0 ,. 
We may expect only those configuration for which this Ipproiimation 
holds to have a significant contribution to Z. Thus we approximate 

cos (0 - 0 ) ~ 1 - l(0 - 0 ) 2 
r r' 2 r r 

and also change the integration limits from [0,211"J to [-00, +ooJ. 
With these changes we obtain the partition sum of the Gaussian mo­
del (at low temperature) : 

Zxy ~ ZGaussian' 

This is a trivially soluble model; in particular, correlations 
decay algebraically for all T; 

<cos(0 - 0 » rv R-n(T) . 
r r+R 

However, at sufficiently high temperatures, the correlation function 
of the XY model decays exponentially; therefore above some tempera­
ture the XY model is no longer approximated in a satisfactory manner 
by the Gaussian model. To estimate the temperature above which the 
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Gaussian approximation "breaks down",one looks for configurations 
which may be of importance in evaluating Z ,but which are not 
given the proper weight when the Gaussian ipproximation is used. 
KOSTERLITZ and THOULESS identified such configurations; they are 
vortices (see Fig. 10) . 

~, "- \ ~ I jI ~ " ~ ~ , 
" 

"- , , ! Jf .,# /If Jf ! , 
" ~ 

~ ~ " jI ,# ...-JII' .... ..# Jf , ..... ""-

.- #" ,; '-. ..... -.. -. ...... " / k'" ¥ 

¥ ,! ~ " .. 
, --.. " \ ~ II' ¥ ,. ,I t ~ \ ~ " '\ ~ t I ,I 

a b 

Fig. 1 0 (a) vortex, (b) antivortex excitations of the KY model. 

The main point is that by going to the Gaussian approximation, the 
periodic nature of the interaction cos(e - e ,) was lost; a vortex 
of size L has an energy E ~ L when the Gaussian approximation is 
used, while with the prop¥r XY interaction 

E ~ ~J ln (L/a ), 
v 0 

where a is a characteristic core radius. 
o 

The entropy associated with such a vortex is 

and the contribution of such a vortex to the free energy is 

F = E - TS 
v v 
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Obviously, at T > T T = TIJ/2k , vortices of unlimited size should 
contribute to Z . ~~nce in tHe Gaussian approximation E ~ L, 
such vortices af~ suppressed at all temperatures I Indee~ KOSTER­
LITZ and THOULESS have shown that for T < TKT , the XY model is 
properly described by a Gaussian approximat~on; vortices appear 
only in bound vortex-anti vortex pairs and correlations decay alge­
braically. For T > TKT the pairs start to dissociate, which results 
in an exponential decay of correlations. 

Returning now to our one dimensional incommensurate density 
modulation (Fig. 9) we recall that the transition to this structure 
was predicted, on the basis of symmetry, to be in the XY universali­
ty class. If so, a natural question is the following: since vor­
tices playa central role in the transition of the XY model, what 
are the vortices of our incommensurate structure ? 

To answer this question, note that the one dimensional density 
~dulation characteristic of the ordered phase associated with 
±k of Fig. ga, can be written as 

<n(x,y» cos [ky + 8(x,y)}. 

For 8(x,y) = const. one obtains a simple translation of the density 
modulation along the y axis. Obviously, for e = 2 the structure 
goes back to its form at e = O. If we represent a structure with 
modulated density by drawing the regions of high density as shaded 
thick lines, the configuration of Fig. 11 is easily interpreted as 
"a vortex in terms of the (space dependent) phase angle e, 

Fig. 11 : A vortex of the phase 
with sinusoidal density modula­
tion. 

1T 31T 
which varies through the sequence of values (0,-, TI, 2' 2TI) as 
we go clockwise aroung point 0 (the vortex "core~). Thus we see 
that identification of a transition on the basis of symmetry is sup­
ported even to the extent that the relevant topological excitations 
of the appropriate model can be easily identified. 
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VI. SUMMARY AND DISCUSSION 

Classification of continuous transitions on the basis of sym­
metry arguments has proved a most useful to'ol to establish relations 
between theoretical models, as well as between these models and 
experimental systems. We believe that the relevance of symmetry and 
the concept of LGW Hamiltonians to transitions in two dimensions 
has been firmly established. It is important to note that arguments 
presented in this Chapter bear only on the universal aspects of the 
transitions that were discussed. Other features, such as detailed 
quantitative phase diagrams and thermodynamic functions cannot be 
derived by simple symmetry considerations. In order to obtain such 
(most important) information, calculations on specific (and possi­
bly realistic) models are essential. 

Two main calculational techniques have been tested and found 
to be quite successful w~7n compared with experiments. These are 
Monte Ca3~o calculations and position-space Renormalization Group 
methods. A third technique, which seems. to be most promising, is 
the tralj§fer matrix or "phenomenological Renormalization Group" 
method. The interested reader is referred to the literature for 
details. 
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ABSTRACT 
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Centre de Recherche sur les Mecanismes de la Croissance 
Cristalline; Campus Luminy, 
13288 Marseille Cedex 9, France. 

So called simple substances are those for which the molecules 
can be considered as having spherical symmetry. The internal energy 
is made up of the sum of the interaction energies of all the pairs 
formed by the molecules. The interaction potential follows some 
simple analytic law. 

The structure and thermodynamic properties of the simple li­
quids are now relatively well known, as a number of techniques 
have been developed to study these problems. 

The difficulties in the case of the crystal-melt interface are 
related to the presence of the liquid phase. The application of 
the methods developped for the case of the bulk liquids , 

i) dense randon packing of hard spheres (Bernal model) 

ii) Monte-Carlo or Molecular Dynamics simulations, 

iii) Perturbation theories, 

give information concerning the structure and thermodynamics of 
the crystal-melt interface such as : 

i) density profile 

ii) interfacial specific free energy 
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iii) structure of the liquid in the neighborhood of the crystal 
face. 

The case of the crystal-glass and liquid-vapour interfaces 
is considered in the same way. 

I. INTRODUCTION 

1.1. The Problem 

Growth from the melt is the most common method for preparation 
of crystals. Since the properties of the final product depend on 
mechanisms which occur at the interface, it is not surprising that 
a great deal of attention has been given to the thermodynamic pro­
perties of the interface between the crystal and the liquid. 

The thermodynamic quantity which is characteristic of this two 
phase system is the specific interfacial free energy, i.e. the 
work necessary to create an interface with area unity, or to extend 
an existing interface by the same amount. 

The most well-known studies aiming to determine the interfacial 
free energy between a crystal and its melt were nucleation expe­
riments in a dispersed liquid by TURNBULL. The result was that 
for most metals, the interfacial free energy is proportional to the 
heat of fusion. 2his is in good agreement with a calculation pro­
posed by SKAPSKI , based on considerations about the environment 
of the molecules near the interface. However, the treatment of 
SKAPSKI includes the hypothesis that the structure of the liquid 
is not modified by the presence of the crystal surface. This assum­
ption is hardly justified. Moreover, SKAPSKI implicitly assumes 
perfect wetting of the crystal by the melt. However, a few cases 
are known of p~or wett!ng of thescrystals bY6their melt; for metals 
like platinum, cadmium ,bismuth or gallium. 

From these experimental facts, we can conclude that the crys­
tal-melt interface cannot be treated by such simple assumptions. 
The structure of the liquid is perturbed at the interface by the 
presence of the crystal, and this affects the thermodynamic pro­
perties of· the system. The first problem to be resolved is deter­
mination of the structural characteristics of the interface. These 
can then be used for the calculation of thermodynamic quantities. 

The problems arise mainly from the presence of the liquid, 
for .which a satisfactory theory does not yet exist. The liquid 
represents a state intermediate between the gas and the crystal, 
so that advantage cannot De taken from three dimensional periodi­
city, as' can for the crystals, and, due to the relatively high 
density, the interactions between molecules cannot be neglected even 
in firs·t approximat:Lon, as can· be done for gases. 
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This chapter is devoted to a presentation of the theoretical 
works dealing with the structure and thermodynamic properties of 
the crystal-melt interface. To a large extent, they follow the 
basic approaches which have been successfully applied to studies of 
bulk liquids. 

As a simplification, we shall limit our investigations to 
simple substances, which are composed of spherical monoatomic mo­
lecules. The most common example is that of the rare gases. For 
these substances, the internal energy is made up of the contribu­
tions of all the pairs formed by the molecules taken two @y two 
(triplet and higher contributions are neglected as well as the 
effects of the electrons). The pair interaction is assumed to follow 
some simple law, which gives strong short range repulsion and 
attraction at intermediate range between the molecules. 

The simplest potential which exhibits that kind of behavior 
is the hard sphere potential, although an attractive part is mis­
sing and should be taken into account in another manner. The most 
used "realistic" intermolecular potential is the Lennard-Jones(6-12) 
potential : 

[CJ 12 06 
u(r) = 4 £ (-) - (-) ] 

r r 
(I) 

where r is the distance between two molecules, £ the energy well 
depth and a the separation at which u(r) = o. 

The Lennard-Jones potential is a particularly good represen­
tation of the interactions between pairs of rare gas atoms. Its 
simple analytic form makes it ideal for computer simulations. 

The principle of corresponding states tells us that two sub­
stances with the same potential law (for instance the Lennard-Jones 
potential), but with different constants (£,0) will have the same 
physical properties if they are expressed in reduced units, cal­
culated as follows : 

reduced temperature T* kBT/£ 

distance d* d/o 

pressure * p/(E/03) p 

time t* t/(o m1/ 2£-1/2) 

etc. 

Here, kB is the Boltzmann constant; m is the mass of a molecu1~ 



146 A. BONISSENT 

T, d, p, and t are the real absolute temperature, distance, pressure 
and time respectively. 

1.2. Calculation of the Specific Free Energy of the Crystal-Melt 
Interface 

This section describes how the specific surface free energy 
between the crystal and the melt can be calculated knowing the 
p0sitions of the molecules in the crystal and in the liquid near 
the interface, as well as the interaction potential between the 
molecules. The next sections will describe how information on the 
positions of the molecules can be obtained. For the present time 
we shall assume that they are known. 

The interfacial free energy can be calculated from the inte­
grated equation of the Gibbs free energy. For a two phase solid­
liquid system composed of n "solid" molecules with chemical poten­
tial ]1 , nL "liquid" molecufes with chemical potential ]1L and an 
interf~ce with area A and specific interfacial free energy YSL ' 
we can write : 

G (2) 

Since we are dealing with two condensed phases with a small density 
difference, the Gibbs potential or Helmholtz potential can be used 
interchangeably. The Helmholtz free energy F is directly related 
to the canonical partition function so we shall use it preferential­
ly, and write : 

(3) 

At equilibrium (i.e.' at the melting point) 

]1s 11L 11 (4) 

and 
YSL = (F - N11)/A (5) 

with 
N nS + ~ (6) 
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This means that the position of the interface is unimportant for 
the determination of the specific surface free energy. However, 
since the liquid is an entropy rich phase while the solid is an 
energy rich phase, the position of the interface determines the 
respective amplitude of the potential and entropic parts of the 
interfacial free energy. 

Fig. 1 : A schematic representa~ 
tion of a model of the crystal­
melt interface, and definition 
of the potential energy terms 
which enter eq. (7) 

.. -.. '-.'. 

Uint.s ---

Periodic boundaries 

U! Interface 

Fig. I is a schematic representation of a portion of the interfa­
cial zone, bounded by peroidic limits in the directions parallel 
to the interface, thus representing a quasi infinite interface. 
In the direction perpendicular to the interface, the model is li­
mited by planes cutting the crystal and the liquid into zones where 
they are perfectly homogeneous. The so-defined interfacial zone 
is composed of nL "liquid" molecules and nS "solid t• molecules. The 
free energy of toe interfacial zone is composed of : 

i) the potential energy UL of the bonds between liquid and 
crystalline molecules, across the interface ; 

ii)the potential energy U. of the solid or liquid molecules 
~nt respectively, between themselves ; 

iii) the binding energy of the molecules in the interfacial 
zone with their respective solid or liquid adjacent bulk phases. 
This is approximately minus the potential part Os or 0L of the 
surface free energy of the bulk phases (assuming that the density 
and structure of the liquid at a liquid-vapor interface are those 
of the bulk liquid); 

iv) an entropy term -TS, in which S can be expressed as the 
logarithm of the free volume accessible to the molecules. Calcula­
tion of the free volume is a complex task, because of the collective 
character of the movements of liquid molecules. As a simplification, 
it can be assumed that each molecule performs essentially oscilla­
tory movements, separated by occasional jumps from one position to 
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another. Therefore, the corresponding configurational integral can 
be wirtten as a product of the local free volumes (calculated by 
the same methods as the mean vibrational volume in a crystal) and 
the number of possible space configurations of the liquid molecules. 
In this approximation, three terms enter the expression for the 
free energy of the interfacial zone : the vibrational free energies 
F~ and F~ of the liquid and crystalline molecules respectively, 
and the configurational entropy SC of the molecules of the inter­
facial zone. SC is proportional to the logarithm of the number of 
possible space configurations of the molecules in the system. 

We can now write : 

u + U. - a + U. - a - TSc + FV + FV 
1.. ~nt,L L ~nt,s s L s 

(7) 

where u and u'L' f~ and f~ are the potential energy and the vibra­
tional ~ree energies per molecule in the liquid and solid bulk 
phases respectively and s~ is the configurational entropy per mo­
lecule in the bulk liquid. The configurational entropy is zero in 
a perfect crystal. The calculation of the interfacial free energy 
involves evaluation of all the terms of eq. (7). 

II. THE MODEL APPROACH 

11.1. Introduction 

The model approach is mainly derived from the works of BERNAL7 
on the structure of bulk liquids. According to BERNAL, the liquid 
is a homogeneous, coherent and essentially irregular assembly of 
molecules containing neither crys§alline regions nor holes large 
enough to admit another molecule. 

A basic hypothesis, later justified by the success of pertur­
bation theory, is that the structure is determined largely by the 
form of the repulsive potential between the molecules. Since all 
real potentials are strongly repulsive at short separations, the 
molecules can be considered in first approximation as perfectly hard 
spheres. 

11.2. The Bernal Model 

The Bernal model of the liquids is essentially a dense random 
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packing of hard spheres that can be considered as representing a 
snapshot of the liquid structure at a given time. The statistical 
characteristics of the geometry of the Bernal model are close gO 
those of the liquid structure, as .shown by various experiments. 
Physical properties such as density, viscosity, heat of fusion or 
vaporisation can be correctly predicted. 

Other structural information, which cannot be obtained from 
experiments on real liquids, is provided from observation of the 
packing in the Bernal model. The space can be divided into VoronQi 
polyhedra, constructed around each sphere by the planes which per­
pendicularly bissect the segments joining the neighboring,.molecules. 
Each polyhedron contains all the points of space closer to the 
corresponding sphere center than to any other. Characterization 
of the Voronoi polyhedra shows the importance of pentagonal symme­
try, which allows a high local order. The incompatibility of penta­
gonal symmetry with long range order is of little importance for the 
liquid state. It is also shown that octahedral packing, which is 
typical for the crystalline close packed structures is nonexistent 
in the Bernal model. 

The shortcomings of the model are related to the fact that 
the geometry does not account for the real intermolecular potential, 
or for the thermal motion of the molecules in the liquid. In this 
respect, it is a representation of a glass rather than a liquid. 
since it is based essentially on geometrical considerations the 
Bernal model is not concerned with statistical mechanics, and cannot 
answer questions like : why the liquid has its structure, or what 
is the entropy per molecule ? 

The realization of the ,odels by an experimental process as 
done by Bernal and coworkers had some drawbacks too. One draw­
back is of course the need for tedious manipulatioBs, and human 
intervention is the source of experimental errors. At the same 
time, the speed and capacity of the computers improved, so that 
people started to think of building virtual random packings in a 
computer. ~eloirst sucT1ssfui algorithT~ were those of BERNAL­
MASON-FINNEY, BENNETT and MATHESON. 

The Bernal-Mason-Finney model consists of a compression of hard 
spheres. The starting configuration is a random assembly of hard 
spheres with a very low density. The volume of the system is then 
decreased by a homothetic reduction of all the coordinates, while 
preventing overlaps between neighboring spheres. This process aims 
to simulate what happens when a real assembly of steel spheres is 
compressed. The algorithm leads to models with a density equal to 
that of the laboratory built model, and with a very sirrnilar struc­
ture. The size of the models,is, however, limited to a few hundreds 
of molecules, if one wants to keep the computational time within 
reasonable limits. 
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The Bennett model is a poly tetrahedral packing of hard spheres, 
based on the idea that the presence of three first neighbors for 
each sphere is a necessary condition for mechanical stability. The 
building process starts with a tetrahedral seed of four molecules. 
The new spheres are then arranged one by one, in the tetrahedral si­
tes (pockets) formed by the previously placed molecules, taken in 
sets of three. The site closest to the center of the model is always 
chosen to be occupied first, ensuring the highest possible density. 
As soon as the model has a moderate size, sites appear which do not 
belong to the crystalline lattice. Their occupation leads to a 
disordered structure with a high local density. 

The structure of the Bennett model is a satisfying approxima­
tion of the Bernal model. However, the spherical symmetry causes 
oscillations in density as a function of size. 

The Matheson algorithm is similar to that of Bennett in that 
it places the spheres one by one in the pockets determined by pre­
viously deposited spheres. The main difference is that the sphe­
rical symmetry is replaced by a cylindrical one, in view of suppres­
sing the density fluctuations. Comparison with the laboratory built 
Bernal model in terms of radial distribution function shows reaso­
nable agreement. (fig. 2). 

110 g 

15 

10 

05 

2 3 4 

Fig. 2 : Radial distribution 
function for the Matheson random 
close packing of hard spheres, 
and comparison with the Bernal 
loose random packing, as obtained 
by SCOTT. (Reprinted from ref.12) 
(With permission from the 
Institute of Physics, London) 

The density of the Matheson model is 5 per cent lower than 
that of the laboratory built model. For a hard sphere system, the 
density can be expressed in terms of packing fraction, which is thE 
ratio between the volume of the spheres and the total volume of 
the system. The following packing fractions have been obtained : 
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Laboratory built model 0.637 

Matheson model 0.606 

hep or fcc crystal 0.7405 

11.3. The Models of the Crystal-Melt Interface 

The structural approach of Bernal can Be applied to the 
crystal-melt interface. Th.e liquid is represented by th.e .hard sphere 
model, in contact with a crystal face. Because poor wettmg of the 
crystal by the liquid usually occurs in the case of metals on faces 
with a hexagonal structure (lll)fcc or (OOOl)hcp ,primarily 
these faces have been studied by the various authors. The hexagonal 
close-packed two-dimensional lattice has one important peculiarity. 
It presents to the disposition of atoms with the same size two in­
terpenetrating triangular sublattices of tetrahedral pockets. The 
occupation of a pocket of any sublattice prohibits occupation of 
neighboring pockets of the other sublattice. This peculiarity is 
responsible for the presence of stacking faults in hcp or fcc 
crystals. 

ZELL and MUTAFTSCHIEV13 built a model in the laboratory by 
physically packing some 2000 ping pong balls in a container. The 
model was then put in contact with a plane with hexagonal structure 
composed of spheres of the same size, representing the crystal face. 
The spheres were then removed one by one, while measuring their co­
ordinates for further analysis. Assuming a realistic Lennard-
Jones (6-12)potential between the molecules, the potential part of 
the adhesion energy U~, eq. (7) has been calculated. The results 
demonstrate the possibility of a poor wetting of the crystal by 
the melt. The use of this model was limited however, because it did 
not allow the realization of very large packings. 

Another interesting approach was proposed by SPAEPEN. 14 For 
Spaepen, the principal characteristic of the liquid structure is 

. the absence of octahedral holes, which are non-existent in the 
Bernal model, while abundant in the close packed crystalline struc­
tures. Spaepen assumed that the first liquid layer in contact with 
the crystal consists of molecules disposed in the tetrahedral sites 
determined by the crystal molecules in such a way that the two 
systems of sites are occupied equally, that the density is maximal, 
and that no octahedral holes are formed. Geometrical considerations 
lead to estimation of the density of the first layer as some 75 % 
that of a crystal lattice plane. Fig. 3 gives an example of the 
st'l:'.ucture of the first layer. From the same type of geometrical 
considerations, Spaepen concludes that there is no density deficit 
at the interface, and thus that the potential part of the interfa­
cial specific free energy is zero. Statistical geometry on the two-
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dimensional packing at the interface also allows an estimate of the 
entropy of the first liquid layer at the interface, g~v~ng access 
to the interfacial specific free energy. The conclusion was that 
there must be a perfect wetting of the crystal by the melt. 

The shortcomings of Spaepen's approach are that the model is 
limited to one liquid layer and that the basic assumption of the 
model, namely the non existence of octahedral packings, is not 
justified by thermodynamic considerations. 

The last model 1S to be presented here is a computet built 
version of the modet 2proposed by ZELL and MUTAFTSCHIEV. 3 It makes 
use of the MATHESON algorithm to build a model starting from a 
crystal face with a hexagonal structure. Like in the Matheson 
algorithm, the spheres are deposited one by one in the site which 
is the closest to the original crystal face. If several sites have 
the same lowest "altitude" Z, the site to be occupied is chosen 
randomly among them. Each new sphere deposited prohibits occupa­
tion of sites situated at a distance smaller than the sphere dia­
meter. It also creates new sites, in combination with its closest 
neighbors. The list of possible sites is updated after each sphere 
deposition. Periodic boundary conditions in the directions parallel 
to the interface allow simulation of a model with infinite size by 
elimination of the inhomogeneities near the boundaries. Fig. 4 
shows a cross sectional view of one of these hard sphere models. 

Fig. 3 : Structure of the first 
liquid layer in contact with the 
crystal, as obtained by Spaepen. 
The two types of triangles ~ 
and V indicate the two interpe­
netrating sublattice of sites 
(Reprinted from ref. 15) 
(With permission from 
Taylor and Francis, London) 
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Fig. 4 : C~oss-sectional view of 
a model of the crystal-melt in­
terface. The crystal has an 
h.c.p. structure, and the inter­
face is parallel to the (0001) 
direction. The plane of the 
figure is parallel to the (1120) 
direction. (reprinted from ref. 
56) 

Fig. 5 : Structure of the first 
li~uid layer in contact with the 
crystal, in the model of Bonissent 
and Mutaftschiev. The two types 
of triangles ~ and V indicate the 
two interpenetrating sublattices 
of sites. (reprinted from ref. 
15). 
(With permission from 
Taylor and Francis, London) 
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Far from the interface, the computer built models are similar 
to those built by the algorithm of Matheson. In the first layer in 
contact with the interface. the e~ual occupation of the two sub­
lattices of sites leads to the peculiar structure of fig. 5, formed 
of rafts of spheres in coherent positions, separated by channels 
in which it is not possible to place a new sphere in contact with 
the crystal face. This is the beginning of disorder, which will 
become complete in the bulk liquid part of the model. 

Figure 6 gives the density profile of the models, in the Z 
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direction perpendicular to the interface. We observe a slight mi­
nimum of density near the interface. This has consequences on the 
thermodynamic properties, and is the origin of the poor wetting 
obtained from the laboratory built model of Zell and Mutaftschiev, 
and confirmed by the computer built model. 
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Fig. 6 : Density profile of a 
model of the crystal-melt inter­
face, as obtained by BONISSENT 
and MUTAFTSCHIEV. The packing 
fraction is plotted versus z 
coordinate perpendicular to the 
interface. The packing fraction 
is calculated in slices with 
thickness 1 /5 of the interlayer 
distance in the crystal. The 
points a represent the local 
average on five neighboring la­
yers. The interface is oriented 
in the direction (111) f.c.c. or 
(0001) h.c.p. (from ref. 56). 

11.4. Thermodynamic Properties of the Interface Predicted by the 
Hard Sphere Models. 

By assuming a realistic Lennard-Jones (6-12) intermolecular po­
tential, we can calculate the parameters entering eq. (7), and use 
it to evaluate the interfacial specific free energy. 
The potential terms simply consists of a summation over the nece­
ssary pairs, as defined in fig. 1. 

The vibration frequencies are calculated for each molecule, 
in the Einstein approximation, i.e. assuming that the neighboring 
molecules remain fixed in their equilibrium posltlon. 
The errors introduced by this approximation should be similar in 
the bulk or interfacial phases and are thus minimized. Figure 7 
gives the values of the vibrational frequency as a function of the 
z coordinate. 

. 11 h . . 1 . 16 h' Flna y t e confl.guratlona entropy must be estlmated. T lS 
is possible, due to the algorithm used to build the models. At any 
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time during the building process, the computer program knows all 
accessib~e sites. The spheres placed in these sites will form tQe 
next (mt . ) "monomolecular" layer. Since the system is disordered, 
the number of sites is larger than the number of spheres which will 
form the layer. The number of complexions of this layer is equal to 
the number of possibilities for occupation of the sites with a ma­
ximum number of molecules (the maximum number of molecules means 
the highest possible density in the final model). This number is 
obtained by the f1ndon sequential filling method, as proposed ori­
ginally by BAKER for the two dimensional honeycomb lattice. 

./k 

08 000 

0.5 

o 10 

Z (diameters) 

15 

Fig. 7 : Vibration frequencies, 
in the Bonissent-Mutaftschiev 
mOdel of the crystal-melt inter­
face for a molecule versus its 
z coordinate, and for argon at 
the triple point. The points (0) 
correspond to three different 
models, and the curve gives the 
average values for the three 
models. (from ref. 56) 

At a given moment of the building process, a random sequential 
filling is performed. All the sites are formed by allowing them 
to be occupied randomly and removing, after deposition of a new 
sphere, all sites whose occupation becomes impossible. The sites 
created thereby are not taken into consideration. After deposition 
of some N spheres, a "jamming" occurs. It becomes impossible to 
place a n~w sphere. since there is no site available. The number 
of possibilitie~.for placing each sphere (labelled i) is identical 
to the number N 1) of disposable sites. The number W' of comple­
xions of the N s'Wpheres forming the jammed layer caW be appro-
ximated by m 

W' 
m 

Nm (i) 

II N 
i=l s,m 

(8) 

If the spheres (molecules) .are undistinguishable, the number of 
complexions is 

W w'/N m m m ( 9) 
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and the entropy per molecule is 

(10) 

Figure 8 shows the configurational entropy per molecule at various 
distances from the interface. 

,. 

Fig. 8 : Configurational entropy 
per molecule as a function of the 
z coordinate, as calculated during 
the building process. The points 
(0) correspond to 12 different 
models. The solid line gives the 
average value in each point. (from 
ref. 16). 
(With permission from 
Taylor and Francis, London) 

An estimate of the specific crystal-melt interfacial free energy 
for Argon at the triple point by the methods outlined above is : 

y 
SL (II) 

Applying the same methods, one can estimate the crystal-vapor and 
liquid-vapor interfacial free energies for the same substance res­
pectively as 

32.6 mJ/m2 (I2) 

(13) 

These values are approximate since they do not take into account 
that the structure of the solid or liquid phases near the solid­
vapor interfaces are not identical to those of the bulk phases. 
This is consistent with other approximations used in the models, 
namely assumption. of a constant lattice parameter in the crystal 
up to the solid-liquid interface, or of using a density independent 
diameter for the hard spheres. 
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The contact angle a. for a liquid drop on a [111J face of so­
lid Argon is determined by : 

cos a 0.97 (14) 

(! 5) 

This is in qualitative agreement with the experimental finding3~t 
poor wetting of some dense faces of crystals by their own melt. 
In conclusion, we see that the model approach gives a good descri­
ption of.the structure of the interface and permits estimation of 
the interfacial free energies. 

The limitations of the model approach are the same as those 
of the Bernal model, i.e., the building procedure does not take into 
account the real intermolecular potential, or thermal motion. More­
over, the thermal motion of the molecules in the crystal can cause 
deformation of the interface or some kind of surface roughness, the 
character of which remains to be determined. Accordingly, it is 
of great interest to check (by other methods) the validity of the 
structure of the liquid near the crystal face as determined by 
the models. This will be the object of the following section. 

III. COMPUTER SIMULATIONS 

Computer experiments have become a very useful tool for stu­
dying bulk liquids. Their advantage is that they apply on well 
defin~d (although not necessarily real) systems. In computer expe~ 
riments it is possible to vary microscopic parameters such as mo­
lecular mass and intermolecular potential, which cannot be modified 
in a real experiment. This is why computer experiments provide a 
convenient basis for verification of the theories of the liquid 
state. The techniques for computer simulation can be classified in 

. two main groups; the molecular dynamics method and the Monte-Carlo 
method. 

111.1. The Molecular Dynamics Method 

The molecYsar dynamics technique was first applied by ALDER 
and WAINWRIGHT to a system of hard spheres. This technique con­
sists of integrating the coupled differential equations which 
describe the behavior of the system. These equations derive from 
the application to each molecule of the principle of Newtonian 
mechanics : 
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f. (J 6) 
1. 

where g. is the acceleration of the molecule labeled i, m. is its 
mass, aAd f. is the force applied to it by the intermolec~lar po­
tential of Ehe neighboring molecules. As for any differential equa­
tion, initial conditions must be specified which are in this case, 
the positions and velocities of each molecule at the origin of 
time. This specification defines the temperature, but one must wait 
until the system is equilibrated to know its exact value since ex­
changes can occur between the potential energy (related to the 
positions of the molecules) and the kinetic energy (related to 
their velocities). When the system is equilibrated both of these 
quantities remain constant except for small fluctuations. 

The systems simulated by the molecular dynamics technique 
have constant enef§Y' volume, and number of molecules. A technique 
has been proposed recently to perform molecular dynamics simula­
tions with constant pressure, or constant temperature. This will 
certainly be of great interest for the future. 

111.2. The Monte-Carlo Method 

Apart form the choice of initial condition~, a molecular dy­
namics simulation is a completely deter2bnistic process. This is 
not the case for the Monte-Carlo method, which involves a proba­
bilistic element. Successive configurations are generated by a 
random displacement of the molecules, usually one at a time. The 
configurations are accepted or rejected, depending on the diffe­
rence in potential energy ~u .. between the two successive configu­
rations labeled i and j. The1.Jew configuration is 1~cepted with 
the probability exp (- ~u .. /kBT). It can be shown that this 
algorithm generates a Mar~6v chain, i.e. an ensemble of states of 
the system, such that the occurence of a given state i is propor­
tional to its thermodynamic probability exp (-U./kBT). The thermo­
dynamic quantities can then be obtained by aver~ging over all sta­
tes of the system in the chain. 

In practice, the successive configurations are obtained by 
selecting one molecule at a time. A movement is then applied to 
this molecule, according to the procedure described above. The 
molecule, the amplituge, and the direction of its movement are 
chosen by a random process. 

The Monte-Carlo simulations are normally performed at constant 
temperature, volume, and dumber of molecules. Algorithms have been 
developed to perform simulations at constant temperat~2e, volume 
and chemical potential (the grand canonical ensemble), or at 
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constant temperature, press~je, and number of molecules (the iso­
thermal-isobaric ensemble). 

No time scale is involved in the Monte-Carlo simulation, and 
the order in which the configurations occur has no special signi­
ficance. This differs from the molecular dynamics method. which 
appears to be more adapted to studying systems out of equilibrium 
or kinetic parameters such as diffusion coefficients. On the other 
hand, the. Monte-Carlo method has the advantage of a formalism direc­
tly applicable to the constant temperature system. 

The two methods suffer from limitations due essentially to the 
small number of molecules which can be taken in consideration (usual­
ly less than a thousand). This is' extremely small compared to the 
number of molecules which are involved in any real laboratory ex­
periment. Some procedures have been proposed to extrapolate the 
computer simulated properties to those of an infinite system. The 
phenomena whiuh do not occur because of the small size of the 
system, however, cannot be extrapolated. This is why it is extremely 
difficult to simulate liquids near the critical point. The shape 
of the sample, even though periodic boundaries are used, can also 
be a serious source of trouble, especially if a phase transition 
is being studied. 

Another difficulty is the one of the equilibration, or in 
other words, when the system can be considered as being in its 
equilibrium state, remembering that the starting configuration is 
usually not one of equilibrium. This is a crucial problem because 
of the amount of computer time necassary for these simulations, so 
that one wants to know the minimum equilibration time. This can be 
judged only in an empirical way, by monitoring the properties of 
the system and the way they fluctuate in the course of the simu­
lation. It is always possible, however, that the system remains 
in a metastable equilibrium. This is often a source of controversy. 

The computer simulations give access to the state parameters 
which are not fixed in the ensemble in which the simulation is 
performed: pressure, internal energy, kinetic energy or tempera­
ture, and to the structure, since the position of all molecules are 
known at any time. However, it is not possible to directly obtain 
the free energy F,or entropy S. On the other hand, the derivatives 
of these quantities with respect to thermodynamic variables such 
as V and T are known. Hence, by performing Monte-Carlo calculations 
for a number of values of V (or T) and integrating numerically the 
press'ure (or heat capacity), free energy differences can be eva­
luated. If the free energy of the system is known in a reference 
state, in principle it can then be obtained in any other state. 
The reference state can be a perfect gas (high temperature, low 
pressure), or a perfect crystal (low temperature). For these two 
systems, the free energy can be calculated by standard methods of 
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statistical mechanics. The only inconvenience of this procedure 
is the amount of computer time required, as the precision of the 
result depends on the grid size used for the integration. 

111.3. Application to the Solid-Liquid System 

Computer simulations of a system composed of a liquid and a 
solid phase, and an interface, present some specific difficulties. 
One is the fact that the two phases can coexist only at the melting 
point. This means that the thermodynmmic conditions under which the 
experiment is performed must be fixed with a high precision. Even 
in this case, stability is not assured since, in such small systems, 
one can expect the fluctuation to be rather important and one of 
the phases could easily disappear. Nevertheless, the problems of 
thermodynamic equilibrium do not seem to be too crucial, probably 
because of the very short time over which the simulation extends. 
It is sufficient that the syst.em remains in a metastable state for 
the length of the computer experiment. This condition can be ob­
tained by carefully selecting the starting configuration and/or 
applying special techniques during the equilibration. 

The first simulation of a system containing a crystal-melt 
interface was2!n fact a three phase system, as described by LADD 
and WOODCOCK. This was a molecular dynamics simulation of a 
Lennard-Jones substance. The system, compos~d of 1500 molecules, 
was limited by periodic boundary conditions in two (x - y) direc­
tions. In the z perpendicular direction it was composed of a static 
crystal, with thickness larger than the effective range of the in­
teratomic potential, a mobile crystal slab, a liquid slab and fi­
nally a vapor with low density. The crystal phase has a f.c.c. 
structure, and the interface is oriented in the [100] direction. 25 
The temperature is T* = 0.72 close to the triple point temperature. 

The initial configuration is made up of a crystal, expanded 
in the z direction, so that its density is approximately that of 
the liquid at the triple point. Because of the presence of the 
static crystal, the liquid and solid phases separate and the system 
exhibits a cristal-liquid and a liquid-vapor interfaces. 

The main conclusion of this work is that the interface is 
rather diffused since the density profile perpendicular to the 
interface exhibits a layered structure in the liquid, over some 5 
atomic diameters, as shown in figure 9. No analysis was made, howe­
ver, to determine more precisely the structure of the interfacial 
region. No density deficit was observed at the interface. The den­
sity profile of the liquid-vapor interface is given as well, and 
appears to be consistent with other simulations. 

Another simulation of a system involving a crystal-melt 
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interface was done in the same period by TOXVAERD and PRAESTGAARD~6 
It is a molecular dynamics simulation on a set of some 1700 mol"e­
cules interacting through a Lennard-Jones pair additive potential. 

6 
pu 3 

5 

4 

3 

2 

~ z/u 
o 

0. 10 20 

t;t: 9 0 t' 1 d' . . . 27 ug. : ne par J.C e ensJ.ty profJ.le obtaJ.ned byLADD and WOODCOCK 
for the (100)crystal-melt interface of a Lennard-Jones substance. 
(Reprinted from ref. 27, with permission from the Institute of 
Physics, London) 

The system consists of a "sandwich" composed of a liquid slab 
enclosed between two solid slabs, thus defining two solid-liquid 
interfaces. The system is surrounded by periodic boundary condi­
tions in all three directions. During equilibration the system is 
divided into two subsystems, separated by planes which no molecule 
is allowed to cross. There is however no limitation to the inte­
raction potentials, in the sense that molecules of one subsystem 
"feel" the effect of the molecules in the other subsystem. The 
velocities in each subsystem are periodically rescaled during the 
equilibration in order to fix the temperature at the desired value 
of T = 1.15. Simultaneously, the density of the liquid subsystem 
is adjusted by rescaling the positions in the z direction (perpen­
dicular to the interfaces), so that the pressure is finally equal 
to the equilibrium pressure between crystal and liquid at the 
considered temperature. The separation planes between the two sub­
systems are then removed, and a supplementary equilibration period 
is run, without any temperature or pressure calibration. The state 
of the system at this stage is considered as the initial configu­
ration for the simulation. Only the subsequent configuration ob­
tained are taken into consideration to study the thermodynamic 
properties. 

The interface is oriented in the [100] direction of the 
(f.c.c.) crystalline part of the system. 

The conclusions are very similar to those of Ladd and Woodcock 
namely that the density profile perpendicular to the interface 
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presents oscillations over some 5 atomic diameters. The main inte­
rest of these two works was to show that it is possible to keep 
a two phase system in equilibrium during a time long enough to ob­
serve the properties of the crystal-melt interface. This was deve­
loped in subsequent works on the sub;ect. 

Z I • In a second paper, LADD and WOODCOCK performed a more prec~se 
analysis on their system, during a long run following the equili­
bration procedure. Special attention was given to the density 
profile, potential energy profile, diffusion coefficients, and 
trajectories of the molecules. It was concluded that the interface 
extends over several atomic diameters, and that the physical pro­
perties change gradually from those of the crystal to those of the 
liquid across the interface. This differs from the conclusions 
drawn from hard sphere models described in the previous section. 
However, two different faces are concerned in the two works 
( [IIIJ versus [100] orientations), which may cause some of the 
difference. 

The p~8Pose of the simulation presented by BONISSENT, GAUTHIER 
and FINNEY was to check the validity of the assumptions on which 
the hard sphere Bernal model presented in the previous section is 
based, i.e. not taking into account the realistic interatomic po­
tential or the thermal motion of the molecules during the building 
process. Comparison of the properties of the hard sphere model with 
those of a computer simulated realistic system should be illumi­
nating in that respect. 

h . 28 . fl' 1 T e computer exper~ment cons1sts 0 a Monte-Car 0 s~mu a-
tion, on a system composed of some 860 Lennard-Jones molecules. 
Periodic boundary conditions are again imposed in the x-y direction, 
and in the z direction there is successively a static crystal, a 
mobile crystal limited to two reticular plane, a liquid slab, and 
finally a vapor phase. The interface has the [111] orientation, and 
the starting configuration is realized by the hard sphere sequen­
tial deposition technique described in section I. The molecules 
are then softened, i.e. the hard sphere potential is replaced by a 
Lennard-Jones potential. The transitional period of thermal equi­
libration over which the potential energy exhibits significant 
changes appears to be very short, confirming that the structure of 
the realistic model is close to that of the hard sphere model. The 
potential energy change during the equilibration process is evalua-
ted to 5 % of the total potential energy. 

The density deficit observed with the hard sphere models 
remains, although of smaller amplitude, and the extent of the in­
terfacial zone is larger (some 5 atomic diameters). 

Observation of the trajectories of the molecules shows that 
the first liquid layer, on which the island-like structure remains 
has essentially the behavior of a crystal plane with a high 
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concentration of defects. The next (liquid) layer has the behavior 
of a liquid, as can be deduced from the observation of the mean 
square displacement as a function of computer time, for molecules 
situated at different positions in the model. It is not clear, 
however, to what extent these properties are effected by the small 
extension of the mobile crystal in the z direction (two planes only). 

The last contribution to be presented here is a comparative 
molecular dynamics simulation of two Lennard-Jones systems containing 
crysta13ijelt interfaces, with LIOOj and LIIIJ orientations respec­
tively. In both cases, the system is limited by periodic bounda­
ries in the three directions. The interfaces are perpendicular to 
the z direction. The simulation starts with two crystal slabs se­
parated by a z expanded crystal slab (this will become liquid during 
the equilibration period). The original positions are fixed so that 
the crystal and the "expanded crystal" parts of the system have the 
respective densities of the trip~~ point crystal and liquiri, as 
determined by LADD and WOODCOCK. Each system is equilibrated in 
two stages. The atoms in the. solid parts are initially held fixed 
at their initial lattice positions, and the atoms in the liquid 
are allowed to move, while rescaling the velocities to a tempera­
ture T = 0.75, well above the melting point. After a period of 
time sufficient to insure that the "liquid part" of the model 
becomes liquid, the crystalline atoms are released. The tempera-
ture i~ then rescaled every time step to the triple point tempera­
ture T = 0.67. 

Fig_ 10 : Trajectories of the molecules during the simulation in 
a slice perpendicular to the interface (x - z plane) for the (a) 
(111) and (b) (100) systems. Any atom entering the slice, at any 
time during the simulation, is represented so long as it remains 
in the slice (from ref. 30)(W~th permission from the American 
Institute of Physics) 
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Fig. 11 : Trajectories of the molecules in layers parallel to the 
interface (x - y plane) using the same procedure as for Fig. 10, 
(111) interface. (from ref. 30) (With permission from the 
American Institute of Physics) 
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Fig. 12 : Trajectories of the molecules in layers parallel to the 
interface (x - y phase), (100) interface. (from ref. 30) 
(With permission from the!American Institute of Physics) 
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After some 5000 time steps, the system is equilibrated and can be 
allowed to evolve freely, without any significant drift of the 
temperature over 5000 further time steps. Such a procedure creates 
stable interfaces, as well as a temperature profile which is flat 
over the whole.system. 
Figure 10 shows the trajectories of the molecules over the 5000 
time steps performed at equilibrium, for both systems. 
Figure II and 12 present the same movements in cross sectional views 
perpendicular to the plane.of figure 9. They show that the two 
systems appear to behave very similarly. Layer 6 of the (111) system 
and layer 7 of the (100) system can be considered as equivalent. 
They represent a quasi crystalline layer, in which the amount of 
diffusion is not negligible, although the molecules spend most-of 
their time in the lattice sites. The next layer up, in each case, 
definitely represents a two-dimensional liquid, but careful exami­
nation of the trajectories indicates a higher residence time in 
the positions of the ideal lattice sites. This is due to the poten­
tial minima created by the field of the layer underneath, which is 
virtually crystalline. The trajectory plots, therefore, indicate 
that the transition from crystal to liquid is rather sharp. The 
two-dimensional radial distribution functions and the diffusion 
coefficients, calculated for the molecules in the same slices, 
confirm that observation. We can then conclude that as far as the 
structural characteristics are concerned, the interface between the 
crystal and the melt extends essentially over two atomic diameters. 
The subsequent oscillations in density or related quantities, ob­
served in this simulation as well as in others, are minor compared 
with the abrupt change of symmetry which occurs at the interface 
itself. This is in good agreement with the conclusions obtained 
from the hard sphere models of the (Ill) interface. The potential 
part of the interfacial free energy can be calculated by the method 
exposed in section 1, as the potential energy of all molecular bonds 
is known at each moment during the simulation. The molecular dyna­
mics simulation also. gives access to the local free volume, or 
vibrational entropy, for each molecule. However, an important con­
tribution to the interfacial free energy is missing, namely the 
configurational entropy (this is defined in section 1.2). Therefore, 
the interfacial free energy cannot be calculated by this method. 

111.4. Conclusion. 

The computer simulation techniques give a great deal of infor­
mation on the structure and thermodynamic properties of the crystal­
melt interface. They are in some respect more powerful than the 
hard sphere model building procedure described in the previous sec­
tion~nce realistic systems can be simulated. They allow simula­
tion of interfaces with any orientation, which is up to now impos­
sible with the model building procedure, limited to the (111) face. 
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It is unfortunate that these methods do not give access to 
the interfacial free energy. The hard sphere model is presently 
the only way to obtain an estimate for this important quantity. It 
is thus comforting that there is a reasonable agreement between 
the structural characteristics of the hard sphere model and those 
of the computer simulated models. 

The main difference between the hard sphere model and the mo­
lecular dynamics simulations, concerns the density deficit which is 
observed in the hard sphere model at the interface, but which is 
absent in most of the computer simulated models. This is due partly 
to the fact that in the hard sphere model, the crystal is by defi­
nition perfect and static, while in the computer simulations, the 
molecules in the crystal, and especially in the last layer, undergo 
thermal vibrations. This results, as will be seen in the next sec­
tion, in a spreading of the density peaks, which become wider and 
of smaller amplitude. The same effect applied to an eventual mini­
mum can be sufficient to make it disappear. In this respect, it i2s 
indicative that in the Monte-Carlo simulation of BONISSENT et ale 
the minimum is present, although of smaller amplitude than in the 
hard sphere model. Remember that in this simulation, only two crys­
talline planes at the interface are free to move. The surface mole­
cules in this case perform movements of smaller amplitude than in 
the more realistic simulations. The smoothness of the Lennard-Jones 
potential, as compared to the hard spheres potential has a similar 
effect. 

IV. A DIRECT APPROACH: THE ABRAHAM-SINGH PERTURBATION THEORY FOR 
NON UNIFORM LIQUIDS AND ITS APPLICATION TO THE CRYSTAL-MELT INTER­
FACE. 

IV. 1. Introduction 

A theoretical approach to the thermodynamic properties of the 
bulk liquids which has shown a considerable development during the 
last few years uses the principles of the statistical mechanics, 
without any model considerations, or computer simulation. This 
approach resulted in perturbation theories which take advantage of 
the relative simplicity of the equations for the hard sphere fluids 
and of the fact that the realistic intermolecular potentials are 
sufficiently close to the hard sphere potential. Equations of state 
for the Lennard-Jones substance, in good agreement with the "expe­
rimental" computer simulated results, have been derived by these 
methods. 

Recently, perturbation techniques have been applied to the 
problem of a liquid near an interface. 

In this section, we shall describe the Abraham-Singh 
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perturbation theory for non uniform liquids~ and its application 
to the crystal-melt interface. In order to make it more clear, we 
shall first make an overview of bulk liquids theories. 

IV. 2. The Theories of Bulk Liquids 

The grand canonical partition function is defined as 

(17) 

where S = l/k T, N is the number of molecules, ~ the chemical poten­
tial, h the pranck constant, and HN the Hamiltonian (total energy), 
which is a function ofNthe PONition and momentum coordinates of the 
N molecules, denoted rand! respectively. The integral is 6N -
fold. The limits are -00 to 00 for the momentum coordinates and the 
volume of the container for the position coordinates. 

The link with thermodynamics is made through the relation 

exp(SPV) ( 18) 

while the probability for fknding the systif .with precisely N par­
ticles having coordinates r and momenta p ~s: 

[ N N 
exp(SN~) exp -S H(r ,p )] (19) 

N ! h3N _ 

Due to the quadratic character of the kinetic part of the Hamilto­
nian, which contains only square terms of the momentum coordinates, 
the integral over momenta in eq. 17 factors into 3N identical con­
tributions (2mnkT)1/2/h = A-I 

The activity, or fugacity, is defined as 

(20) 

and the grand canonical partition function can be written as 
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(21) 

(22) 

(23) 

ZN is the potential part of the canonical partition function for 
a system of N particles in the volume V. ~T is often called the 
configurational integral. In the case of tRe liquids, even for 
the simplest intermolecular potentials, the configurational inte­
gral Z cannot be separated into simple integrals. Thus, no analy­
tic solution can be obtained. The alternative of numerical calcu­
lation is not any more realistic, because of the high order of the 
integral. Theories of the liquid state propose approximations 
which make this integral tractable, or find other methods to cal­
culate the thermodynamic quantities. 

An other important notion is the so-called density functions : 
pn(rn), which is the probability of finding any n particles at the 
positions rn in the system. The expression for pn is obtained by 
integrating the thermodynamic probability, (Eq. (19» on the coor­
dinates of the (N - n) molecules whose position is not specified. 
In the grand canonical ensemble, the result is : 

These functions allow a compact and complete description of the 
microscopic structure of liquids. Knowledge of the lowest order 
ones is generally sufficient to calculate most equilibrium proper 
ties of the system. The most important functions are the o~i and 
two particle density distributions. It can be shown easily that 
for a homogenous fluid 

<N> 
=\1= p (25) 
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The distribution functions are defined as 

(26) 

which is for a uniform system 

(27) 

The distribution functions are normalized expressions for the 
density functions, in the sense that they tend to unity for a large 
separation of the molecules. The pair distribution function depends, 
for a homogeneous system, only on the separation r .. of the two 
molecules considered : 1J 

g(2") (28) 

The quantity g(r) is called the radial distribution function. Its 
importance is evident in the case of a pairwise additive potential, 
as the total internal energy per particle in an assembly of N 
molecules is 

UN 00 

-= 2np !g(r) u(r) r2 dr, (29) N 
0 

where u(r) is the intermolecular potential. 

The equation of state can be expressed by a similar expression. An 
alternative for the calculation of the thermodynamic properties 
of liquids is then to use the radial distribution function. In 
this respect, the first step is to calculate g(r) for a given in­
termolecular potential u(r). 

It is beyond the scope of this course to give a complete review 
of the possible techniques available for evaluation of g(r). The 
reader3yi1~ find all the desired information on this subject else­
where. ' What should be mentioned he3~ is that an approximation 
has been proposed by PERCUS and YEVICK, which is justified for 
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low densities, but the validity of which extends to high enough 
densities that it is applicable to the liquid state. Owing to the 
special character of the hard sphere potential, the equations ob­
tained in the Percus-Yevick approximation can be resolved leading 
to analytical expressions for the radial distribution function and 
the equation of state of the hard sphere fluid. 

The perturbation method is a well known technique in several 
fields of physics. It applies to systems which are so complicated 
that they cannot be treated in a rigorous way. If a simplified sys­
tem can be found, which is in some sense similar to the system 
under consideration and which is tractable, then the differences 
between the two systems can be treated as a small perturbation. The 
perturbation is applied to the properties of the simplified refe­
rence system to obtain the properties of the real system. In the 
case of the liquid state, the reference system is usually the hard 
sphere fluid, the properties of which can be obtaine.d analytically 
in the Percus-Yevick approximation. The perturbation theories con­
sist of evaluating the effect of a modification of the intermolecu­
lar potential (from the hard sphere to e.g. the Lennard-Jones po­
tential) on the thermodynamic properties. They make use of functio­
nal derivative techniques to obtain a series expansion in functions 
of a parameter which represents a measure of the difference between 
the two potentials concerned. The result can be obtained in prin­
ciple with any degree of accuracy by incorporating as many terms 
as necessary in the series expansion. 

The BARKER and HENDERSON 34 perturbation theory consists of a 
division of the intermolecular potential into two parts : 

D(r) r < a 
(30) 

o r > a 

which will be considered as the reference potential, and 

o r < a 
(31 ) 

D(r) r > a 

which represents the perturbation. Barker and Henderson show that 
the behavior of a fluid. with a purely repulsive potential is the 
same as that of a hard sphere fluid, if the hard sphere diameter 
is correctly adjusted. The hard sphere diameter depends on the 
temperature but not on the density. The remaining part Dl of the 
potential is then incorporated by a perturbation procedure. De­
velopment to second order is necessary to obtain sufficient accu­
racy. The results are then in good agrement with those obtained 
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from computer simulation. 

35 In the WEEKS, CHANDLER and ANDERSEN theory, the intermole-
cular potential is devided into 

U(r) + E 

o 

and 

U (r) - E 

U(r) 

r < r 
m 

r > r 
m 

r < r 
m 

r > r 
m 

(32) 

(33) 

where r is the position of the minimum in the U(r) function. 
m 

It is shown that the free energy and radial distribution func­
tion of the reference system defined by Uo are : 

Fo '" FHS 
(34) 

go (r) '" exp {- B Uo (r) } 

The subscript HS denotes the hard sphere system; YHS is defined by 

where UHS(r) is the hard sphere potential. It is interesting to 
note that although gHS(r) = 0 and UHS(r) = co for r < aHS ' YHS(r) is 
defined for any value of r. 
The hard sphere diameter is defined by 

r r 
f om r2YHS(r) dr = J om r2 exp {-BUo(r)} YHS(r) dr, (36) 

which expresses that the first term in the expansion of the gr&nd 
canonical partition function in a series of exp {- BUo(r)} is zero, 
i.e. that the hard sphere reference system is as close as possible 
to the soft repulsive system. The next step is the incorporation 
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of the perturbation potential U1(r). To first order, this is sim­
ply the attractive potential energy of the neighbors of each mole­
cule : 

- NP r Ul(r) goer) dr 
2 

(37) 

The hard sphere diameter depends both on density and temperature. 
It must be found by iteration (eq. 36), and is therefore more 
difficult·to compute than in the Barker-Henderson theory. However, 
this division of the potential has the effect of reducing the se­
cond order terms, which can than be neglected. 

The ABRAHAM-SINGH36 theory for nonuniform liquids is based on 
the same approximations as the Weeks-Chandler-Andersen theory of 
bulk liquids. 

IV.3. A Perturbation Theory for the Crystal-Melt Interface 

Perturbation theory of the crystal-melt interface has not yet 
been applied to the prediction of interfacial free energy or to the 
detailed structure of the liquid in the neighborhood of the crystal 
face. However, a treatment for the density profile perpendicular 
to the interface is known. T~~s is the Abraham-Singh perturbation 
theory for nonuniform fluids applied to the case of the crystal­
melt interface. 

In this theory, it is assumed that the interaction potential 
between the solid and any atom in the fluid depends only on the 
normal distance z between the solid face and the fluid atom. Fur­
thermore, it is assumed that it is the repulsive nature of the po­
tential that dictates the fluid structure neighboring the solid 
face. Hence, the repulsive potential of the solid face is consi­
dered to be 

<l>r(z) 
w 

<l>r (z) 
w 

<l> (z) - <l> (z ), 
w w m 

o 

z < z 
m 

z > z 
m 

(38) 

The grand partition function ~ of the fluid-wall system is treated 
as a function of the Boltzmann factor br(z) = exp[-S<I>r(z)] and a 
Taylor expansion of In 33{br } is perfor~ed in powers ~f the 
ANDERSEN-WEEKS-CHANDLER w "b~ip" function h 
~b (z) = br(z) - bh (z), where b (z) = exp[-S<I> (z)J is a Heaviside 
st~p functYon for ~ hard wall pofential at posYtion d ,i.e, 

w 
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(39) 

where 

h y (z) 
w 

(40) 

The ph(z) is the single-particle density distribution of the fluid 
in contact with a hard wall positioned at d , i.e., the center of 
a fluid particle is excluded from the regioW z < d . The value of 
d is chosen such that the second term in eq.(19) ~anishes, i.e., 
w 

Jy~(z) bob (z) 
w 

dz 0, (41) 

and therefore 

In ::: {br } '" In - {bh } (42) 
w w 

Equation~ (41) and (42) may be used to detenmine the density distri­
bution p (z) of the fluid in contact with a soft repulsive wall, 
where 

r 
p (z) ( 43) 

Follo~~ng the arguments of ANDERSON-WEEKS-CHANDLER, ABRAHAM and 
SINGH find that 

(44) 

Equations (41) and (44)hare the basic results of the Abraham-Singh 
theory. The values of y (z) for the hard-sphere fluid in contact 
with a hard wall have b~en obtained by HENDERSON., ABRAHAM and 
BARKER by applying the Percus-Yevick approximation to a mixture 
spheres with two diameters, in which one of the components becomes 
infinitely dilute and infinitely large in size. 

The validity of the Abraham-Singh theory has been established 
by comparing it with Monte-Carlo simulations of a hard sphere fluid 
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~n contact with a repulsive Lennard-Jones 9/3 wall potential~6 

IV.4. The Crystal-Melt Interface 

When applying the Abraham-Singh theory to the crystal-melt 
interface, two questions arise which are not relevant when the idea­
lized soft wall system is considered. These two points are the ef­
fect of the two dimensional structure of the potential exerted by 
the solid on the liquid molecules and the thermal motion of the 
crystal molecules. Due to the periodicity of the crystal lattice, 
it is useful to expand the potential ~ (x,y,z) in a two dimensio­
nal Fourier series in the x - y plane.wThe leading term of the se­
ries is a function only of the z coordinate. In the present state 
of the Abraham-Singh theory this is the only term which can be 
taken i~90 account. The higher order terms have to be neglected. 
ABRAHAM has shown that if the expansion is performed not on the 
potential, but on exp[- ~ (x,y,z)/kBT], the leading term is a more 
occurate approximation ofWthe exact potential. This is due to the 
fact that the Boltzmann factor of the wall potential plays a domi­
nant role in the statistical mechanics of this system, through the 
expression for the partition function. Another reason is that the 
exp function is bounded by 0 and I, while the ~ function can have 
sharp peaks for a molecule situated in the neighbourhood of the 
crystal face. Thus, the exp function is more regular and will be 
better approximated by its average value, which is the leading term 
in the Fourier series expansion. 

by 
Following Abraham, the effective potential ¢e(z) 1S defined 

W 

(45) 

In a crystal face, it can be assumed that neighboring atoms 
will perform "in phase" oscillations, i.e., it is unlikely that 
the positions of any two, three or four neighboring surface atoms 
will be highly uncorrelated. Furthermore, the liquid structure near 
the crystal face will be dictated by the configurational distribu­
tion of surface sites on the crystal face. We can also consider 
that~ to a good approximation, the density profile in the normal di­
rection to a crystal plane is dominated by the vibrational modes 
with a wavelength significantly larger than the crystal lattice 
parameter (i.e., those for which an adsorption site at the inter­
face is distorted veryTlittle). With this viewpoint, the interfa­
cial density profile p (z) is altered from the zero-temperature 
crystat fluid profile using the following crude approximation : 

p (z) = fpo(z + 0) P(o) dol! peo) do (46) 
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where pea) is the density profile in the normal direction of the 
crystal face, obtained from computer simulation. 

Finally, the hard-sphere diameter for the fluid must be adjus­
ted according to the interatomic potential, temperature, and den­
sity for the fluid under consideratio~5' This is done using the 
WEEKS, CHANDLER, and ANDERSEN theory. The results are given in 
figures 13 and 14 for the (III) and (100) faces respectively, and 
compared with the molecular dynamics results. 

Fig. 13 : Density profile of the 
melt neighboring the (111) face 
predicted by the perturbation the­
ory and compared with the "experi­
mental" profile obtained by mole­
cular dynamics simulation. The 
crystalline peak, around z = 0, 
has been fitted with a Gaussian 
function, as described in the 
text. (from ref. 30). 
(With permission from the American 
Institute of Physics) 

Fig. 14 : Same as Fig. 13, for 
the (100) face. 
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We see that the agreement is rather good especially if one 
recalls the crudeness of the approximation used. This may be due 
to the fact that the function considered (p(z» is a two-dimensio­
nal average, thus having a weak dependence on the two-dimensional 
structure of the crystal face. 

The agreement is, however, much better on the (111) face than 
on the (100) face. The reason is that the reference system is the 
same (hard spheres against a hard wall) in the two cases. 

It has been shown by BERNAL40 that the structure of a hard 
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sphere system near a flat wall exhibits hexagonal symmetry. This 
is obviously more like the (111) interface than the (100). Since 
the perturbation theory modifies only the first peak of the den­
sity profile (the one which is in the range of the wall potential), 
it is not suprising to observe a good fit only for this peak in 
the (100) interface. The subsequent peaks remain those of a hard 
sphere fluid against a hard wall, and are more representative of 
the structure of the (111) interface than of the (100) interface. 

An~~her perturbation theory has been proposed by HAYMET and 
OXTOBY. In their treatment, the bulk liquid is the reference 
system and the effect of the non uniformity is treated by using 
an effective one body potential which depends on the environment 
of the molecule considered. 
This should be an adequate formalism, since one is not concerned 
in this case by the properties of the interface itself, but by 
the differences between the interface and the bulk materia~ which 
determine the interfacial free energy. This t 42atment expands upon 
a previous work by RAMAKRISHNAN and YOUSSOUFF which represents 
the uniform crystal as a perturbation of the uniform liquid. The 
density change and the magnitude of the Fourier components of the 
expansion of the local density under freezing are obtained. 

The case of the crystal-melt interface is treated by Haymet 
and Oxtoby in a similar manner, leading to expressions for the 
interfacial free energy and interfacial density profile. It remains 
to check the accuracy of this theory by comparison with the results 
of other methods. 

V. CONCLUSION 

Each one of the methods presented here gives a limited amount 
of information on the structure and related thermodynamic properties 
of the cyrstal-melt interface. In this respect, they complement 
each other for a study of the crystal-melt system. 

The model approach provides a useful structural description 
of the liquid near the crystal face and permits the evaluation 
of the specific interfacial free energy. The main results of the. 
model approach are the fact that the interface is limited in ex­
tention perpendicular to the crystal face, and that the liquid 
poorly wets the crystal. The use of this method is, however, pre­
sently limited to the (111) direction, and its validity is the one 
of the approximations.on which the hard sphere model is based. 

The computer simulation techniques can be applied to two 
phase systems. It appears possible to maintain coexistence between 
solid and liquid during a time long enough to obtain quasi equili­
brium properties of the interface. The small extension of the 
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interfacial region in the z direction is confirmed for the (III) 
face, and demonstrated for the (100) interface. A characterization 
of the interface is obtained, in terms of the density, potential 
energy and configurational entropy profiles. It has not yet been 
possible to calculate the interfacial free energy. A limitation 
for this kind of study is the cost of the computer time necessary 
to perform the simulations. 

The direct approach with the perturbation theory does not bring 
any new results, since the density profiles are already known from 
computer simulations. It must be considered instead as a self tea­
ching process in the sense that it provides information on the 
validity of the approximations and thus on the physics of the sys­
tem. 

V.I. Further Developments 

A number of questions remain to be answered, related to the 
nucleation and growth of crystals from the melt. One of them is : 
what is the activation energy in the nucleation process, or the 
excess free energy of formation of a crystal nucleus in the melt? 
For sufficie.ntly large nuclei, this excess free energy can be cal­
culated if one knows the interfacial free energies of all the faces 
present. This requires knowledge of the interfacial free energy 
in many directions. 

It would be interesting also to study how this free energy 
of formation depends on the size of the nucleus. 

We have already seen that the model approach is presently 
the only method leading to the interfacial free energy. The way in 
which it can be applied to faces other than (111)f.c.c. remains 
to be found. Further developments in perturbation theory or in 
computer simulations might change that situation. 

Another point is the effect of a step on the crystal surface. 
This is related to the existence of a lateral growth mechanism for 
the ~~ystal growth versus the continous mechanism frequently assu­
med. The value g~ the ledge free energy is an important parameter 
for this problem. On the (Ill) face, the model approach can give 
an estnnate of this quantity, by the difference between the free 
energy of a system containing a ledge. and that of a system with 
a flat interface. The other techniques might be applied to this 
system as well but it is unlikely that growth could be observed 
with the computer experiments because a typical simulation (expen­
ding large amounts of computer time) correspondij to a very short 
interval of time in the real system (about 10-1. sec). 
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VI. THE CRYSTAL-{;LASS INTERFACE 

Little is known about crystal-glass interfaces, and it is 
only during the last few years, with the technological interest 
in the recrystallization (or crystallization from the solid phase) 
that attention has been paid to the interface between the crystal 
and the amorphous phase. From an experimental point of view, the 
problem is slightly easier than that of the crystal-melt interface, 
in the sense that the system does not undergo any important modifi­
cations over a large temperature range. Observations at room tem­
perature are thus possible. However, it is presently impossible 
to prepare a glass from a pure simple substance with central inter­
atomic forces. Experiments are performed on two component alloys 
which makes the comparison with theory more difficult. Structural 
characterization is not microscopic, but rather macroscopic, con­
c:rne~4with the observation of the defects in the interfacial re­
g~on. 

As far as comp~§er simulation is concerned, we can mention 
the works of RAHMAN which consist of rapidly quenching a liquid 
during a molecular dynamics simulation. Whether or nOS6the system 
is in a glassy state after quenching is controversial as the 
lifetime of this low temperature disordered state appears to be 
very short. Nucleation then occurs, followed by the growth of the 
crystal. The nature of the interface between the ordered and dis­
ordered phases has not yet been investigated. 

Since the Bernal model 4~ well known to represent the glass 
phase rather than the liquid, the model approach presented in 
section I also represents the crystal-amorphous interface. In fact, 
the main criticisms against this model are irrelevant in the case 
of the crystal-amorphous interface, which exists at low tempera­
ture. In this case, the thermal motion of the crystal molecules 
can be neglected, and the glass molecules can be approximated as 
hard spheres. 

VII. THE LIQUID-VAPOR INTERFACE 

This section will deal with simple liquids only. We will 
again pay attention to the structure of the interface, and then 
to its main thermodynamic property, the surface tension or surface 
free energy. 

VII.I. The Structure of the Liquid-{;as Interface 

The liquid-vapor interface should be simpler than the crystal­
liquid interface, since it involves only one condensed phase. For 
this reason, the question of how the structure of the liquid is 
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perturbed by the presence of the molecules of the other phase does 
not arise. !,ge "surface4gayer structure" observed in some computer 
simulations has shown to be an artificat of the extremely slow 
convergence of the density profiles, as compared to the number of 
configurations generated. It is now generally admitted that the 
density varies smoothly from that of the liquid to that of the 
vapor. An example of this density profile is given in fig. 15 for 
different temperatures. 

Fig_ 15 : Density distribution in 
the liquid-gas interface zone for 
a Lennard-Jones substance at dif­
ferent temperatures (from ref_ 53) 
(With permission from the 
American Institute of Physics) 
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The interface width extends when increasing the temperature, and 
becomes theoretically infinite at the critical point temperature. 
The effect of the system size and temperature on the dens~5Y pro­
file and surface tension have been investigated by WEEKS. He 
concludes that the surface tension measured on a system with a 
macroscopie size should be lower than in a small system (like those 
studied in computer simulation), and that very long range correla­
tions parallel to the interface (capillary waves) exist. In prin­
ciple there is also the possibility of long range correlations 
perpendicular to the nominal interface and a divergent total width, 
but this would occur only for systems much larger than usual macros­
copic distances. 

VII.2. The Surface Free Energy 

Computer simulation. A precise determination of the liquid 
vapour sur!1ce free energy has been performed by MIYAZAKI, BARKER 
and POUND. It consists of a Monte-Carlo simulation in which the 
free energy required to' reversibly create a surface in a bulk 
liquid is calculated directly. The liquid is separeted by steps 
into two slabs, limited by hard walls. When the distance between 
the two slabs is large enough, the walls are removed and the sys­
tem is allowed to relax. The free energy change is integrated du­
ring the process by appropriate methods. A value of 18.3 ± 0.3 mJ/m2 
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is obtained for the surface energy of the Lennard-Jones liquid at 
the triple point. 

Perturbation Theory. The basic idea of the perturbation theory 
for the thermodynamic properties of nonuniform fluids is that the 
Helmholtz free energy F of the system can be written as : 

F (47) 

which defines f as the Helmholtz free energy per unit volume at 
the position r in the non uniform fluid. £(r) is a function of the 
density distribution p, i.e. fer) depends not only on per), but 
also on the distribution of density in the neighborhod.d of r. For 
a planar interface, it can be assumed that fer) depends only on 
the z coordinate. Furthermore, if fez) is known for a g~~en density 
profile, the interfacial free energy can be wirtten as : 

y 
h 

lim {f 
h+oo -h 

fez) dz - h[f(-h) + f{h)]} (48) 

Due to its smooth shape, the density profile p{z) can be approxi­
mated by relatively simple analytic expressions of the tanh form, 
with one or two parameters. These are adjusted by minimizing the 
interfacial free energy. 

The problem is thus to determine the local free energy func­
tion fez) for a given density profile p(z). 

The first treatment of this problem, ~~s proposed by TOXVAERif~ 
It is an extension of the5~ARKER-HENDERSON perturbation theory 
for bulk liquids. ABRAHAM has reformulated this the93Y within 
the framework of the WEEKS, CHANDLER ANDERSEN theory. He concludes 
that the treatment of TOXWAERT is based on "local" assumptions like: 

(49) 

where the bracket~5{} denote a functional dependence. Recently, 
SINGH and ABRAHAM"' go beyond adopting the "local" approximations, 
and develop a perturbation theory which accounts for the non local 
contributions neglected by assuming eq. (48). Its application to 
the Lennard-Jones fluid leads to the value : 

y 18.35 mJ/m2 (50) 
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in agreement with the "exact" computer simulation results. In 
conclusion, it can be said that the structure and thermodynamic 
properties of the liquid-vapor interface are now well understood, 
at least in the case of a simple substance. This is significantly 
differe.nt from the case of the crystal-liquid interface. 
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THE INTERMOLECULAR NATURE OF LIQUID WATER - THE HYDRATION OF MOLE­
CULES AND IONS. 

ABSTRACT 

Felix FRANKS 

Department of Botany 
University of Cambridge 
Downing Street, Cambridge 
Uni ted Kingdom 

Most physical properties of water are anomalous and such ano­
malies must be accounted for in terms of the intermolecular poten­
tial and the molecular distributions. Aqueous solutions reflect 
some of these anomalies, usually referred to as "water structure". 
Several fundamentally different types of hydration interactions 
can be distinguished. Their sensitive balance is the main contri­
buting factor to the maintenance of so-called native structures 
which are essential for the functioning of biologically active 
molecules. 

I. INTRODUCTION 

There are several inherent problems in the formulation of 
a molecular description of a liquid. The two most popular approa­
ches start respectively with a dense gas or a perturbed solid. 
The development of X-ray and neutron scattering techniques has 
made the former approach more useful. The classification of liquids 
is based on the nature of the intermolecular forces involved, shown 
in Table 1. These interactions determine the PVT phase diagram and 
the physical properties. Table 2 is a summary of the properties 
of some typical members of the groups of substances shown in Table 
I. Water occupies an anomalous position, characterized by the 
following properties; 

1) the liquid is denser than the solid, 
2) the liquid has a negative thermal expansion coefficient 

up to 4°C (11°C for D20) , 
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3) the latent heat of fusion is only 15 % of the latent heat 
of evaporation, 

4) the liquid range is very large, 
5) heat capacity of the liquid is very large. 

Table I. Nature of intermolecular forces in various types of li­
quids. 

Nature of molecule Predominating intermolecular fDrce 

Monatomic (spherical) Van der Waals (dispersion), short range 

Homonuclear diatomic 

Metals, fused salts 

Polar 

Associated 

Macromolecules 

Helium 

~. + quadrupole interactions 

Electrostatic, long range 

Electric dipole moments 

Hydrogen bonds, orientation dependent 

Some of the above, depending on chemical 
nature, also intramolecular forces 

Quantum effects. 

By comparison with the equilibrium properties, the transport 
behavior of water shows few of these anomalies but is, on the 
whole, typical of a liquid composed of small molecules. 

Any credible structural model for liquid water must be able 
to account for the physical properties of all isotopic water spe­
cies from the undercooled state to above the critical point. 

II. THE STRUCTURE OF LIQUID WATER 

Any structural calculations must take as their starting point 
the structure of the H20 molecule. The calculated electron density 
distribution lends support to the Bjerrum four point charge model, 
shown in Fig. I, in Which the oxygen atom is placed at the centre 
of a regular tetrahedron and the fractions of charge ± ne are pla­
ced at the vertices at distances of 0.1 nm from the centre. The 
van der Waals diameter of 0.282 nm is identical to that of neon 
(water and neon are isoelectronic). The vertices carrying positive 
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charge are the posl.tl.ons of the two hydrogen atoms, with the lone 
electron pair orbitals being directed towards the other two verti­
ces. Th~ interaction of two such molecules would have the features 
of· what is called the hydrogen bond. With minor modifications, .the 
Bjerrum model has been successful in accounting for the physical 
properties of ice and water. 

Fig. 1 : Bjerrum four-point­
charge model for the water mole­
cule, showing the van der Waals 
diameter. 

It is difficult to calculate by ab initio methods the interac­
tion details of two water molecules. Semi-empirical methods of trea­
ting the hydrogen bond lead to the conclusion that the following 
contributions must be considered : electrostatic effects, deloca­
lization energy, dispersion interactions and core repulsion. All 
calculations predict the linear hydrogen bond to be the most stable 
configuration, with a dissociation energy lying between 20 and 
35 KJ, and an equilibrium 0-0 distance between 0.26 and 0.30 nm. 
The covalent contribution (charge displacement) makes larger water 
clusters more stable than dimers. This type of interaction Which 
depends on previous processes is described as cooperative. and 
hydrogen bonding in water is believed to be highly cooperative. 

The importance of hydrogen bonding becomes apparent in the 
infrared and Raman spectra of water vapour, liquid water and ice. 
Thus, the characteristic O-H vibrations are severly perturbed by 
the proximity of other OH groups. The bending and final rupture of 
hydrogen bonds under the influence of temperature and pressure are 
also reflected in the spectra. The sensitivity of hydrogen bonded 
structures is best demonstrated by the P-T phase diagram of ice, 
shown in Fig. 2. All the polymorphs are fully hydrogen bonded, i.e. 
each oxygen atom participates· in four bonds, but there are consi­
derable deviations from the regular tetrahedral geometry of ice-I, 
as the pressure is increased. 
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Fig. 2 : Solid-liquid phase diagram of ice. Solid lines: stable 
regions, broken lines : metastable regions, dotted lines : estima­
ted or extrapolated phase boundaries. 

In the liquid, the regular geometry is further perturbed by 
thermal motion. The application of scattering techniques permits 
the calculation of g .. Cr), the radial distribution function which 
measures the relativ~Jprobability of finding a molecule (or atom) 
i at a distance r from a given molecule (or atom) j. Thus, large 
values of g .. Cr) imply that there is a preferred molecular spacing, 
rather thanlJ random arrangement of molecules, in which case 
g .. Cr) = 1. To describe the molecular distributions in water com­
pt~tely, three radial distribution functions are required, expres­
sing O-O,O-H and H-H distributions respectively. Only the first of 
these can be obtained from x-ray and the second form neutron scat­
tering experiments. It requires yet another, independent scattering 
experiment (electrons ?) to determine the third distribution func­
tion. 

The distribution of molecules in a fluid is governed by the 
interactions between them. This, in turn, depends on the molecular 
geometry and charge distribution. In the case of water, tetrahadral 
hydrogen bonding is expected to be the dominant interaction. A 
major shortcoming in all calculations is the necessity to express 
the total energy as the sum of pairwise interaction energies, thus 
denying the element of cooperativity. There are several formal 
relationships between the pair potential u .. Cr) and g .. Cr). The 
former is the more basic quantity, but the tatter is ~t-e easily 
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accessible to experiment. Figure 3 compares th~ g .. (r) of water 
with that of liquid argon scaled in units of R =1t /R , R being 
the molecular van der Waals diameter (0.28 nm for water and 0.34 
nm for argon). 

4~---------------------. 

3 

O~ __ ~ ____ ~ __ ~~--~ 
o 4 

Fig. 3 : Radial distribution 
function for water (broken line·) 
and argon (solid line), as*func­
tion of reduced distance R. 

The coordination number is obtained from the area of the first 
peak (4.4. for water, 10 for argon). For water, this number increa­
ses with rising temperature~ reaching 5 at the boiling point. The 
second peak ~at 1.63R* (2R for argon), in agreement with tetra­
hedral geometry. The widths of the peaks are the real indicators 
of structure in a liquid. Thus, a narr~w peak indicates little 
perturbation about the mean value of R. By this criterion, water 
is more structured than argon, but such structure persists only 
over thyee molecular layers, beyond which g .. (r) approaches unity. 

1J 

The advent of fast computers has led to the development of 
simulation methods for the study of liquids. With an assumed pair 
potential u .. (r), the energy of a system of n molecules is minimi­
zed and the1~quilibrium distribution is calculated by one of two 
available techniques. There are as ye t severe problems, not leas t 
of which is the formulation of a credible u .. (r), but simulation 
has become a popular technique for the studyJ of water and aqueous 
solutions. Both u .. (r) and g .. (r) are of intrinsic interest, because 
they form the briate between1Jtructural measurements and thenwdy­
namics, that is, the time-averaged behaviour of the liquid. 

For a complete characterization of the liquid we also require 
a knowledge of its dynamic behaviour, as reflected in spectra and 
transport processes, such as self-diffusion and viscosity_ Details 
of molecular motions are described in terms of time correlation 
fucntions, C(t), defined by 

C(t) = <A(O)-A(t» 
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where C(t) measures how long some property A persists before it 
is averaged out by random motions or collisions. A(O) refers to 
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t = 0 and A(t) to the same property after time t, the average being 
taken over all molecules. Often C(t) can be expressed in terms of 
a single exponential decay function ; it is then possible to define 
a correlation time 'c' where 

, 
c tC(t) dt. 

o 

This is then the time after which the magnitude of the proper­
ty A has decayed to lie of its magnitude at t = O. Nuclear magnetic 
relaxation and dielectric measurements provide information about 
'c' taken to be the period required for the isotropic tumbling of 
a molecule. For water, is of the order of Ips. 

c 

Water has frequently been described as being ice-like. While 
certain of its properties lend support to this description- for 
instance, the X-ray and neutron scattering data- its dynamic beha­
viour argues against this. Any approximately tetrahedral order is 
of a short range nature and molecular exchange takes place on a 
picosecond time scale. The computer simulation results suggest that 
water is a random, almost completely hydrogen bonded network, but 
that there exists a large proportion of bent hydrogen bonds and 
distortation from the regular tetrahedron is common. The simulations 
do not reveal marked heterogeneities in the density, a conclusion 
which is at odds with the comparatively high compressibility, an 
indicator of marked density fluctuations. 

III. HYDRATION AND ITS CONSEQUENCES 

The properties of solutions must be considered in terms of 
three contributions 

Solvent - solvent interactions 
Solvent solute interactions 
Solute - solute interactions. 

In a dilute solution, the third of these effects can be neglected. 
Solute - solute interactions are measured by the second virial coef­
ficient E in the osmotic pressure equation 

TI RT (c/M + Bc 2 + .... ) 

where c is the concentration and M the molecular weight of the so­
lute. In other words,B measures the deviation of the solution from 
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ideality. B is also rel~ted to W (r) and g (r), and hence to 
structural properties : W (r) i~Sthe poten~tal of mean force be­
tween two solute particle~~ and g (r) is the solute radial distri­
bution function. Here again, if gSs(r) ; I, then the solute is dis­
tributed randomly in the solvent. ss 

Nonideality is well represented by the thermodynamic excess 
functions. Thus, the excess Gibbs free energy change resulting from 
the mixing of two components is defined by 

where ~G t is the experimental quantity and ~G'd is the free 
energy c~tgutated on the basis of an ideal mixtur~, viz. 

where x. is the mole fraction of species i which, through Raoult's 
law is ~roportional to its partial pressure.EThus, positive devia­
tions from Raoult's law are equivalent to ~G > O. Similar excess 
functions can be written for the enthalpy, entropy, heat capacity, 
volume, tee. Mixtures can be conviently classified according to 
the disposition of their excess functions, as represented in Fig.4. 
Several significant features 'emerge : 

(i) ~GE is u~ually s~etrical about x. = 
(ii) both ~H and T~~ can exhibit com~lex 
(iii) the sign of ~GE can be determined by 

by that of T~S (c and e). 

0.5, 
dependenceEon x, 
that of ~H (a, b, d) or 

The "normal" behaviour is that depicted in Fig. 4a, band d, 
but there are cla~ses of solute which in aqueous solution exhibit 
large negative ~S values. They include nonpolar compounds and al­
kyl and aryl derivatives with only functional polar group : 
alcohols, ethers, amines, ketones, etc. The negative mixing entropy 
is explained in terms of structural change induced in water by 
nonpolar residues; the effect is normally referred to as hydropho­
bic hydration. 

Structural analogues are believed to be the clathrate hydrates, 
in which solute (guest) molecules are contained in polyhedral cages 
composed of water molecules (host lattice). The water lattice resem­
bles that of ice; each oxygen is tetrahedrally surrounded by four 
others. The next nearest neighbour geometry deviates slightly from 
that of ice, and this slight distortion can give rise to a multi­
tude of similar cage structures. The phenomenon of hydrophobic 
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hydration therefore arises because the introduction of an apolar 
molecule or residue leads to a reduction in the number of ori'enta­
tiona1 degrees of freedom of the water molecules; the OH vectors· 
can now only point along the sides of, or away from the cavity, 
but not towards the guest molecule. Hydrophobic hydration thus 
leads to a reduction in thermodynamic stability, and any process 
which can reverse this loss of orientationa1 freedom will be spon-

b c 

.••• X 
' . ... . -

.... 
e 

Fig. 4 : Thermodynamic excess functions for liquid mixtures: a) 
ethanol-benzene, b) methanol benzene, c) water-dioxanE d) water­
hydrogen p~roxide, e) water-et~nol. Solid lines : ~G , broken 
lines : ~~, dotted lines : T~S . 

Such a reversal can be achieved by the interaction of two such 
hydrated particles since some of the perturbed water will be able 
to relax back to its normal state. The net result is an apparent 
attraction between apolar residues in water, termed hydrophobic 
interaction, but this is unlike other interactions, in that it is 
of an entropic origin and results from the unfavourable structural 
arrangement which water molecules are forced to adopt in the proxi­
mity of an apolar residue. Recent statistical mechanical and simu­
lation. studies of the hydrophobic interaction suggest that W (r) 
is of a complex and long range nature, possibly with several sNtinima 
and maxima. The biological consequences of hydrophobic interactions 
are the many supramolecular structures involving the large scale 
aggregation of apolar residues, as in micelles, viruses and biolo­
gical membranes, and the complex folding processes which characte­
rize globular proteins. 

The interaction of water with polar molecules, especially those 
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which themselves possess exchangeable protons is of an altogether 
different nature. The carbohydrates serve as good model compounds 
for such investigations. Hydration is dominated by solute- water 
hydrogen bonding, but there are subtle differences in the hydration 
behaviour of physically and chemically very similar molecules, such 
as a series of hexose sugars. The details of the hydration behaviour 
are determined by the spacings and orientations of hydroxyl groups 
and the compatibility of such spacings and orientations with those 
in liquid water. In general, equatorial hydroxy groups are better 
able to interact with water than are axially placed groups. One of 
the consequences is that S -sugars exchange protons with water at 
a higher rate than do the corresponding a-sugars. By the same token 
water can affect the position of anomeric and other conformational 
equilibria in solutions of carbohydrates. One commonly finds that 
certain sugar conformers are favoured in aqueous solution, whereas 
other conformers are more abundant in non-aqueous solvents. The 
same is also true for larger, more complex molecules, such as di­
trisaccharides and oligomeric peptides. At present no theoretical 
technique is able to predict such subtle solvent effects. Indeed, 
the weakness of theoretical approaches is that they have been 
devised to fit experimental data for aqueous solutions, whereas it 
has become clear that conformations that predominate in aqueous 
solution are unique and do not constitute the lowest potential 
energy states, as calculated by ab initio or computer simulation 
methods. 

In summary, conformational free energies of polar molecules 
in aqueous solution are markedly affected' by hydration effects. 
These effects can lead to quite long-lived structures (~l ns), 
the detailed properties of which are intimately related to the spa­
tial and orientational correlations between hydrogen bonding sites 
on the solute molecule and in water. Such subtle effects are also 
responsible for the tendency of carbohydrates to form gels which 
thermodynamically resemble supersaturated solutions. They owe their 
stability to complex interrelations between short range hydration, 
long range order of polymer domains, temperature and the method 
of preparation. 

In principle, ions in solution can be described in molecular 
terms by the same techniques discussed above for non-electrolytes. 
The situation is complicated, because an electrolyte consists of 
at least two solute species : cation and anion, and this introduces 
even more terms into the total g .. (r). On the other hand, the 
existence of a dilute solution la~in terms based on electrostatics 
(the Debye-Huckel theory) simplifies the extrapolation to infinite 
dilution. In all classical theories the solvent is treated as a 
continuum whose only significant property is a dielectric permitti­
vity. Such treatments become inadequate where short range forces 
become important, and the past eight years have seen the develop­
ment of more refined theories which allow for non-electrostatic 
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factors, such as hydration and the overlap of ionic hydration shells 
which can lead to a net attraction or a net repulsion. 

An important development has been the application of neutron 
diffraction methods to study the detailed geometry of ionic shells. 
The total ¥a~ial distribution function of even the simplest ionic 
solution M X . H ° contains ten g .. (r) terms which must be separa­
tely determined trom a single exp~timent. Ion-water scattering 
contributes only up ot 10 % of the total scattering intensity, and 
ion-ion scattering even less. To overcome such practical problems, 
isotope difference scattering is now used, in which identical expe­
riments are performed with two different isotopes of either M+ or 
X . This reduces the number of radial distribution functions from 
te!f to four. Figure 5 shows the radial distribution function for 
Ni + in 1.5 molal NiCl 2 in D20. 
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Fig. 5 : Radial distribution function for Ni in 1.5 mol~l NiC1 2 
in D20? obtained by isotopic difference neutron scatterlng. Insert: 
hydratlon geometry. 

The first peak corresponds to the Ni-G distance and the second to 
the Ni-D distance. The ratio of the areas under the two peaks is 
of course 1:2,+and integration of the peaks yields a hydration 
number of 5.8 - 0.2. From the position of the peaks and the geome­
try of the D 0 molecule it becomes clear that the D 0 molecules 
are tilted at an angle to the Ni-O axis; in very di!ute solutions 
this angle tends to zero. 

By performing a similar experiment, using two isotope~ of 
chlorine it is possible to chart the hydration shell of CI . Here 
again the hydration number is found to be approx. 6 and the water 
molecules are tilted, as shown in Fig. 6. In neither case can any 
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structure be detected beyond 0.5 nm. Although many problems remain 
in the detailed interpretation of scattering data, the technique 
has already contributed significantly to the development of a new 
generation of electrolyte solution theoraes. 
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Fig. 6 Hydration geometry of Cl ln aqueou~ NiC12 . 

IV. THE STABILITY OF BIOLOGICALLY ACTIVE MACROMOLECULES AND SUPRA­
MOLECULAR STRUCTURES 

The so-called native structures which differentiate biopoly­
mers from synthetic polymers rely on delicately balanced noncova­
lent interactions in which hydration plays an important role. These 
effects are not limited to the innermost hydration shell but extend 
to water-water interactions at some distance from a polymer surface, 
so that protein crystals contain at least 40-50 % of water by weight. 
Even in highly idealized systems, such as an aqueous medium between 
two mica plates, hydration forces have been predicted and measured 
over separations approaching 5 nm. Beyond this distance the forces 
between the plates are well accounted for by classical theory (elec­
trical double layer repulsion and van der Waals attraction). The 
newly discovered hydration forces introduce an additional repulsion 
term which decays in an_exponential fashion with distance of sepa­
ration, with typical correlation lengths of 2-3 molecular diameters; 
it is therefore a long. range interaction. The role of hydration 
forces in maintaining native biological structures is not yet clear, 
but the dimensions of aqueous domains in biological systems are 
of the same order as the range of such forces. 

Macromolecular hydration at short .range has been studied by 
scattering and spectroscopy, and even at the macroscapic level it 



THE INTERMOLECULAR NATURE OF LIQUID WATER 195 

is gradually becoming clearer how the solvent medium affects the 
stability of macromolecules. This stability of a native state, 
which is highly marginal, is the resultant of a number of contri­
buting factors, such as electrostatic repulsion or charged groups, 
conformational entropy, hydrogen bonding within the macromolecule 
and with the solvent, hydrophobic effects and dispersion interac­
tions. Some of these effects are very large and they are difficult 
to calculate with any degree of confidence. In some cases, the 
interchange of just one amino acid residue in a protein can dras­
tically alter its native state stability and solution behaviour 
(e.g. normal and sickle cell haemoglobin). 

Just as the integrity of individual macromolecules ~s of cru­
cial importance for the correct functioning of a living cell, so 
is the process of self-assembly of such molecules into supramole­
cular structures. Indeed, most enzymes consist of several -someti~ 
mes very many- subunits, each of which is a correctly folded poly­
peptide chain. The interactions which lead to the assembly of such 
large structures from individual globular polymers also involve 
delicately balanced hydration contributions. It is believed that 
the hydrophobic element plays a dominant role in self-assembly 
processes. 
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Water molecules in crystalline proteins are found in a number 
of distinct locations : internally they occur coordinated to metal 
ions, close to internal charged groups, such as COO- and NHj,or 
linking peptide bonds located at different places in the peptide 
chain. Figure 7 shows examples of such internal water molecules in 
proteins. These molecules possess a low diffusional mobility and 
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and can be quite well defined by diffraction methods. The opposite 
is the case for water molecules at the periphery of the macromole­
cule, but even here the existence of water bridges between protein 
molecules in crystals has been established; some of these bridges 
contain up to 12 water molecules. Other techniques which are cur­
rently contributing to an insight into protein hydration include 
H/D exchange kinetics, NMR relaxation and calorimetry. Attempts 
are also being made to treat the related proHems of hydration, pro­
tein folding and native state stability by computer simulation me­
thods, but the current state of the art is so rudimentary that such 
procedures cannot as yet be taken very seriously. 

Most theoretical procedures as well as some experimental ap­
proaches, take as the starting point the known crystal structure 
of a macromolecule. The validity of extrapolating solid state con­
formations to a dilute aqueous solution, or even to the in vivo 
state, needs careful examination. In the case of globular proteins 
such extrapolations are perhaps permissible, because the structu­
ral integrity of such proteins arises mainly from intramolecular 
factors. However, even here, it must be remembered that interac­
tions between molecules in the crystal are governed by packing con­
siderations. This becomes very evident in the case of carbohydrates 
which in the solid state exhibit considerable hydrogen bonding, 
both intra and intermolecularly. It is most unlikely that such hy­
drogen bonds persist in aqueous solution, where the molecular con­
formation is governed by solute-water interactions. The molecular 
configuration in the crystal state is therefore not a reliable gui­
de to conformation or function in vivo. 

It seems that the place of water in maintaining biological 
viability can be taken by a number of other molecules, all of them 
possessing several -oH groups. In this way certain organisms can 
be almost completely dehydrated and subsequently rehydrated, with 
full restoration or their faculties. The synthesis of such compounds, 
usually of carbohydrate origin, constitutes one of the best studied 
defence mechanisms of organisms to counter freezing and drought 
stresses. 

V. BOUND WATER 

In systems possessing a large surface area/volume ratio, an 
appreciable proportion of the water present appears to have proper­
ties very different from those characteristic of bulk liquid water. 
This is of particular importance in biological and other colloidal 
systems, where it is well known that.a proportion of the water does 
not freeze. Such unfreezable water can markedly affect the physical 
properties of the solid substrate and any chemical processes that 
take place in partly dehydrated systems. Bound water has been ex­
tensively studied by a variety of techniques. NMR relaxation seems 
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to offer most promise, despite the fact that the interpretation 
of such relaxation data is still subject to some ambiguity. From 
a dynamic standpoint, three distinct popUlations of water molecu­
les can generally be distinguished : the behaviour of a small frac­
tion of the molecules is completely governed by the motions of the 
substrate, Whether a bulk solid or a macromolecule in solution. The 
diffusive motions of a further, significant, proportion of water 
molecules are apparently perturbed, both as regards the rate and 
isotropy of diffusion, and finally, the motions of unperturbed 
water can be observed. 

It must be clearly understood that unfreezable, or bound water 
is not primarily a manifestation of equilibrium phenomena; it ori­
ginates from kinetic barriers to diffusion, rendering the system 
thermodynamically metastable. Nevertheless, the observed phenomena 
are of considerable physiological and technological importance 
and dese~ve detailed study. 

All figures are reproduced, with permission of the authors, from 
Water - A Comprehensive Treatise3 F. Franks ed., Plenum Press, 
New York, 1972-1979, Vols. 1-6. 
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ON THE STRUCTURE OF GRAIN BOUNDARIES IN METALS 

ABSTRACT 

H. GLEITER 

University of Saarbrucken, 
D-6600 Saarbrucken 
West Germany. 

The first part of this paper reviews the atomistic model 
proposed for the equilibrium structure of grain boundaries in me­
tals. These models are based on dislocation, coincidence, plane 
matching and polyhedral unit concepts. The basic ideas and short­
comings of the various concepts are discussed. The present under­
standing of the structure of dislocation and vacancies (non-equili­
brium defects) in grain boundaries is summarized in the second 
part of the chapter. The existing evidence suggests that these de­
fects have a similar structure in low energy grain boundaries as 
the analogous defects in the perfect lattice. However, in high 
energy boundaries, the defects may be smeared out (de localized) in 
the plane of the boundary. 

I. INTRODUCTION 

The purpose of this chapter is to summarize the present state 
of understanding of the atomic structure of grain bourldaries by 
highlighting results that provide most insight. For earlier work, 
the read'T!:Sisreferred to existing review articles and conference 
reports. 

II. EQUILIBRIUM GRAIN BOUNDARY STRUCTURE 

II.t. Dislocation Models 

The first dislocation model of a high angle grain boundary 
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was proposed by READ and SHOCKLEy9 for symmetrical high angle tilt 
boundaries. It was assumed that, if dislocations are uniformly 
spaced in the plane of the boundary, a low energy interface results, 
by analogy to the strain-field energy of a small angle tilt boun­
dary. For all other t~l t angles the boundary may be described as 
a boundary with a uniform dislocation spacing and a small angle 
tilt boundary superimposed that accounts for the deviation from 
the tilt angle required for uniformly spaced dislocations. This 
idea has also been used in subsequent years for boundary models 
that are not based on the dislocation concept (cf. section 11.2). 
Two inherent limitations exist in the dislocation model developed 
by READ and SHOCKLEY. First, the singular behavior of elastic strain 
fields near dislocation centers was removed by an inner "cut-off" 
radius. The second deficiency is that linear superposition results 
in a complete neglect of the interactions among the dislocations 
in the array. 

Li lO first attempted to aCr~unt for such effects. He proposed 
a hollow core dislocation model of grain boundaries (Fig.l) and 
recognized that as the tilt misorientation increased, with its 
attendant decrease in dislocation spacing, the core shape changed. 

10' ZO' 30' 3U' 40' eee 
,-6 -e -e 

eBe 

,0' , , 
_.L._ Fig. 1 : Calculated shape of 

the dislocation cores in tilt 
boundaries corresponding to 
different tilt angles. The tilt 
angles are indicated by the 
numbers above the figs. 

Thus the traction-free core condition assumed in the model was vio­
lated. Li, therefore, extended the dislocation model by postulating 
that shape and radius of the actual core depended on the boundary 
structure. The result was an increase of the core radius and a 
change of the core shape with increasing misorientation (see Fig.I). 
To ameliorate some of the inherent defici~2ct3S of the continuum 
dislocation array model, GLICKSMAN et al. ' added a phenomenolo­
gical core-energy term of thermodynamic origin. This led to the 
concept of the equilibrated "heterophase" dislocation model with a 
second phase in the core. A finite array of edge dislocations of 
this type was superimposed to obtain the elastic energy poet: dislo­
cation. Included in a self-consistent manner was a chemical energy 
term for a core of circular cross-section. The total energy was 
minimized with respect to the core radius. 
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The linear superposition techniques used in the above analyses 
by definition neglect the elastic interactions occuring among the 
grain boundary dislocations. An attempt ~~ t~clude these interac­
tions was made by MASAMURA and GLICKSMAN ' using the heterophase 
dislocation mbdel and solving the two-dimensional elastostatic­
boundary value problem for an arbitrary periodic spacing between 
the dislocations. According to this model, liquid-core disloca­
tions should be prevalent in boundaries at temperatures not too 
far below the equilibrium melting point. Measurements of the energy 
of high angle grain ?~u1fgaries in bismuth at temperatures close 
to the melting point ' seem to support this result (Fig. 2). 
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Fig. 2 : Dihedral angle ($) at the 
solid/melt interface at the point 
where a grain boundary of miso­
rientation e terminates at that 
interface. The conspicuous dis­
continuity occuring at the 
cordinate (e*.~*) may be inter­
prete~ ~s a.first-order phar2 
transltlon In the boundary. 
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Some of the inherent difficulties of the methodtgsed by GLICKSMAN 
et al 17have been discussed critically by JONES. Recent observa­
tions of interphase boundaries and the solid/liquid interphase 
in carbontetrabromide-hexachloroethane alloys gave little support 
for any discontinuity of the type shown in Fig. 2. The same conclu­
sion was drawn from measurements of fSain boundary energies in 
copper as a function of temperature. If a phase transition due 
to the collapse of heterophase dislocations occurs, the boundary 
energy should become independent of the misorientation angle 
(Fig. 2) since a slab of liquid is formed in the boundary core. 
This was not observed. 

In addition to the above models based on linear elasticity 
theory,non-linear dislocation'modelsl~E~tERLS model, FRENKEL- 21 
KONTOROWA model) have been proposed. The results suggest 
that the width of the core of a dislocation in a boundary depends 
on the boundary structure (Fig. 3). In boundaries of low energy, 
the cores of the dislocations are comparable in size to a lattice 
dislocation. With increasing deviation from the low energy struc­
ture the core diameter grows and, finally, spreads to infinity if 
the boundary energy is independent of the misorientation between 
the two crystals forming the interface. The physical reason for 
this effect will be dt~c~~~31 in section 111.2. A number of expe­
rimental observations' support these v~~~~8 Nevertheless, 
the problem is still a matter of controversy. 



202 

w 
2b 

:I: 
f­
a 
3: 
z 
o 

5D 

~ 2.5 
Ll 
o 
-' 
(/) 

is 

, 

I 
L~ 
o 45 

v v 

, " ~ 
gO 135 

MISORIENTATION Ideg) 

a 

Q, 

180 

'" ~20~---
'" I ~o / c5 0 
Z 
::0' 
o 
III 1.0 
UJ 
> 

~ 
-' 
W 

'" ~-----+'45~---!o90 -----;15 
MISORIENTATION Idegl 

b 

H.GLEITER 

b 

180 

Fig. 3 : Calculated widths w (divided by the Burgers vector 2b) of 
the misfit dislocations in symmetric <110> tilt boundaries in alu­
minium (Fig. 3a). The measured energy misorientation curve of' 
these boundaries is shown in Fig. 3b. The dislocation widths plot­
ted in Fig. 3a are calculated for G = 2.5 10 11 dyn/cm2 , 
2b = 2.86 10- 8cm and a unit energy (1.0 in Fig. 3b) of 400 erg/cm? 
The energy measurements are taken from ref.22. 

In add~5ion to non-linear dislocation ~~d~Qs, partial dislocation 
models and disclination descriptions ' have been considered 
to describe the structure and energy of grain boundaries (Fig. 4). 
Similar to all dislocation models proposed so far, the existing 
disclination models do not account for rigid body relaxations be­
tween the crystals (sectionII.2) forming the boundary. 

T. 
1ill 

e = b/h e = 2lW/H 

Fig. 4 : A simple tilt boundary 
made of dislocations or discli­
nations. The tilt angle is e 
a~d the ~urg39s.vector of the 
d1slocat1ons 1S b. 
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a b c 

Fig. 5: ar Completely unrelaxed tilt type symmetric grain bounda­
ry of misorientation angle e = 36.9°; 
b) partially coalesced modification of the grain boundary shown in 

(a) "51 
c) total coalescence of the graln boundary shown in a). 

h " • d d f h b " f 1· 47-50 T 1S concept was exten e urt er y uS1ng a orma 1sm 
that describes the distorsion field, the tensor of Burgers vector 
density, the metric strain, and the torsion of a grain boundary 
by means of differential geometry. In a non-rigid lattic51 model 
of a symmetric tilt boundary of arbitrary misorientation, a grain 
boundary was portrayed in terms of an array of voids and/or asym­
metric cracks upon whose surfaces are distributed surface disloca­
tions. The boundary shown in Fig. Sa contains no elastic energy 
and consists of large voids which, in turn, correspond to a high 
surface energy. The total amount of free surface energy can be 
reduced by a partial (Fig. Sb) or total (Fig. Sc) coalescence. In 
the case of total coalescence (Fig. Sc), the elastic dis torsion is 
a maximum and the surface energy is a minimum. Real crystals exhi­
bit a behaviour somewhere in between the two extremes as represen­
ted in Fig. Sb. The calculations indicate that a minimum energy 
configuration of the boundary is obtained if the boundary disloca­
tions are spread out in the plane of the boundary. As pointed out 
above, the delocalization of boundary dislocations is also sugges­
ted by other arguments. 

11.2. Coincidence Models 

The pioneering work of KRONBERG and WILSON52 led to the con­
cept of coincidence sites in grain boundari5~~5~his concept has 
since been adopted by several other workers and developed in 
more detail. For example, Fig. 6 shows the coinci37nce site lattice 
formed by two hexagonal arrays of atoms. ARKHAROV developed the 
first model of a grain boundary in which an attempt was made to 
interpret the structure and the properties of grain boundaries on 
the basis of the coincidence site concept. He considered a 
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UOO] tilt bounaary in a cubic lattice. A more detailed model was 
given some years later by BRANDON. 

X~ 
x x ~ Jt 

)( 

.Jl 

x 
~ 

Jt -~x 

Fig. 6 : Coincidence site lat­
tice (black circles) in two 
crystals that are rotated by 
38° (22°) abg~t an axis normal 
to the paper. 

Fig. 7 : Structure of a grain 
boundary accordin§4tg8the model 
of BRANDON et al. ' The 
boundary is a 50.5° <110> tilt 
boundary between two crystals 
that have b.c.c. structure. The 
sections AB and CD of the boun­
dary lie in a plane of high 
coincidence density. (The atoms 
represented by black circles 
occupy coincidence sites.) 

BRAN ' d 154 ,58 " d b" " DON s mo e represen5~ an extens~on an com ~nat9oY1 
of the coincidence lattice concept and the dislocation model ' 
(cf. sectionII.1). The coincidence theory originally proposed 
(Fig. 6) brings out the dependence of the boundary structure on the 
orientation relationship between both crystals, but ignores the 
effect of boundary inclination. The effect of boundary inclination 
was incorporated by suggesting that boundaries constrained to lie 
at an angle to the densely-packed coincidence plane take up a step 
structure (Fig. 7). In the subsequent development of the atomistic 
models of grain boundaries, attention was focused essentially on 
the foll~wing two problems: (i) the structural characterization of 
low energy boundaries and (ii) the development of a general crys­
tallographic theory of grain boundaries. These two problems led to 
two separate lines of development in the understanding of the 
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structure of grain boundaries. Let us first consider the relevant 
ideas to improve understanding of the characteristic features of 
low energy boundary structures. 
The concept of atoms occupying coincidence sites (in terms of 
boundary or lattice coincidences) had to be abondoned after it was 
recognized from 5~~yter simulations of the atomic strg~ture of 
grain boundaries and from bubble raft experiments that two 
crystals forming a boundary relax by a shear type displacement 
(rigid-body shear) from the position required for the existence 
of coincidence site atoms at the boundary (Fig. 8). This result 
was confi~3~6!n subsequent years by other more sophist~t5g com-
puter work as well as by experimental observations. ' 

Fig. 8 : 18° symmetric tilt boun­
dary displaying six-fold corrodi­
nated units. Shaded atg~s repre­
sent structural units. 

Th ' f' . d b d I . I d hI' 69 e ex~stence 0 r~g~ 0 y re axat~ons e to t e cone us~on 
that boundary periodicity rather than the existence of boundary 
coincidence per Be }6 7~e physical meaningful parameter. However, 
recent measurements ' of the orientation relationships corres­
ponding to low e~lr~ boundaries in noble metals and noble metal 
alloys. indicate' that the boundary periodicity may not be 
the only parameter that controls the energy of a grain boundary. 
The low energy boundaries observed experimentally suggest a divi­
sion of low energy boundaries into two group~O: "electron sensi­
tive" and "electron insensitive" boundaries. The "electron insen­
sitive" boundaries are those observed in all metals and alloys of 
the same lattice structure irrespective of alloy composition. The 
"electron sensitive" boundaries are observed only in some pure 
metals or in alloys of certain compositions. On this basis, it was 
proposed that the energy (and structure) of the "electron insensi­
tive" boundaries is controlled primarily by the geometry of the 

.atomic arrangement in the boundary (atomic packing density similar 
to the lattice), whereas the energy of the second group depends 
primarily on the electron band ~tructure of the material. Examples 
of 'el ectron insensitive" boundaries in Ag, Au,.Cu are the 70.5 0 [11 0] 
or the 50.5 0 [110] boundaries. The 59 0 [110] or the 81 0 [I 10] boundaries 
belong to the second category. The significance of the electronic 
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contribution t073~74energy of grain boundaries was pointed out by 
several authors on the basis of free electron calculations. 
In fact, SEEGER and SCHOTTKY showed (Fig. 9) that the screening of 
the positive charge deficit at a gra~n boundary by the conduction 
electrons may be the dominant part of the boundary energy. 
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Fig. 9 : Electronic contribution (~E) to the boundary energy due 
to electron screening effects (of the positive charge deficit in 
the boundary) as a function of the boundary free volume (positive 
charge deficit) for a free electron gas model. Z is the charge per 
atom, a is the lattice constant, kF is the wave vector at the 
Fermi energy ~, a 2Z is the positive charge deficit per unit area 
of the boundary. The numbers given on the energy axis are calcula­
ted for silver (ao = 4.078 10-B cm, kF = 1.204 10-Bcm-1 , m* = m). 
The boun~ary is represented as a square well p013ntial of , width 
2B and h~ght Uo . The broken curves are computed for varlOUS 
heights of the potential well (0 = Uo/~)' 

The considerations discussed so far have neglected the effect 
of temperature, pressure etc. on the b~~~3~2structure. There is 
substantial evidence in the literature' suggesting structu-
raZ phase transformations in grain boundaries8~imilar to the well 
known phase transformations of free surfaces. Figs. lOa and lOb 
show (hypothetically) how such a transformation may be visualized. 
Due to the smaller free volume of the boundary structure shown in 
Fig. lOa, the Gibbs free energy of this structure is lower at high 
pressures than the Gibbs free energy of a more open structure (Fig. 
lOb). Therefore, at a certain pressure, the boundary structure may 
transform from the more op:n ~tructure t~tglthe densely packed 
structure as the pressure 1S 1ncreased. ' 
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Fig. 10 : Schematic model o~ the atomic arrangement in a grain 
boundary due to a phase transrormation ror a boundary between two 
hexagonal arrays 0 ~ atoms. 
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Fig. 11 : Spacing d or the secondary grain boundary dislocations 
~ound in <001> twist boundaries in gold. The dashed curves were 
calculated ~rom the crystallographic theory. The ~illed circles 
represe~t the ~easured spacings. The open tri~gles represent cases 
where dlslocatlon networks were not detected. 

The crystallograph~~_~geory of grain boundaries was pioneered 
by the work of BOLLMANN as the Q-lattice theory. This theory 
is a mathematical method for calculating the crystallographic 
structure of interfaces and the permissible Burgers vectors of the 
perfect interfacial dislocations between two arbitrary crystals in 
arbitrary relative orientation for any position of the boundary 
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between them. For the derivation of relevant equations the reader 
is referred to the above publications. The question to what extent 
all grain boundaries can be represented by low energy structures 
and superimposed dislocation networks predicted by the crystallo-
gra~giZ8t~Z08~ H§~9~een consider~d in a numb,O ~~_1~Zli~~97 
tal ' , " and theoret~cal papers.' " The 
experimental evidence was recently reviewed by GOODHEW81 who poin­
ted out that still relatively few examples exist in which the pre­
dicted dislocation structures have been revealed. An example for 
the observation ef the crystallographically predicted dislocation 
structures is shown in Fig. 11. Observational difficulties limit 
the angular range over which networks of discrete dislocations can 
be detected by electron microscopy. These difficulties may be due 
to the small Burgers vectors of grain boundary dislocations or to 
wide cores (and, thus, a w2~k2~~3Sin field) as shown by the analy-
sis of the contrast width.' The importance of the latter 
effect was emphasized by observa~~ons on misfit dislocations in 
the interfaces between a/S brass. The dislocation network in 
such interfaces became invisible upon small rotati%~s although the 
crystallographically predicted dislocation spacing should have 
been well above the resolution of the electron microscope sugges­
ting that a non-localization of the misfit in the cell walls may 
occur under certain conditions. Information about the structure of 
boundaries deviating from low energy orientation relationships may 
also be derived from studies of the energy of the boundaries and 
X-ray diffraction experiments. Recent measurements on the low 
energy misorientation relatioy~h}8S7~f grain boundaries in noble 
metals and noble metal alloys ' , suggest that the structure 
of any high energy boundary is related to (at least one of) the 
neighboring low energy boundaries. This result agrees with a con­
siderable number of other grain boundary e~§rgy measurements and 
with recent X-ray diffraction experiments. The periodicity of 
1001 I twist boundaries in gold with a reciprocal coincidence site 
density of E = 13, 85 and 377 showed the expected periodicity from 
crystallographic theory. 

Whether or not a given grain boundary will tend .to preserve 
a structure characteristic of a given coincidence orientation re­
lationship depends on the energies of alternative possible boundary 
structures. Two examples have been documented for E = 5 and E = 9 
boundaries, where the manner in which a coinciden~~ ~5oucture is 
maintained, depended on the boundary orientation.' In parti­
cular, for the E = 5 boundary, a change of boundary plane favored 
a change from minimum length Burgers vectors to crystal lattice 
Burgers vectors. Therefore, the simple b2 -rule (Frank-rule) is not 
generally applicable for dislocations in grain boundaries, although 
this rule has been used in the literature. 
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11.3. Plane Matching Models 

The electron microscopy of high angle grain boundaries has 
shown that the images of grain boundaries frequently exhibit perio­
dic linear features, Which have been demonstrtOTd not to be Moire 
fringes. These observations prompted PUMPHREY to explain the 
periodic line structures on the basis of a plane matching approach. 
The situation is shown schematically in Fig. 12. The overall array 
of traces shown in Fig. 12 produces a Moire pattern consisting of 
parallel bands of high opacity. These bands are interpreted as 
poor atomic fit along the dashed lines in Fig. 12. Between these 
bands are corresponding bands of high transparency (asso~iated 
with good atomic matching). 

Fig. 12 : Slightly mismatched tra­
ces of two sets of lattice planes 
(dark lines-) in the boundary. The 
two sets of planes are assumed to 
impinge fl~~ the two adjoining 
crystals. 

PUMPHREY suggested that atomic relaxation occurs in the vicinity 
of these Moire bands. This results in strain fields that are ima­
ged by the electron microscope as a single set of parallel lines 
with the same geometry as the bands. The defects that may result 
in grain boundarieslb~ planar matching is d~~~nant have been worked 
out by RALPH et al. BALLUFFI and SCHOBER have discussed the 
relationship between the plane matching approach and the descrip­
tion of a grain boundary by means of crystallographic theory (cf. 
section 11.2). In principle, a plane matching structure may always 
be accounted for (at least geometrically) in terms of the boundary 
dislocation network given by the crystallographic theory. Geometri­
cally, the plane matching representation may therefore not repre­
sent an independent model of the boundary structure. The difference 
between the two approaches lies in the physical significance asso­
ciated with the boundary dislocation structure. 

As an example, Figure 13 104 shows a pattern of parallel lines 
in a grain boundary with the misorientation 10.4°[8.5, 9.3, 1.0]. 
It is difficult to interpret these lines in terms of grain boundary 
dislocations since the boundary shown deviates more than 10° from 
the nearest high density coincidence orientation (Z = 19). If the 
limit Z = 100 is imposed, the closest CSL is Z = 51 resul ting in . 
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an array.of 1~2 [I, I, 10J edge dislocations with a spacing of about 
one latt1ce constant. They are therefore probably not physically 
significant. It was concluded that boundaries may exist which show 
dislocation type defects but do not maintain a CSL interface. The 
observed spacing and orientation of the lines shown in Fig. 13 
agrees, however, with those predicted by the plane matching model 
from the mismatch of the (lID) planes. Recently, independent evi­
dence for the possible existence of plane matching structures lb3 106 
grain boundaries has been reported for several other systems. ' 

11.4. Polyhedral Unit Models 

Fig. 13 : Grain boundary' in 
recrystallized A1 0.9wtjo Mg 
(cold rolled 92 %, annealed 
30 min. at.35?OC): Th10EP~cing 
of the per1od1c 11nes lS 

185 JL 

The basic idea of the polyhedral unit models is that the 
structure and properties of a grain boundary may be described in 
terms of a two-dimensional array of one or several types of atomic 
configurations (also termed as atomic clusters or polyhedral units). 

The idea of describing a boundary this way was f~4st suggested 
on the basis of observations by field ion microscopy.. The low 
energy of such a configuration was rationalized in terms of a two­
dimensional array of an atomic configuration containing a coinci­
dence atom plus the surrounding atoms. 

With the advent of computer simulation~9£tlthe atomic struc-
tures of grain boundaries it was recognized that atoms occu-
pying coincidence sites may not exist in coincidence grain6Bounda­
ries (cL section IIL2). This resul t prompted WEINS et al. to 
suggest that the structure of a grain boundary may be described by 
a two-dimensional periodic pattern of characteristic atomic groups 
consisting of a central atom surrounded by five, six or seven atoms 
(Fig. 14). In terms of this model, the structure of a general grain 
boundary was interpreted as a combination of several types of these 
units. In recent computer calculations of the structure of [100J 
symmetrical tilt boundaries in aluminium, close packed triangles 
of atoms (which stack to gt~7 trigonal prisms) were found in low 
energy relaxed structures. It was therefore proposed that a 
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low energy structure of a boundary may be associated with the 
existence of planar, close packed groups of atoms (Fig. 15). 

Fig. 14 : 37.8° symmetric tilt 
boundary displacing the coordina­
ted (polyhedral) units (1 = seven­
fold unit, 2 = five-fold unit and 
3 = five-fold unit). Shaded ato~a 
repreeent the structural unit~. 

Fig. 15 : Triangular group of 
atom~ (cir~le) in a (21967sym­
metrlcal tllt boundary. 

... .. + .. . . O· . . + v + .. + 

+ 9' 9 + +.. ., + ..... ..... 

Similar behavior apparently occurs in a covalently bound material 
such as gT~anium. It was found, by high resolution electron mi-
croscopy, that tetragonal configuration is preserved as far 
across the boundary as possible. Comparison of the atomic arrange­
ments in a grain boundary with the atomic arrangements in a~§Phous 
structures was apPio~nll~' first proposed by POTAPOV et al 07 and 
AARON and BOLLING.' A 38° [110] boundary was found to 
consist of periodically arranged rings formed by five atoms with 
a central atom between them (Fig. 16). On the basis of these obser­
vations it was concluded that a grain boundary may be represented 
in terms of atomic configuratt8~s IToisting in amorphous metals. In 
the work of AARON and BOLLING,' the free (excess) volume of a 
grain bound~ry was explicitly calculated for dislocation boundaries 
and boundary structures formed by random close packed units. Des­
cription of the . structure of a grain boundary in terms of the 
packing of certain of the 8 basic deltahedra that result when equal 
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spheres are packed to form a shell, such that all spher1~2t~v§h 
their neighbors was developed in detail by ASHBY et al. ' 

Fig. 16 : Schematic diagram of 
the arrangement of the atoms in 
a 40° <110> tilt boundary in 
W derived from a sequence of 
field ion microscopy images. The 
position of the <110> common 
tilt axis in the two grains is 
indicated. 1,2,3,4 and 5 indica­
te subsequent layers of the 
boundary. The polyhedral r~8§s 
proposed by POTAPOV et al. 
are labelled by letters. 

It was found in all of these cases that the structure may be des­
cribed completely and uniquely as nesting stacks of certain of 
the deltahedra (Fig. 17). Since only very special arrangements of 
such polyhedra can fill space, the requirement of space filling 
at grain boundaries and the compatibility with the adjoining grains 
can in general only be satisfied if the polyhedra are elastically 
distorted ~f4if they are interdispersed with other atomic confi-
gurations. Therefore, the comparison between grain boundary 
structures and structural elements of amorphous materials is not 
without problems since the atoms in a boundary cannot relax to the 
same extent as in a glass. This dtf!erence is also born out by 
positron annihilation experiments that suggest atomic packing 

~ TtTRAHEOIiON 

a 
~OCT"HEDItON 

b 

Fig. 17 : Demonstration of1~a~~~cally constructed boundaries in 
terms of polyhedral units.' (a) Undistorted projections of 
the units appearing in the following diagram. Octahedra and tetra­
hedra are not shown in subsequent diagram. (b) A L = 5[1001 tilt 
boundary between f.c.c. crystals. 
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in a grain boundary is more "open" than in glassy structures. This 
conclusion is supporte118Il¥§ssbauer measurements on grain bounda­
ries in Zn, Fe and AI. 

III. STRUCTURAL (NON-EQUILIBRIUM) DEFECTS IN GRAIN BOUNDARIES 

This section is concerned with the atomic structure of point 
defects and dislocations that are not part of the equilibrium struc­
ture of the boundary. 

111.1. Point Defects 

The attempts that have been made so far to study the atomic 
structure of vacancie, tY9~12~n boundaries are based on comput~r122 
simulation techniques ' and dynamic hard sphere models. ' 
Depending on the atomic structure of the 'vacancy-free' boundary, 
t~o kiY2~_~~5vacancy structures were obtained from computa-
t~ons. 

Fig. 18 : Atomistic structure of 
a vacancy in a symmetriCal 
L = 7 tilt b0.undary between two 
hexagonal arrays of atoms. The 
arrows indicate the displacement 
of the atoms relative to the 
positions occupied before the 
vacancy was introduced. The 
largest and smallest arrows 
correspond to displacements of 
25.5 % and 0.643 % of the inter­
atomic spacing respectively. The 
arrows scale linearly. Third 
neighbou:s w12~ included in the 
c alcula tlon. 

boundary period 

I) Vacancies in short periodic boundaries (Fig. 18) of good fit 
may be described as an empty site in the boundary (localized vacan­
cy) surrounded by a displacement field consisting of cone-shaped 
sectors, the tips lying approximately at the site of the vacancy 
(Fig. 18). The relaxation decays in each cone with increasing dis­
tance from the vacancy. The structure of the boundary some lattice 
constants away from the vacancy remains essentially unaltered due 
to this decay. 

2) The generation of a vacancy in such a random boundary induces 
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a displacement field composed of the following three components : 

(a) A displacement field similar to the cone-shaped sectors 
observed in short periodic boundaries of good atomic fit (Fig. 18). 

(b) A group comprising several boundary atoms in the "vacancy­
core" rearranges by about one interatomic spacing, e.g. the group 
shown in Fig. 19a (marked by heavy arrows) comprised of four atoms. 

(c) Displacement fields in boundary regions several interato­
mic spacings away from the site at which the vacancy was introduced 
e.g. the displacement fields on the right and left section of Figs; 
19a and 19b. 

a b 

Fig. 1 9 : a) Structure of a grain boundary vacancy that resulted 
by removing an atom at the site Y from the vacancy-free boundary. 
The region of maximum displacements ("vacancy core") is extended 
along the plan of the grain boundary. The arrows indicate the ato­
mic displacements associated with the generation of the vacancy. 
The heavy arrows correlate directly with the displacements, the 
light arrows scale linearly with the displacements. The largest and 
smallest one corresponds to displacements of 0.1 64a and O.082a 
(a = interatomic distance). The atomic relaxation in the vicinity 
of the vacanc12aisplaces the hole generated by removing an atom 
from Y to Y'. b) Grain boundary vacancy structure generated 
by removing an atom at the site X of the vacancy-free boundary. The 
regions of maximum displacements are extended over a wide boundary 
region far away from X, e.g. one region is in the vicinity of X, 
one region is in the right part of the figure. The arroY24indica­
ting the displacements scale in the same way as in (a'). 
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Fig. 20 : Displacement field obtained by computer simulation model 
around a vacancy in a ~01] twist boundary (~ = 5, e = 36.87°) in 
b.c.c. t~gsten. (a) and (b), plan and edge-on views of atomic re­
laxations aro~d the vacancy: Each atomic relaxation represen~2~ 
by a vector dlsplacement proJected on the plane of the paper. 

BRISTOW et al. 122 applied a computer simulation method to study 
vacancy structures in three-dimensional crystals. Fig. 20 shows 
the· relaxation around a vacancy in a twist boundary in tungsten. 
In this case relatively large displacements occured around the 
vacancy and it became essentially delocalized. A large variety of 
other relaxed vacancy structures were found including cases where 
the vacancy was "semi-localized" or split depending upon the boun­
dary structure, the site of the vacancy in the boundary, and the 
interatomicl~~tential. These result~2Sgree with observations by 
DAHL et al., NABEREZHNYKH et al., and with the experimentally 
observed high efficiency of high energy grain boundaries as vacan­
c~ sources whereas i~ boundari~s ?f good atomi~ fi123nI2~~ll9 bar­
rler was found to eXlst for emlSSlon of vacanCles. ' 

Inve·stigations by bubble raft and hard sphere I ~~namic modelsl22 
as well as boundary modelling of colloidal systems apparently 
support the above results. 

The physjcal reason for the different types of vacancy struc­
tures observed in boundaries of good and poor atomic fit may be 
understood as follows. The free volume of a vacancy in a random 
grain boundary is reduced by a translational motion of the two 
adjacent crystals towards the boundary. This motion is made possi­
ble by atomic displacements described in the core of the vacancy 
and in boundary areas far away from this defect. In the case of 
a short-periodic boundary of good atomic fit, such displacements 
would destroy the good fit (low energy) structure of the boundary. 
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111.2 Dislocations 

Essentially, three models for the structure of extrinsic dis­
location in grain boundaries have been put forward : the "dissocia­
tion", the "core spreading", and the "strain sharing" model. 

The Dissociation Model 84 ,99, lOS, 131-134 describes the extrin­
sic boundary dislocations in all types of grain boundaries in terms 
of the coincidence site 136t~~e theory (CSL) and the DSC disloca­
tion model of a boundary. ' For exact coincidence boundaries, a 
lattice dislocation entering a boundary and forming an extrinsic 
dislocation is envisaged to dissociate into boundary dislocations; 
the Burgers vectors of which are given by the primitive DSC lattice 
vectors. The major energy source for driving the dissociation reac­
tion is believed to be the reduction of the elastic energy associa­
ted with the strain field of the dislocations. 

Fig. 21 : Splitting of a lattice 
dislocation into five boundary 
dislocations in a L = 29 boun­
dary in stainless steel accor­
ding to the equation 1/2 [1,1,01 
= 3(1/58) [3,7,0] + 
2( 1/58) [10,4,01. 

If a boundary deviates from the exact coincidence lattice 
orientation, the dissociation model assumes the boundary contains 
an (equilibrated) network of (secondary) boundary dislocations. The 
incorporation of an extrinsic dislocation would occur again by dis­
sociation into boundary dislocations, the Burgers vectors of which 
are given by the DSC lattice. An example is shown in Fig. 21. Des­
pite the attractive features of the dislocation model, it is not 
obvious that it is the most physically realistic model for all 
types of boundaries due to the narrow dislocation spacing and the 
small Bnrgers vectors. 

The Dislocation Core Delocalization Model suggests that the 
struct~re of an extrinsic dislocation dfpends on the boundary struc­
ture. In boundaries with well defined boundary dislocations, the 
incorporation of an extrinsic dislocation is assumed to occur by 
a dislocation reaction of the type described above. However, for 
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high energy boundaries, the reaction is proposed to occur 2l zge 
~~dT~~nT3~delocalization) of the cores of the dislocations ' 

, , in the plane of the boundary (Fig. 22). 

a b 

Fig. 22 : Schematic diagram showing the struCture of a localized 
(a) and a delocalized (b) boundary dislocation. For simplicity, 
only one set of lattice planes of the two adjoining crystals for­
ming the boundary is shown. The approximat13~ize of the disloca­
tion core is indicated by the broken lines. 
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Fig. 23 : Schematic illustration87 of the spreading of the elastic 
strain field (E) of an extra dislocation (marked) when added to a 
network of parallel boundary dislocations with the same Burgers 
vector. The added dislocation/final dislocation positions are shown 
by solid yertical lines, the original positions by broken lines. 
In (b) the density of structural dislocations is greater than in 
(a) • 
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The physical reason for spreading of the core of extrinsic boundary 
dislocations seems to be the reduction of the energy of the extrin­
sic boundary dislocation. Hence, an extrinsic boundary dislocation 
in a highly ordered, low energy boundary is expected to have a 
core size which is comparable to the core size of a lattice dislo­
cation since a widely spread core would destroy the low energy 
~tructure of the (highly ordered) boundary over a large area. Ho­
wever, if an extrinsic dislocation is introduced in a boundary 
with little long range order (high energy boundary), the structu­
ral change associated with the dislocation in general insignifi­
cantly influences the boundary energYl~bnce the original boundary 
structure was already of high energy. Hence, an increase of the 
core size of the newly introduced dislocation results in a small 
or in no increase of the energy of the boundary. Hovever, the 
increase of the dislocation core size reduces the energy stored in 
the long range strain field of the dislocation and, therefore, the 
total energy',of the system is reduced if the core of the disloca­
tion is widely spread in the plane of the boundary (Figs. 22a,b). 

The Strain Sharing Model 8? is bas~d on the visiblility of 
extrinsic dislocations in symmetrical [110] tilt boundaries in 
aluminium. The observed behavior was interpreted in terms of a 
"strain sharing" effect (Figs. 23a,b). An extrinsic dislocation 
introduced into a grain boundary will repel neighboring structural 
dislocations. If the resulting relaxation or accommodation of the 
structural array is extensive, the strain field of the extrinsic 
dislocation will be effectively spread out over a large area. The 
original extra dislocation line added will tend to lose its iden­
tity. The latter situation is illustrated in Fig. 23b. 
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This chapter presents fundamental aspects of kinetic processes 
involving atoms or molecules near surfaces. The topics include 
scattering, sticking, diffusion, and desorption. Emphasis is placed 
on results obtained with well characterized surfaces. Selected for 
particular attention are e~mples that illustrate particularly well 
the basic phenomena or recently developed techniques. Both chemi­
sorption and physisorption are treated. The picture that emerges 
is one of a rapidly evolving field. Experimental data are becoming 
sufficiently comprehensive that calculations with realistic poten­
tial energy functions and phonon spectra are now needed. This is 
particularly true of diffusion studies and scattering measurements, 
which can provide detailed information about energy losses and 
residence times. The theoretical community has responded with some 
elegant calculations, but many questioas and problems remain. 

I. INTRODUCTION 

The domain of phenomena for which surface kinettcs is relevant 
is extraor2inarily diverse, inclu1ing crystal growth, monolayer 
adsorption and phase transitions, and chemical reactions. These 
lectures describe some of the simpler concepts associated with the 
kinetics of adsorption. This discussion treats scattering, sticking, 
diffusion and desorption. The breadth of subject matter requires 
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focus on some fairly specific aspects of each topic and the choices 
are biased toward our view of particularly interesting developments 
of a fundamental nature. Our hope is that these tutorial lectures 
will provide stimulation and a modest degree of conceptual back­
ground. 

We first address the simplest possible problem--the states of 
a particle adsorbed on a rigid and perfect surface. This idealiza­
tion provides a basis for treating the various processes of inte­
rest. For example, a particle incident on a surface may undergo 
any of the following processes:scattering (elastic or inelastic, 
specular or diffractive) or sticking in a bound state. In some 
cases, we are interested in the detailed behavior (e.g., the angu­
lar dependence of the energy distribution of scattered particles), 
although such complete information is not usually available. There 
exist various possibilities (e.g., molecular dissociation) which 
we must omit because of lack of space. 

A complete understanding of such phenomena requires knowledge 
of the static and dynamic properties of the surface, in addition 
to its interaction with the adsorbed particles. Even if these 
ingredients were known,substantial computational problems would 
remain. Nevertheless, impressive progress has been made in recent 
years, stimulated by a wealth of experimental data. This is parti­
cularly true of the scattering problem. The scat5~8ing technique 
is very powerful because it leads to information about specific 
states of adsorbed or reflected particles; the more traditional 
tools for studying kineticsShgve yielded, in contrast, averages 
over an ensemble of states.' It will be evident, however, that 
the latter still have a very useful role to play in the future. 

II. PARTICLES NEAR A RIGID, PERFECT SURFACE 

11.1. Properties 

Understanding this idealized problem helps clarify some fun­
damental aspects of the processes of adsorption and desorption. We 
distinguish between quantum and classical adsorption on the basis 
of the particle de Broglie wavelength, A = hlp. A vanishes in .the 
classical limit, in which we may take the particle to have both a 
well defined position and momentum p. Its migration across the 
surfa~e is inhibited by periodic barriers due to the potential ener­
gy V(r) and interaction with phonons (as discussed in Sec. VI) or 
surface imperfections. 

In the quantum regime, the state of an adsorbed particle ex­
tends across the surface. Because V(~) is periodic in the two di­
mensions (2D) parallel to the surface, an energy eigenfunction 
must satiSfy a 2D Bloch theorem : 
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-+ t iK-t -+ 
~-+K (r + ) = e ~-+K (r), ,n ,n 
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where t is any of the 2D lattice vectors associated with the sur­
face periodicity, K is the 2D wave vector, and n is a band index. 
Thus the function can be written 

-+ iK·~ -+ 
~-+ (r) = e u.-t- (r) 

K,n K.,n 
(2) 

where u is 2D-periodic. The simplest possible case arises when the 
lateral variation of V(-;) is negligible, so that V('t) '" V(z). In 
this "smooth surface" limit, Eq. (2) becomes 

-+ iK.'t 
~-+ (r) = e ~n(z), K,n 

112 d2~n 
- --- + V(z) ~ 

2m dz 2 n 

E-+ 
K,n 

(3) 

(4) 

(5) 

where, in general, there is a finite number (N) of bound states 
(0 " n .. N-I). Equations (3) and (4) separate the solutions into 
distinct motions parallel and perpendicular to the surface. The 
former is that of a free particle; the latter takes on a series 
of eigenvalues £ associated with particle vibration against the 
surface. n 

Equations (3) through (5) are only approximations, in general, 
but they are often assumed in 2D analyses of adsorbed phases. Phy­
sically adsorbed rare gases on basal plane graphite and close­
packed metal facets come reasonably close to satisfying the assump­
tions. The reason is that the weak van der Waals fGlTces do not at­
tract the adatom very close to the surface; since the periodic 
component of V(~) is associated primarily with atomicity of thz top 
layer, this component is small in the relevant spatial region. 

Figure 1 illustrates this with the potential energyl0 of a 
single He atom above symmetry positions of a graphite surface. The 
coordinate z is the distance 1ro the top C layer. Both this function 
and the ally~e13energy bands have been determined from atomic scat-
tering data as described below. Note that the ground state of 
the atom (at -12.2 meV for 4He) lies substantially above the minimum 
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of the potential energy (-19 meV). The difference is the zero point 
energy of which about 5 meV and 1.~4meV come from perpendicular 
and parallel motion, respectively. 

Fig. 1 : The potential energy of 
a He atom above various points 
(see upper rig~t; the circles 
represent C atoms) on a graphite 
surface (from Ref. 10). Also shown 
for 4He are the ground state pro­
bability density (dashed curve, 
from Ref. 14), the lowest allowed 
energy bands (from Ref. 11), and 
the eigenvalues E (arrows at 
right, from Ref. ~2) for vibra­
tional motion in the laterally 
averaged potential. 

The former value, for example, can be roughly estimated from the 
force constant f?S surface normal motion, K = d 2V/dz 2 ~ 90 meV/A2. 
In a symplifying harmonic oscillator modef, this gives a zero 
point energy ~ ~ hw /2 ~ 4.6 meV, where z z 

w 
z 

(K /m)1/2 
z 

(6) 

is about 1.4 x 10 13 rad/sec for 4He. Note that the ground state 
probability density extends beyond the potential minimum, so there 
is relatively little effect of the lateral force on particle trans­
lation. Perhaps the most dramatic quantum effect is that the ground 
state energy exceeds even the minimum potential energy above the C 
atom (curve A in Fig. I); thus there is no classically forbidden 
region for particle motion along the surface. There are, however, 
residual effects of the lateral variation of the potential : (a) 
a small (0.05) eff11t~ge mass correction, and (b) the states fall 
into energy bands; , the lowest are separated by a ga~I(~G_~~dth 
0.5 meV) , which has been detected in specific heat data. ' 

O . h ... 1 1· . . 19 ne can est~mate a c aracter~st~c s~te oca ~zat~on t~me 

L '" h/t;.. s 
(7) 

for a localized (Wannier) state constructed from the lowest band, 
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of width 8. For the case of Fig. I, 4 ~ 1 meV; about 70 percent 
of the ,smooth surface value. This gives T ~ 10-12 sec, about twice 
the period of perpendicular motion corres~onding to Eq. (6). 

We may contrast this quite delocaliziB case with examples 
such as Hi1in a more corrugated potential or a classical gas on 
graphite. In either case, as exemplified in Fig. 2, the substan­
tial lateral potential barrier produces localization. This is 
manifested in band narrowing and a corresponding increase in T 
in each band. Thermally excited particles will dominate in theS 

diffusion process, except at low temperature. 

Fig. 2 : Potential energy (in 
Units of £ = 4.16 meV) for a 4He 
atom as a ~unction of z (in units 
of a = 3.84 ~) above an Ar crys­
tal. The curves label adsorption 
site (I), saddle point (II) and 
on-top (III) sites. The horizon­
tal lines represent the lowest 
energy bands (of width 0.01 and 
0.3 meV). Results from Ref. 20. 

11.2. Relevance of the Static Model 
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The preceding discussion refers to elastic potentials, obtai­
ned by assuming that t22 substrate atoms are localized at their 
equilibrium positions. We may now ask about the validity of this 
assumption. The root mean square vibration amplitude of a substra­
te atom pe~3ndicular to the surft~e, measured by inelastic neutron 
scattering, yields for graphite values varying from 0.07 ! at 
temperature T = 0 to 0.12 ! at T = 300 K. A Debye-Waller determina­
tion from 4He specular scattering intensities agrees well with 
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these numbers, indicating that the surface dynamical properties 
are not substantially dit!erent from the bulk (except for the pre­
sence of surface phonons ). For graphite, this conclusion is a 
consequence of the very weak interlayer forces. Atoms at most other 
surfaces are found by LEED to exhibit larger vi~6ations because of 
weaker binding at the surface than in the bulk. 

Even though the vibrational amplitudes at low T are a relati­
vely small fraction of the adatom-surface separation, this motion 
is very important because of the steepness of the repulsive poten­
tial (Fig. 1). Thus the atom-P29non interaction represents a major 
mechanism for energy transfer. The theory of such processes is 
complicated by the fact that the time scales for ada tom and lattice 
motions are comparable. For gra~~ite, for example, the phonon spec­
trum extends up to 5 x 10 13 Hz, which is of order the inverse of 
time scales mentioned above. 

A ppiopi one would expect a classical calculation of energy 
transfer in collisions to be valid only at high incident particle 
energy and surface temperature (since multiphonon processes then 
dominate). There are some theoretical and experimental indications, 
howe~8E30that the domain of validity is broader than- this sug-
gests. This is very convenient because the q~~tum calculations 
are considerably more difficult and less certain. 

III. MOLECULAR BEAM STUDIES 

III. I. Bound State Resonances-- Elastic and Inelastic 

In o~~ of the first atomic scattering experiments, FRISCH 
and STERN noticed "anomalies" in the specularly 33flected inten­
sity when 4He is incide~~ on LiF. A modern version of their data 
and recent calculations are presented in Fig. 3. The very high 
velocity resolution(~v/v ~ 1 percent) available with supersonic 
nozzle beams and ultra-high vacuum has resulted in the appearance 
of further dramatic structure in the data;-this technique has 
thus evolved into a powerful spectroscopy. The origina~5interpre­
tation of the anomalies by LENNARD-JONES and DEVONSHIRE remains 
conceP5~1~~ ~,eful, although it has been refined in the last five 
years. ", The original name for the phenomenon was "selec­
tive adsorption";more cOrmnOn today is "bound state resonance". To 
understand it, let us focus on the pronounced minima labelled 
o - 0, I or 1 - 0,1 in Fig. 3. The idea is that at the corresponding 
angle (e.g., ~ = 25°) the incident particle can make a transition 
to a bound state propagating along the surface. It then has a high 
probability of being scattered by a phonon or imperfection, beco­
ming lost from the specular beam. Supposing the initial transition 
is elastic, the incident energy E. must satisfy the relation 

1 
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E. 
~ 

where the equality holds if Eq. (5) is satisfied. 

Fig. 3 : Specular intensity for 
4fIe incident with E. '" 17 meV on 
LiF at 8 = 700 as a~function of 
azimuthal angle. The labels of 
the features are discussed in the 
text. Upper ~~lf, experiment of 

0.2 

DERRY et al. ; lower half, cal­
culation3~f GARCIA, CELLI, and 
GOODMAN. 1.0 

0.2 

1110 

0.1 

0.0 

~. 
i~~ 

0 

(0,0) 
9=70· 

(8) 
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The final state is bound with respect to motion perpendicular to 
the surface if E < 0; this implies ~2~/2m > E .. Such a transfer 
of incident ener~y to lateral translation in th~ bound state is 
allowed by the possibility of particle diffraction : 

( 9) 

~ ~ 

where G is a reciprocal lattice vector of the surface and K. is the 
projection on the surface of the incident wave vector. This~is in­
herently a quantum process; it has been seen to date with H, He, 
H2 and some of their isotopic variants. Equations (8) and (9) are 
satisfied only at specific angles of incidence because the values 
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of G and E are discrete. Various features in Fig. 3 are thus 
assigned v~lues n - kZ, where 

( 10) 

+ + 
a~d GO and Gl are basis vectors for the set of 2D reciprocal 1at-
tlce vectors. 

The name "bound state resonance" reflects the fact that the 
bound state is a resonant state, intermediate between the incident 
and scattered states (see Fig. 4). Inelasticity need not be rele­
vant; the calculation shown in Fig. 3 is elastic and reproduces 
the observed structure. The intermediate state is not truly bound 
since its total energy is positive (Eq. (8»; only its energy of 
perpendicular motion is negative. 

SPECULAR REFLECTION 

C R F E 

Fig. 4 : Schematic views of 
(elastic) bound state resonance 
or selective adsorption (A), 
phonon-assisted selective adsor­
ption (B), and phonon-assisted 
selective evaporation (C). Only 
the energy of motion perpendi­
cular to the surface is shown. 
The level E is an eigenvalue 

n for the one dimensional poten-
tial VO~z). In sch:matic at. 
lower rlght, a horlzontal llne 
denotes a bound state and a 
wiggly line represents a phonon. 

It is thus a quasi-stationary state with energy overlapping the 
positive continuum. Analogous resonances appear in3~uite diverse 
scattering experiments, e.g., th39compound nucleus phenomenon 
and surface electron resonances. Their common feature is that 
the width of the "anomaly" in the scattering data (Fig. 3) can be 
re1atej7t~Ota, lifetime for decay of the quasi-stationary 
state. ' • In general this decay can lead to either "scattering 
states" (positive total energy) or truly bound states. The latter 
possibility corresponds to sticking; the particle will remain lo­
calized near the surface until it desorbs in a subsequent event, 
e.g., absorption of a phonon. 

One principal application of bound state resonance 
has geen to deduce the elastic part of the atom-surfa~l 
tion and the energy spectrum of deeply bound states. 

studies 
interac­
For example, 
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Fig. I was obtained from Eqs. (5) and (8), generalized to incorpo­
rate the lateral variation of the p~~!:.!I:§ial energy). Of possi bly 
greater relevance is its recent use as a probe of the atom­
phonon interaction, which is intimately related to sitcking. First, 
we write the kinematic condition for non-diffractive scattering 
to a polar angle 8 f in an event+involving one phonon of energy 
hw and wave vector projection Q along the surface : 

+ + 
K. ± Q 
[l F ± hw 
sin 8f 

+ 
where K. is the surface projection 
magnituae (2mE.)1/2/h. We consider 
the following torm (see Fig. 4 b) : 

( II) 

of the incident wave vector, of 
a competing two-step process of 

I. Incident particle diffracts into a bound state, assisted 
by a phonon : 

+ + + + 
K_ - K + G ± Q,' -b - i ( 12) 

~. Th~ bound state diffrac!s into the final scattered state 
~ - G via the reverse of G. 

The first step is thus a modification of the previously described 
elastic resonance. The revised version of Eq. (8) is 

± l'lw E. - € 
l n 

(13) 

The simple inelastic process described by Eq. (II) is nonresonant, 
occurring for any phonon satisfying that relation. The second pro­
cess, in contrast, involves the resonant bound state. The two pos­
sibilities can interfere in the same way that elastic, direct, 
specular scattering interferes with resonant specular scattering 
(with interference lineshape shown in Fig. 3). This inelastic 
interference requires ~imultaneous solution of Eqs. (II) and (13). 
For fixed E., € , and G, this corresponds to a constant value of 
8 f . We expe~t, ¥urthermore, from the limit where wand Q vanish 
s1multaneously that the angle 8 f (corresponding to w = 0 = Q) is 
simply the incident angle obtained from Eq. (8) for an elastic 
resonance. Very dramatic evidence of this phonon-assisted resonance 
concept appears in the tails of the specular peak, shown in Fig. 5. 
The data exhibhs a lineshape expected for interference between the 
two processes. As predicted, the position stays localized near 
Sf = 57° for variable 8.; this angle is indeed the incident angle 
for that particular res~nance (n = 0, G = GIO for graphite) in the 
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.elastic, specular scattering (Fig. 1 of Ref. 45). More extensive 
data over the interval 40° < e. < 54° show the same effect. Also 
observed in the data is eviden~e of an inelastic double-resonance 
which involves two bound states. Such data give clues about the 
cascade process associated with stick~ng. 
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Fig. 5 : Scattered intensity 
showing interference pattern 
associated with phonon-assisted 
selective adsorption (see Fig. 
4, case (B)), involving the n=l 
bound state. The labels refer 
to the incident polar angles • 
From CANTINI and TATAREK (ref.45) 
for He/graphite. 

These studies are obviously very important for ana~yzing the 
details of adsorption. More valuable information can be gleaned 
from me~6~48ments of the energy distribution of the scattered par-
ticles. The techniques used to date are time-of-flight and 
diffraction by a secondary analyzer crystal. One obvious applica­
tion is to deduce the dispersion r~5~~~on of phonons interacting 
with the particle, using Eq. (11). Of further interest for 
understanding adsorption kinetics is a determination of absolute 
intensities, which reflect the probabilities of various processes. 
While implementation of this program is only beginning, some remar­
kable results have already emerged. 

Figure 6 shows the total scattering intensit47measured at 
Sf = 90° - S. and ~f = ~. for He incident on LiF. Between the 
d~ffraction ~,aks appear~several sharp features. BRUSDEYLINS, DOAK 
and TOENNIES have interpreted these in terms of the mechanism 
labelled C. in Fig. 4. Called "~91~6tive evaporation", the pheno-
menon was anticipated long ago. It consists of an elastic 
selective adsorption transition (to a state labelled by the bars 
in Fig. 6), followed by a phonon-stimulated desorption. The signa­
ture is a peak for the transitions near S. = 35° labelled by G=(Il) 

~ 
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since the second step (forward scattering by a phonon) is expected 
to be a likely process. 

2.0r---~~------~--------~------~--------~~--~ 
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Fig. 6 : Scattered intensity (~7lative to specular) for He/LiF 
measured by BRUSDEYLINS et al. at detector position e f = 90 - ei' 
for k. ~ 6.15 A-land variable e .. The very strong features are 
diffr~ction peaks. The connectea horizontal and vertical bars pro­
vide assignments of selective evaporation features corresponding 
to a particular bound state n and G vector. 

This interpretation is supported by the time-of-f1ight data in 
Fig. 7. Specifi§111y, the selective adsorption process is kinemj3 
tica11y allowed for the n = 1 bound state, at £1 = -2.46 meV. 
At the corresponding angle e. = 32.7°, a substantial enhancement 
of the detected signal is se~n. Furthermore, the arrival time of 
the particles at the detector in Fig. 7 can be related to the 
energy loss. The peak at t = 2.3 msec is associated with phonon 
creation; the fastest partic1e~2(t ~ 1.55 and 1.7 msec)have gained 
energy by phonon annihilation. BRUSDEYLINS et a1. have used 
these data to deduce the dispersion relation of phonons created g3 
destroyed in these events. The results agree well with predicted 
Rayleigh wave dispersion curves, except near the Bri11ou!~ zone 
boundary, suggesting the need for a revised calculation. 

These data have been exp1oited46 further to yield the life­
time T of the bound state. Specifically, the angular width of the 
features in Fig. 6 corresponds,according to Eq. (8), to a width 
of £ value. For example, after correction for the small divergence 
in tHe incident beam, the n = 3 state yields ~£ ~4g.08 meV. By the 
uncertainty relation T ~ h/~£, BRUSDEYLINS et a1. deduced a value 
T ~ 50 x 10-12sec for this state (with a 30 percent uncertainty). 
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This corresponds to a mean free path of nearly 500 !. States of 
smaller n have shorter T; their proximity to the surface enhances 
particle interaction with phonons, impurities, and diffraction by 
the periodic potential. 

It is clear that the bound state resonances play an important 
role in both elastic and inelastic scattering. Unfortunately, no 
corresponding phenomenon exists for classical systems. Thus both 
theoretical and experimental efforts have been somewhat less inten­
sive for specific systems. 

1.2 

9i"30.7" 
Ki" 5.97 A-I 

TIME OF FLIGHT (MSEC) 

2.6 

Fig. 1 : Intensity as a function 
of ti~e in4'F exte~sion.of ~he 
experlment descrlbed ln Flg. 
6 caption. The enhanced inten­
sity for 8. = 32.1° corresponds 
to the n=1~ G=(11) resonance, 
which appears at 33.8° in Fig.6 
because of a different energy. 
Structure appears at times shor­
ter or longer than that corres­
ponding to the elastic scatte­
ring (triangle on abscissa) 
because of phonon creation or 
annihilation. 

111.2. A Chemisorption study: CO/Pd(11 I) 

In order to illustrate some concepts and techniques relevant 
to the rather different kine§~cs of chemisorption, we consider an 
elegant experiment of ENGEL. An initially clean Pd(lll) surface 
was exposed over a 5 mm region to a CO beam from a supersonic 
nozzle source; the background pressure (10- 10 torr) was at least 
3 orders of magnitude smaller in its effective flux. The data'56ome 
of which appear in Fig. 8, correspond to a cosine distribution 
for all temperatures studied (300 < T < 1020 K). This means that we 
need discuss only the detected intensity Id at a single position. 
This is given by 
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I d (e ,T) = f{ I 0 [I - S ( e , T) ] + D ( e , T)} , ( 14) 

where f is a geometrical factor, e is the coverage, S is the sti­
cking coefficient, and D is the desorption rate per unit area. The 
incident intensity 10 = 1.5 x 10 15 molecules/cm2sec was calibrated 
by monitor~n§7the coverage with a series of flash desorption mea­
surements.' Equation (14) assumes that the desorbing molecules 
emerge with the samS8(cosine) distribution and are detected with 
the same efficiency as the directly scattered particles; this 
interpretation is partly motivated by the fact that the cosine 
distribution is that of particles incident from an equilibrium va­
por. 

Fig. 8 : Nearly COSlne angular 
distribution of CO scattered from 
Pd(111) at 2 different surface 
temperatures, for e. = 60°. From 

l ENGEL, Ref. 55. 

Following ENGEL55we define an "effective" sticking coefficient 
by a relation similar to (14) : 

(15) 

S £f is obviously equal to S if there is negligible desorption; this 
i~ fhe case at lowe and T. After the equilibrium coverage e is 
attained, the sticking rate equals the desorption rate: e 

D(S ,T) = 1 0 S(S ,T) 
e e 

( 16) 

fl o , from (14). Thus from (15) 

( 17) 
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At e = 0, the left side can be replaced by So (the true initial 
sticking rate) according to the remark following Eq. (15). This 
allows an absolute determination of So. 
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Fig. 9 : Effective sticking 
coefficient Seff for CO incident 
on Pd at 3 temperatures. At 
T = 374 K the results are ob-
s. ( talned from modulated beam open 

circles) as well as dc (full 
circle) techniques. Only at this 
temperature does Seff = S. From 
Ref. 55. 

Figure 9 shows S ff for 3 values of T. Numerical estimates based on 
the modulated be~m technique described below indicate that for 
e ~ 0.45 there is negligible desorption for T < 374 K. Thus the 
upper curve in Fig. 9 is actually the true sticking coefficient S. 

Engel determined the desorption rate from the following ana­
lysis: Eqs. (14) and (15) yield 

D(e,T) (18) 

Figure 9 indicates that So = 0.95, independent of T. The modulated 
beam data yield no dependence on T at finite e, Thus Eq. (18) beco­
mes 

D (e, T) (19) 

which allows a direct determination o~ D at finite coverage (from 
Eq., 17». As is di~§ug5ed in Section V, it is common to assume an 
actlvated process: ' 

Modulated beam measurements 
ting heats of desorption Ed 
at e 610.42) are consistent: 
ments (which give Ed ~ 34 

(20) 

-1 give log v (Hz) = 14.4 ± 0.8. The resul-
(32 kcal/mole at e = ° and 26 kcal/mole 
with direct isosteric heat measure.-
and ~ 30 kcal/mole at these coverages). 
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Furthermore, the coverages deduced by integrating the net conden­
sation rate, 

are consistent with LEED data. 61 

We describe the modulated beam measurements in terms of an 
assumed sinusoidal signal; the actual data were tak~2 with a square 
wave (chopped beam) source using lock-in detection. Assuming 
first order kinetics with a single characteristic time T, the 
surface density changes with time according to 

dn n 
s s S I iwt 

dt = oe 

Which has a solution63 

n 
s 

lOST i(wt - 4>} -------e 
(W2 T2 + 1)1/2 

4> = tan -1 (WT). 

The total rate I scattered into the detector is the sum of the 
desorption rate tn IT) and the rate of direct scattering. If we 
reference the latt~r with zero phase, we obtain 

+ (1 - S). (21) 

For T > 500 K, the experiment conditions correspond to e < 0.01, 
so that (from Fig. 9) the second term is small. In this regime, 
therefore, the T dependence of Id is dominated by that of T. At 
very high T(» 600 K); the data indicate that WT « 1 so that 
4> ~ 0 and one measures the dc scattering rate (from Eq. (21); see 
Fig. 10). For T ~ 600 K, T '" w- I , so that the first term in Eq. (21) 
falls to a lower value as T decreases. As T falls below 500 K, how­
ever, 8 increases so that S decreases; thus the detected signal 
starts to rise as T falls below 500 K. These data can then be used 
independently of the dc measurements to deduce the e and T depen­
dence of S. As seen in Fig. 9, the results agree. Furthermore, 
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.the activation form (20) is confirmed. 
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Fig. 10 : Intensity and phase 
lag for CO incident on Pd using 
dc and ac (18 Hz) methods. The 
dc curve takes into account the 
velocity dependence of the detec­
tor; the other curves are drawn 
to aid the eye. From Ref. 55. 

The cosine dependence observed in Fig. 8 was attstbuted by ENGEL 
to the absence of a direct scattering component. The incident 
particgeg4~66e all trapped initially in a physisorbed precursor 
state, ' in which they equilibrated. They subsequently either 
desorbed (after time T) or fell into a chemisorbed state. The absence 
of a direct scattering component (which generally gives a lobular 
reflection pattern near the specular direction) is by no means 
general, as discussed below. 

111.2. Rotational Energy Transfer 

The exchange of internal energy is obviously an important 
aspect of molecular sticking, association, and dissociation at 
surfaces. In some cases it has been possible to study this problem 
witg9~71directly determining the states of individual molecu-
les. 72-761n fact only recently have direct measurements been 
made. One detects the fluorescent light emitted by molecules 
which have been excited by either an electron beam or a laser. We 
discuss here the latter method, which offers somewhat wider appli­
cability. Either the incident or reflected particles are illumina­
ted by a tunable laser. When the frequency is appropriate to a 
transition between rotational states J and J r , the total fluores­
cent intensity I is proportional (within a known factor that de­
pends on J') to ~he initial state popUlation NJ divided by (2J + I). 
If the rotational states have an equilibrium d~stribution characte­
rized by a temperature T , the intensity satisfies 

r 

NJ 
IS oc (2J + 1) oc exp (22) 
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Thus if Zn I is observed to be a linear function of EJ , the'ini­
tial states ~ad an equilibrium population distribution. 

FRENKEL et al. 74 found such behavior for NO scattered from 
an NO covered Pt(111) surface. The value of T was equal to that 
of the surface (290 K) within experimental erfor. The presumption 
of surface equilibration is supported by the observation of a 
cosine angular distribution. In contrast, when the Pt surface was 
covered with grap~ite, the scattered molecules were inc01l}letely 
accommodated;7~ deficiency of low J states was observed. POLANYI 
and coworkers have also found incomplete accommodation for CO 
and HF incident on LiF(IOO). The rotational temperature of the 
scattered beam is 50-100 K below the surface temperature if 
T < 600 K. At higher T values, T seems to saturate . 
. s ~ s r 

Fig. 11 : Logarithm of occupation 
number of rotational state J divi­
ded by 2J + 1 as a function of 
the energy EJ ; the different sym­
bols correspond to distinct ro­
tational and spin-orbit transi­
tions (see Ref. 76). The data 
correspond to incident energies 
and angles (a) 0.32" eV, 40°, 
(b) 0.32 eV, 15°, (c) 0.75 eV, 
15°, and (d) 1 eV, 15°. 
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Figure 11 shows results obtained by KLEYN, LUNTZ and AUERBACH76 
for NO incident on Ag(lll). The linear variation at small J is 
consistent' with Eq. (22). The resulting temperatures, however, are 
not those of the surface, but depend on both incident energy and 
angle. It is found that T is proportional to the normal energy 
E = E. cos 2 6. plus a shift 0.75 ± 0.1 eV. KLEYN et al. interpre-

nd h~ d ~ . d" . I f h . te t ese ata as ~n ~cat~ng a major ro e 0 t e attract~ve poten-
tial in shifting the normal energy. The va,~e cited above is,in 
fact, reasonably consistent with the known 1 eV heat of adsorption. 
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The most remarkable feature in Fig. I I is the deviation from 
Eq. (22) at high E . The explanation presented by KLEYN et al. is 
quite intriguing :Ja surface rotational rainbow.Tht§ is analogous 
to both a similar phenomenon seen ~6 the gas phase and to a sur­
face translational rainbow effect. In these cases, the cross­
section for a particular event depends inversely on a derivative 
with respect to impact parameter; the rainbow arises from a vani­
shing of this derivative. In the present case, the relevant deri­
vative is that of energy transfer with respect to orientation~l 
angle of the incident molecule. This must vanish at some particular 
angle, giving a large probability of scattering into the correspon­
ding final state J. While this interpretation of the large J en­
hancement in Fig. II is plausible, calculations are necessary to 
validate it. 

As a final and quite different example, we mention a recent 
experiment which demonstrates how sticking may arise from th§1 
transfer of translational to rotational energy. COWIN et al. 
observed a rotationally induced bound state resonance for HD 
incident on Pt(1 II). The molecule makes a transition from state 
J to J', caused by the surface pctential. The translational energy 
loss (E , - EJ ) = ~J is such as to leave it in a selectively adsor­
bed staie. The kinematic condition coincides with Eq. (13), if one 
sets Q = 0 and replaces the left side with ~EJ' Such a process may 
indeed be quite generally important in the st~cking process. It can 
occur even for a laterally smooth repulsive wall, in which case 
the ordinary selective adsorption mechanism does not occur. 

Such experiments as these have only recently been performed. 
It is evident that their success will stimulate considerable effort 
to explain and extend them. 

IV. STICKING 

IV.I. Introduction 

The energy scales associated with the examples cited above 
are quite varied; the mechanisms for kinetic processes are corres­
pondingly distinct. Trapping in the case of physisorption (binding 
energy ~ 0.1 eV/particle '" 2 kcal/mole) is associated with a small 
number of phonons and relatively little electronic excitation com­
pared with chemisorption. To provide some focus for a discussion 
of sticking, we shall concentrate on the physisorption case. This 
is somewhat better understood conceptually and quantitatively be­
cause of both the extensive data available about the elastic poten­
tial and the weakness of the relevant interactions. It will emerge 
from the discussion that even this case leaves important questions 
unanswered. Since chemisorptive sticking sometimes commences with 
trapping in a physisorbed precursor state, our description will be 
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of relevance to that problem also. 

If a particle is incident with energy E. from a solid angle 
n., we may define an accommodation coefficiefit 

1 

a (E ., n., T ) 
1 1 S 

<E > - E. 
f 1 

E - E. 
s 1 

(23) 

Here <Ef > is the mean scattered energy and E is the mean energy 
of a hypothetical particle which has been co~letely equilibrated 
with the surface. Note that the case <E f > = E corresponds to 
a = 1. For molecules, the internal state energ~ may be included 
in these energies, or one may define partial accommodation coef­
ficients referring to the electronic, vibrational, rotational, and 
translational degrees of freedom. In the following we focus on 
atoms, in which case E = 2kBT , the mean energy of an atom inci­
dent from a vapor in e~uilibri~ with the surface. 

One might define an averaged accommodation coefficient 

(kBT )2 
a(T,T) = 2 g fdE.exp(-E./kBT) fdn.cos8.a(n.,E.,T ),(24) g s TI 1 1 g 1 1 1 1 S 

where the weighting factors correspond to those of a gas at tempe­
rature T near a surface. Instead, the conventional defintion is g . 

T - T 
(T T ) = f g 

a , s T -T 
g s g 

(25) 

where Tf = <E f >/2kB, the average being over the particles which 
strike the surface from a gas at T . The equilibrium accommodation 
coefficient is defined by g 

a(T ) 
s 

lim a(T ,T ) 
T +T g s 

g s 

(26) 

The value of a is determined by the probabilities and characteris­
tics of the various processes which may occur during a collision 
with the surface. The most complete experiment possible (pulsed 
beam scattering with final state analysis) can reveal details 
about each individual process. As illustrated in Section II~ howe­
ver, considerable information can often be deduced without such a 
detailed study. In addition, averaged quantities such as a may 
suffice for characterizing the overall energy transfer properties. 

The case of noble gases near W has been studied rather 
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extensively and exemplifies some general aspects. It is a conve­
nient system because of ease of outgassing and the low equilibrium 
film coverage at room T. Experiment~182methods an~ some conclusions 
are reviewed by GOODMAN and WACHMAN' and KING. 
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Fig. 12 : Theoretical trapping 
fractions (dashed curves) and 
equilibrium accomodation coef­
ficients a (full curves) compa­
red with experimental values 
of a for He (crosses) and Ne 
(circles) incident on W. Assumed 
well depths D!kB were 50 K and 
350 K, respectively. From Ref. 
83. 

We may summarize the data as follows (see Fig. 12) : 

(i) for Xe and Kr, aCT) decreases monotonically with T from 
the value a(O) ~ I; (ii) for He, Ne, and Ar, a decreases at first, 
has a minimum at T , and then increases. The values of T are about 
40, 225, and 600 K~ respectively; (iii) for He, aCT ,T )mis essen­
tially independent of T ; for the other gases, it d@cr~ases with 
T at fixed T . s 
I~terpretatioB of (iii) is complicated by the finite coverage (ex­
cept at high T ). Taking this into account, the data are consistent 
with a conclus~on (aa!aT ) = 0 for fixed T and 6. We may extrapo­
late this conclusion, te~tatively, and tre~t the case T = O. Then 
a = -<liE >!E , the- average fractional energy loss in a ~ollision 
with a c8ld ~urface. 

IV. 2. Classical Calculations 

Perhaps s~rprisin~ly, c:assica18t~e~8i8a H~~84been relative­
ly successful ln treatlng thls case. " " For example, 
Fig. 12 shows the semi-quantitative agreement obtained with the 
very simple "soft cube" model. In the latter, the surface atoms 
are cubes, connected to the solid by a spring with force constant 
K = m w2 ; no momentum parallel to the surface is exchanged. The 
attra~tion is simulated by a flat well of depth D, the repUlsion 
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by an exponentia183BB~ause of its simplicity, the model yields many 
analytic results. ' Note the correlation between 0. and the trap­
ping fraction f. This is expected because a trapped atom will tend 
to equilibrate with the surface. 

For several reasons, such agreement as is fo~g above does 
not validate the model. One is that the experiment was performed 
with ~ gglycrystalline material, while 0. is surely facet-depen­
dent.' Another is the fact that th87p~8allel momentum transfer 
is found experimentally to be finite. ' This points out the 
need for more detailed study of the scattering paS7ern than is pro­
vided by a.We illustrate this in Fig. 13 with data for Xe scatte­
red from Pt(III). 

Fig. 13 : Time of flight spectra 
for Xe at E./kB = 1615 K incident 
(curve a) u~on Pt(111). Scattered 
intensities shown are for scatte­
red angles 8 = 0° (curve b), 
45° (curve cr, and 75° (specular 
curve d). From HURST et al. (Ref. 
87). Curves are fit to 2-compo­
nent model discussed in the text. 
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The particles may be divided into 2 components, with relative 
weights depending on 8 f . The slow (long time) component varies as 
cos Sf and is well described by a Boltzmann distribution employing 
the surface temperature (independent of beam energy,which was 
varied by a factor of 2); 8~is is plausibly interpreted as a trap­
ping-desorption component. The fast component is interpreted as 
arising from direct inelastic scattering. Its8~an energy is found 
to vary with bo§§ E. and T . A detailed study for Ar on polycrys-
talline W finds ~ s 
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(27) 

with constant coefficients B2 and B3; this corresponds to partial 
accommodation. These results have b90n interpreted with a soft­
sphere model by BARKER and AUERBACH and ~tth a hard cube calcu­
lation by GRIMMELMANN, TULLY and CARDILLO. 

While such simple models often provide qualitative explana­
tions of the data, one would like also to utilize and test realis­
tic potentials. This necessitates a determination of the trajecto­
ries of particles incidenSOon many points within a unit cell, i.e. 
an expensive calculation. One must solve Newton's equations for 
a large number of solid particles, especially if the particle is 
trapped near the surface. To mitigate this problem, various tech­
niques have been developed to chara~3~lb~e the response of the 
lattice to the perturbing particle. The most exten§~v97Y 
explored to date uses the generalized Langevin equation. ' One 
divides the substrate particles into a nearby "primary zone" and 
a more distant "secondary zone". Using conventional molecular 
dynamics techniques, the calculation follows the trajectories of 
all particles in the prima~ §§ne. The coordinates of such a par­
ticle satisfy the equation ' 

+ + t<,7 ~ + 
Y = F' - f A (t-t').y(t')dt' + R(t), (28) 

a 

where a time derivative is denoted by a dot over a quantity. Here 
the first term is proportional to the force from the incident par­
ticle and other primary zone particles. The second is a friction 
term arising from th~8secondary zone. The last is a fluctuating 
term which satisfies a fluctuation-dissipation relation analogous 
to the Einstein relation : 

(29) 

Equation (28) assumes only that the solid is harmonic and 
that the force on the incident particle from the atoms of the se­
condary zone can be evaluated from the equilibrium positions of 
the latter. The forms of A and R a102chosen to yield the principal 
dynamical properties of the solid. 

. 14 h h" d' d92 ,93 h' F1gure sows t e scatter1ng pattern pre 1cte on t 1S 
basis using alternative models of the interaction potential, The 
dashed curve corresponds to a rather corrugated potential, obtained 
by summing Lennard-Jones interactions between Ar and Pt atoms, The 
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solid curve corresponds to a substantially smoother potential. In 
the latter case, the collisions tend to impart relatively little 
parallel momentum, so there is a larger reflection in the specular, 
direction and smaller sticking coefft6~ent than in the former case. 
The better agreem~~t with experiment seen in Fig. 14 substan-
tiates the belief that the conduction electrons tend to smooth 
out potentials obtained by pairwise summation. 

Note that this basis for trapping is the classical analogue 
of the bound state resonances entering the quantum problem. Normal 
momentum is converted into. parallel momentum during the' initial 
stage of the collision (this need not be phonon-assisted). Subse­
quent energy transfer is likely as the particle translates along 
the'surface. 

Fig. 14 : Scattered particles dis­
tribution for Ar incident on Pt(111} 
with 'E. 60 meV. Calculations lfrom 
-Ref. 92} assume alternatively a 
sum of Lennard-Jones potentials 
(dashed curve) and a smoother po­
tential (solid curve). Data from 
Ref. 103, Figure from Ref. 93. 

IV.3. Quantum Calculations 
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The basic ingredients of the quantum T6sory of sticking were 
presented by DEVONSHIRE and CABRERA et al. The states ~K 
described in Section II are perturbed when the solid deform§~ The 
matrix element describing the interaction is proportional to 

M (30) 

multiplied by coupling factors associated with the lattice motion. 
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These depend on the phonon spectrum; surface phonons playa parti­
cular~1 t~gortant role because of their localization near the bounr 
dary.' Approximations often used in the analysis include Eq. 
(3) (smooth unperturbed surface), a Debye spectrum for bulk phonons, 
and the neglect of parallel components of M (since the unperturbed 
potential has its largest gradie~57in the normal direction). Even 
a ID calculation is instructive, but suffers from its failure 
to incorporate the important inelastic bound state resonances dis­
cussed in Sec. III. I. 

Early calculations 108 of the accommodation coefficient for 
He/W approximated the unperturbed interaction with a Morse poten­
tial. Because it is short-ranged, however, an incident low energy 
particle has its wavefunction almost totally reflected before it 
arrives within the phonon force field. This leads to a vanishing 
probability of trapping as T approaches zero, in disagreement with 
expelbW~~to As in the qualit£tively similar problem of He scatte-
ring from liquid He, the long range of the potential is 
cruc111_1~3permitti~g ~ long wavelength particle t~ excite pho-. 114 
nons; for comparlson, we note that the classlcal calculatlon 
gives unit probability of trapping at low energy for T = O. 

s 

115-lt% spite of this conceptua~ advance, :ecent calculations l13 , 
have not converged on elther experlment or each other con­

cerning a variety of questioqs (e.g. the roles of three-dimensiona­
lity and crystal momentum conservation). Evidently both experim~n­
tal and theoretical work remain to resolve these issues. 

V. DESORPTION 

V. I. Introduction 

Some aspects of desorption kinetics have been discussed alrea­
dy. These include assumptions about the activated fOTm of a firsf 
order process (Eq. (20» and the distribution of the desorbing 
particles (Boltzmann, cosine). Moreover, the underlying mechanisms 
of energy and momentum transfer are also those of sticking. Time 
reversal and detailed balance arguments can be used advantageously 
to relate the two phenomena. For example, Eq. (16) is valid for 
film-vapor equilibrium if 10 is replaced by the intensity incident 
from the vapor. 

Desorption may be studied by scattering (Section IIIB) , by 
flash desorption (surface heating), or by isothermal methods (va­
por evacuation). The papers in refs. (9) and (57) review these 
methods and interpret results for many systems. At low coverage, a 
first order kinetic description is appropriate (except for reactive 
species); only this case will be discussed here. 
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Denoting by Rf . the transition rate from state i to state f, 
the net rate of chaftge of the occupation of bound state b is given 
by 

n. = -(R + E R )n + ERn + L R n (31) 
b cb b'~b ~b'b b b'~b bb' b' c ~bc c 

where c refers to a continuum state. In isothermal desorption, the 
last term is negligible and the rates may be calculated from an 
equilibrium distribution at temperatures T of phonons and, ini­
tially, bound particles. For flash desorpt~on, in contrast, the 
last term may be important and the adsorbate and phonon temperatu­
res differ initially, 

V.2. Quantum Calculations. 

118 GORTEL et al. have solved eq. (31) to obtain 

8( t) 
6(6) (32) 

where A. is the i-th eigenvalue of the transition matrix t, AO 
being tEe smallest, and 

f. 
1 

(33) 

(34) 

with ~ as the chemica! potential. Here e. and ~. are right and 
left eigenvectors of R. At long times, t 1» (A11- AO)-1 so that 
the sum in Eq. (32) vanishes, leavinr only a single exponential 
with characteristic lifetime T = AO- . 

Gortel et al. have used the one phonon approximation incorpo­
rating the matrix elements of Eq. (30) : 

Rf . ex: E w -1[Mf .F (v + m)IS(E. - Ef ± 'hWp)' 
1 p p 1 P 1 

v -1 
P 

(35) 

(36) 
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where the sum is over phonon states and the delta function ensures 
energy conservation. For phonon emission/absorption, m = 1/0 and 
a minus/plus sign is used. Since the subsequent calculation omits 
lateral variation of both the unperturbed wave functions and the 
perturbing force, it is essentially one dimensional. The results 
are qualitative at best. In the case of weakly bound states and 
T less than the Debye temperature, the method yields activated 
desorption in the form of Eq. (20). The activation energy Ed agrees 
with that of the deepest bound state, within a few percent. The 
pre-exponential factor v-I ranges between 2 x 10-~sec for He/LiF 
to 2 x 10-12 for He/Ar; it has no simple interpretation as an in­
verse attempt frequency for the desorption process. In the opposite 
case of deeply bound levels, a cascade of phonon processes must 
occur for desorption; v-I is reduced to 10-13 to 10-15 sec. This 
has a qualitative interpretation as arising from the larger number 
of desorption channels present in this case. 

The neglect of parallel momentum transfer described above is 
surelll~ severe defect if w~2~y generalize from the sticking pro­
blem. GOODMAN and ROMERO imp·rove on this slightly by incorpo­
rating Umklapp processes, i.e., exchange of a 2D reciprocal lattice 
vector. While this allows selective evaporation to occur (Sect.III. 
1 ), it still restricts markedly the contribution of finite wave 
vector' phonons. 

V.3. Classical Calculations 

A major obstacle to computing desorption lifetimes (or rate 
constants k = ,-1) is that, is so much longer than the lattice 
vibrational period (10- 13 sec). Using molecular dynamics one needs 
time steps at least an order of magnitude shorter than the latter, 
so a conventional calculatio~2tSI~20hibitively expensive. Recently, 
however, TULLY and coworkers li3 have developed an efficient 
scheme, based on work of KECK, which can surmount this difficul-
ty. Rather remarkable results have emerged already. The rate cons­
tant may be factored into two terms, 

(37) 

where kTST is given by trans1t10n state theory (TST).123 The 
factor F corrects for the fact that when the system crosses 
the activation barrier, it does not always lead, directly or other­
wise, to the activated process. In the present case, F is less than 
one because a particle crossing a plane z = Zo may make more than 
a single pass through this surface. This poss1bility can be rela­
ted to the sticking probability P for a time~eversed trajectory; 
if V(zO) « ~T, F = Ps • Since st~cking occurs more quickly than 
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desorptio~, P can be evaluated much more readily than k. Note 
that F incorp8rates the past and future of a system's migration in 
phase space; such dynamical behavior is absent from the equilibrium 
TST. 

An efficient procedure called the "compensating potentiatZI 
method has been developed to expedite the evaluation of k ; 
an alrO~'Z!ve approach is the Monte Carlo technique of AbR~s and 
DOLL. ' Results obtained with the first method for k and k ST 
are shown in Fig. 15 for Ar and Xe initially adsorbed on Pt(IIIY. 

Fig. 15 : Desorption rate cons·­
tants (solid curves) as a function 
of T for Ar and Xe on Pt(111) com­
puted by TULLY (Ref. 122). The 
dashed curves denote the predic­
tions of transition state theory. 
The prefactors and activation 
energies are shown for various 
regions of T. 

loeO/T 

As T approaches zero, F goes to one, so that kTST and k coincide. 
The activation energies deduced from the slope 1n this regime cor­
respond closely to the binding energies Uo of the potential (9.2 
and 29.3 kcal/mole for A123n12~e), which was based in part on ex­
perimental values of UO' ' At finite T the variation of F 
is the principal source of the observed deviation of k from an 
ArrhT~~us form, Eq. ~20): The much smaller deviation of kTST ~s 
due to the contr1but10n of an entropy term to the act1vat10n 
free energy. 

Note that the pre-exponential factors in Fig. 15 are compara­
ble to vibrational frequencies of these adatoms (IOIIHz)12Iheir 
decrease with increasing T has been interpreted by TULLY as ari­
sing from two factors absent from the TST : (a) a reduction in the 
effective attempt frequency due to a smaller fractional energy chan­
ge per vibration at high T, and (b) a reduced (non-equilibrium) 
occupation.of yz,kly bound states at high T because of depletion 
by desorpt10n. 

Among the most interesting results of this study are the dis­
tributions of angle and energy. These are obtained by time-rever­
sing a Boltzmann and cos e distribution of particles crossing a 
plane a~~ge the surface. Only those particles which stick and equi-
librate are counted as having desorbed; thus these contribute 
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to the desorption distribution. Since 1~~genergy particles have 
a relatively high sticking probability, the mean energy of the 
desorbing particles is less than 2k BT. The specific results for 
Ar and81e18~ Pt(111) are consistent with data of the Chicago 
group.' A calculated deviation from cos e dependence was too 
small to have been confirmed unequivocally. 

VI. DIFFUSION 

VI.I. Introduction 

Surface diffusion has long been recognized as an e~s9nl~B1132 
element in catalysis, surface ordering and film growth. " , 
From a fundamental point of view, it is of interest as a p~obe of 
the potential barrier to lateral trans1atioli. The motion of a par­
ticle depends on the height ED of this barrier, the temq33ature T, 
and the zero point energy perpendicular to the surface. In the 
quantum case(e.g., He in Fig. 1) the ground state energy may be 
so high as to allow rela.tively uninhibited lateral motion, even 
at low T. This can happen to same extent even for heaviT34 gases 
on metals, which present smooth equipotential surfaces. The 
self-diffusion coefficient is defined in two dimensions (2D) by 

(38) 

In this smooth surfac135ase D should vary relatively slowly 
with T (e.g. a power law). Metal atoms, in contrast, are usually 
highly localized on metal surfaces. Migration occurs by thermally 
activated hopping. This can be characterized as a random walk with 
step length l and time interval Tn: 

(39) 

By analogy with Eq. (20) the T dependence for this case is usually 
exponential : 

D (40) 

ED is of order one-fifth the binding energy, depending substantial­
ly on,the pa:t~;v3';11~cet. In fact :he surface geometry is often 
so anlsotroplc that the motlon occurs along channels. A 
crude estimate of D could be obtained from eqs. (39) and (40) by 
multiplying the squ~re of a lattice constant (jump distance) by 
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the Debye frequency,i.e.,D ~10-2 cm2/sec. Experimental ge~~tt~37eI38 
ported for D may differ b~ several orders of magnitude.' , , 

o 

One of the most interesting possibilities is a transition be~ 
tween the two regimes described above. Dt3~OGGIO and GOMER observed 
this for the case of hydrogen on W(I 10). At high T, Eq. (40) 
is satisfied, while at lower T, D varies slowly with T. Thir repre­
sents a transition from thermally activated diffusion to quantum 
migration. 

The coefficient D defined above coincides with the Ft~6's 
law coefficient DF only if interactions can be neglected. In 
that case, D satisfies the Einstein relation to the mobility. This 
means that one can determine D by evaluating t~~ladsorbed particle's 
motion in response to a lateral driving force. 

Diffusion coefficients have been determined by a variety of 
met~df3fnHE?~~ MFlf\jon a~d elec~ron microscopy (~IM and 143 
FEM), " "quas~-eI1f~~~c neutron scatter~ng (0r&) 
nuclear magnetic resonance (NMR), the ~B~3BaV~6 effect, 
and observation of macroscopic migration.' , Each of these 
has obvious advantages and limitations. For example, QENS, NMR, 
and M~ssbauer are restricted in choice of adsorbate and the neces­
sity to use high specific area substrates (e.g. powders). FIM is 
conventionally limited to refractory substrates and probes facets 
of quite small dimensions « 100 !). 

In spite of these difficulties, intensive effort has yi'elded 
impressive results concerning surface diffusion. Information has 
been gleaned about both the relevant interactions (atom-surface 
and atom-atom) and the transitions between phases of adsorbed 
particles. The examples discussed below are choseR to exemplify 
such progress fo·r cases of chemisorption and physisorption. 

VI.2. An FIN Study: Si/W(IIO) 

Diffusion is explored in the FIM study by direct observation 
of an adatom before and af31r1~lheating period of well-defined 
duration and temperature. ' This must be repeated many times 
in order to obtain statistical validity. Si on W(IIO) represents 
a particularly interesting system because of possible covalent bond 
formation in the adlayer. In addition, fewextensive FIM stud~~7 y£§h 
non-metallic adsorbates exist; the results described below ' 
should stimulate further efforts. 

In the present case, Si is adsorbed above an isosceles triangle 
of W atoms. Nearest neighbor sites are separated by 2. 1a7!' which 
is 13/2 times a W lattice constant. TSaNG and CASANOVA found 
that the Si diffusion could be fitted by Eq. (40), with 
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log Do : -3.5 ± 1.3 and ED = 0.70 ± 0.07 eV. The latter is abour48 
15 percent of the binding energy estimated by field desorption. 
Both of these are comparable to values found for metal adatoms. 

The most intriguing results of their study concern the case 
when several atoms coexist on the plane. Then the FIM can be used 
to deduce r~9 ~~br correlation function and the adatoms'mutual in~, 
teraction. ' Specifically, if v .. is the interaction between 
Si atoms at sites i and j, the numbetJ of pairs on these, or equi­
valent, sites satisfies 

n .. = c g .. exp(-V .. /kBT) 
1J 1J 1J 

(41) 

where c is a normalization coefficient and g .. is a weighting fac­
tor which depends on the number of possible bJirs on the surface 
plane. Eq. (41) assumes that the coverage is sufficiently low l~~t 
an ada tom interacts with at most one other ada tom at any time. 

The interaction thus obtained f~50Si/W(1 10) is an oscillatory 
function 6f separaH~n, as predicted and observed previously 
for metal adatoms. What is new here is that the oscillations 
are so dramatic that they lead to a prediction of superlattice 
formation; the Si atoms lie in parallel chains along t~~7 [llQl di-
rection. This has been observed by TSONG and CASANOVA. ' Work 
is in progress to determine the phase diagram. 

The most exciting prospect is to observe thT5 2ynamics of the 
phase transition. We are commencing calculations to describe 
this phenomenon. It should be noted, however, that the limited 
facet size will smear any singularities which would be present for 
an infinite system. 

VI.3. CH4 on Graphite 

The motion of CH4 on graphite is an extremely interesting pro­
blem for a variety of reasons. One is the existence of internal 
degrees of freedom, which ca~5~e perturbed and excited by the sur-
face potential energy field. Another is the ~~3ong incoherent 
scattering by neutrons (cross-section 32Q barns ), which permits 
an expef!~~5~113galysis of internal and translational degrees of 
fredom. ' , Finally, there is the fact that the motion along 
the surface is relatively free, so that the two-dimensional (2D) 
limit is nearly realized. This last is of fundamental interest 
because of the peculiar behavior of diffusion ig62D. As first found 
for a hard disk systli!1ll by ALDER and WAINWRIGHT the velocity 
autocorrelation function 
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A(t) 

+ .... 
<v. (1") • v. (1" + t) > 

1 1 (42) 

has a slow decay (proportional to t-1) at large t. Here the average 
is over time 1" for an arbitrary particle. This means that in 2D 

00 1 . 
D = 2" fo dt A{t) (43) 

diverges. TO«VAERD investigatedl5~is with a 2D molecular dynamics 
simulation for CH4 on graphite. Numerical considerations confi-
ned the upper limit of time to 5 x 10-12sec. He confirmed, however, 
this t-1 dependence at intermediate and low coverage. There was 
no apparent difference in this behavior between the realistic mo­
del and an artificial 2D model without a substrate potential. 

COULOMB, BIENFAIT and THOREL 143 have investi¥~8ed this system 
with quasi-elastic incoherent neutron scattering. The energy 
loss spectrum for 2 meV neutrons was fitted to the Lorentzian form 
predicted by Fick's law: 

S(Q,E) (44) 

where Q and ~E are the 2D wavevector and energy transfers, respec­
tively, and G(Q) is a factor which is not crucial to the present 
discussion. The fit yields values of D which vary markedly with 
coverage and T. A fult~93D molecular dynamics calculation by 
SEVERIN and TILDESLEY obtains good agreement with the magnitude 
and coverage dependence at high T (90 K), but not at lower T (61 K). 
It is conceivable that the discrepancy originates from the finite 
crystallite size (~200 !) and corres~~~ding inhomogeneous potential 
fields. In fact, TABONY and COSGROVE found comparable values of 
D, but a smaller e dependence, in an NMR pulsed field gradient 
experiment which used a more heterogeneous substrate. On the theo­
retical side, the calculations suffer from the limited dimension 
(40 !) of the periodically reproduced cell and the omission of sub­
strate dynamics. 

As in the example described in Section VI.2. some of the most 
interesting results of the diffusion study pertain to phase tran­
siti?~~. These incluY§4a sharp reduction of D when the CH4 solidi-
fies and evidence for barriers to rotation when T < 20 K. 
Rotational ordering is of partjcular interest because of the role 
of the substrate potential. 
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VII. OVERVIEW 

We hope that these chapter transmits the feeling of excitement 
which has arisen in this field. Thanks to ingenious or detailed 
experiments, the essential ingredients of many phenomena have been 
revealed. Sophisticated theoretical techniques are being developed 
to quantify these and others phenomena. We are confident that simi­
lar progress will ensue in a variety of problem areas. One of these 
is the role of heterogeneity, to which little theoretical attention 
has been paid thus far. Imperfection is indeed important in all 
kinetic processes at surfaces. We hope, therefore, that systematic 
experimental investigations will stimulate a corresponding theore­
tical effort, or vice versa. 
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I. INTRODUCTION 

The realization that phase changes, i.e. condensation of a 
vapor to its liquid or solid phase, boiling of a liquid, melting 
of a solid does not necessarily oCfur at equilibrium was published 
as early as 1724 by G. FAHRENHEIT. J. T. LOWITZ in 1785 showed 
that acetic acid cry~tals are selective nuclei for the crystaliza­
tion of acetic aZid. But it was not until 1926, when a paper by 
VOLMER and WEBER was published, that a predictive equation for the 
rate of3nucleation became available. Advances quickly followed. 
FARKAS, based on a.suggestion by SZILLARD, provided a kieetic4 
scheme for calculat~ng the unknown constant. BECKER and DORING 
used this scheme but obtained the backward rate (this terminology 
will be explained later) from the Kelvin equation. ZELDOVICH sug­
gested a continuum version. Many others have also made significant 
contributions. A very goodlreview of much of the early history can 
be found in Volmer's book. While this book is in some places dif­
ficult to read it is nevertheless highly reco~e9d8d. Other sources 
are the ghree volume set edited by ZETTLEMOYER" and the book by 
ABRAHAM. 

In this chapter we shall begin with a brief review of the ba­
sic concepts. Then we shall present nucleation theory in its stan­
dard form, pointing 0Yo ~yme weaknesses. It will then be extended 
to associated vapors; , this extension will simultaneously pro­
vide the opportunity to describe the continuum version. A kinetic 
approach to nucleation which has the great advantage that it clear­
ly sepaf~tT~ f4netic and thermodynamic quantities will then be pre­
sented. ' , This approach is especially valuable since it makes 
more simple and much more self evident the procedure for 
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generalizing nucleation theory for more complicated situations. 
Two examples of such generalizations will be presented. They are 
the nucleattgn of voids from vacancies in the presence of interstt6 
tial atoms, and nucleation with simultaneous chemical reaction. 
It will then be used to describe nucleation in dense systems, e.g. 
crystallization from the melt. 

VOLUME 

II. THE SPINODAL LIMIT 

Fig. 1 : Schematic of pressure­
volume isotherms for a fluid at 
and below the critical tempera­
ture. 

Figure 1 depicts the pressure-volume diagram of a pure substan­
ce. Two isotherms are shown, one for the critical temperature and 
one for a subcritical temperature. The dashed line connecting B 
to F denotes the coexistance of the liquid and gas phases at the 
pressure p . However if no nuclei are present it is experimentally 
possible t5 temporarily continue along the line F to E and the line 
B to C. Such states are not stable states. It is usual to call them 
metastable and to call the locus of all points on the isotherm 
where (ap/aV)T = 0 by the name, the spinodal. Certainly nucleation 
should occur before (or at) the spinodal since at the spinodal the 
system becomes unstable to even the smallest density fluctuations. 
The liquid spinodal turns out to be a good predictor of nucleation 
of bubbles in superheated liquids. Figure 2 is a plot of the tempe­
rature at which bubble nucleation occurs as a function of pressure 
(both quantities are in reduced units). While the van der Waals 
equation of state is poor, the Bertholet equation, 

(p + a/TV2) (V - b) RT, (1 ) 
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doe~ a good job. Nonetheless, the kinetic version of nucleation 
theory which we will present later is much better (on the scale Qf 
this figure, it would go through the points perfectly). Vapor nu­
cleation is poorly predicted by the spinodal; it always occurs at 
much smaller supersaturations. We shall see that the kinetic theory 
is (on this scale) also an excellent predictor of vapor condensa­
tion nucleation. 

Fig. 2 : Reduced limits of super­
heat as a function of reduced 
pressure. The thermodynamic limits 
of superheat calculated from the 
Berthelot and van der Waals equa­
tions are plotted. 

III. CONCEPTS 
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We shall now briefly discuss two concepts which are the source 
of much confusion in nucleation theory, the concepts of "critical 
size" and "the equilibrium distribution of clusters". 

111.1. Critical Size 

Consider a cluster of molecules. The probability per unit area, 
y(i), that a molecule will leave the cluster depends on the surroun­
ding conditions, the temperature, on properties of the molecule, etc. 
and on the size of the cluster. This size dependence arises because 
a small cluster has fewer atoms which exert an attractive effect on 
any given atom than is the case for a larger cluster or for a flat 
surface. This effect increases the vapor pressure of a substance 
over curved surfaces. At large sizes the Kelvin equation, 

2a/r, (2) 

accurately describes this effect. Thus the larger the cluster the 
smaller is y(i). Figure 3 is a plot of the "backward" rate, b(i), 

. which is defined as the rate at which a cluster consisting of i mo~ 

lecules loses one molecule. Obviously b(i) = y(i) a(i) where a(i) 
is the surface area of the cluster. Note that the b(i) curve does 
not extend to very small sizes, where it is possible that certain 
sizes of unusually large stability occur. But beyond this initial 
region, the curve is smoothly decreasing. At equilibrium (e.g. in 
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a saturated vapor) the "forward" rate (Le. the rate at which clus­
ters add molecules) is equal to the backward rate for a flat sur­
face. Also shown in Fig. 3 is the equilibrium forward rate, f • e 

b(i) 

! 
i 

~ : 
1'1 ------~----

~ 

Fig. 3 : A schematic plot of 
the rate at which single mole­
cules leave a cluster containing 
i molecules. 

f : i e -------:-----:--------------------
i ; 

• 

It is, except for a negligible geometric factor, independent of 
cluster size. If the mother phase is "supersaturated", then the 
forward rate has to be higher than the equilibrium forward rate 
since supersaturation means that the concentration of condensing 
species is higher than the equilibrium concentration. Also shown 
in Fig. 3 are forward rates, fl and f2' for a supersaturated sys­
tem and for an even more supersaturated system respectively. One 
can see that f asymptotically touches the b(i) curve (at infinity), 
while f1 and f~ cross it. The size cluster for which this crossing 
occurs is called "the critical size". For super-critical sized clus­
ters, the probability for a cluster to grow is greater than is the 
probability that it will shrink. For sub-critical sized clusters 
the reverse is true. "critical size" is a kinetic concept and it 
changes as any of the parameters of the system change. 

III.2. The Equilibrium Distribution of Clusters 

We shall use without further justification the equation 

n(i) N exp {-W(i)/kT}, (3) 

where n(i) is the number of clusters of size i, N is a normaliza­
tion factor, k is Boltzmann's constant, T is the abselute tempera­
ture and W(i) is the reversible work it would take to create a 
cluster pf size i from the mother phase. The validity of this equa­
tion has been the subject of great controversy and continues to be 
so. Nonetheless, it is conventional in nucleation theory to use it. 
What can be rigorously derived is the equation that the reversible 
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work required to create a critical sized cluster conta~n~ng i mole­
cules in (unstable) equilibrium with a surrounding phase (called 
the mother phase) is given by 

W(i) oa(i) - [po - p ]V., 
~ a 1 

(4) 

where oa(i) is the surface free energy of the cluster, p. and V. 
are its pressure and volume and p is the ambient pressufe. If Ehe 
cluster size i is not the criticaf size, then one has to add to the 
right hand side of eq. (4) an extra term, with the result 

W(i) oa(i) - [po - p ]V. + i[)l.(p.) -)l (p )], 
1 all 1 a a 

(4' ) 

where )l.(p.) is the chemical potential of the cluster at its inter­
nal pre~su}e p. and )l (p ) is the chemical potential of the mother 
phase at the a~bient ~re~sure p • Thus for a liquid with a constant 
compressibility, K = -(3V/3P)T/V), one obtains 

W(i) = 0 a(i) - i k T In [Pa/PJ 
(5) 

+ Vi CPa - pJ+ iv K[Pi - PooF/2. 

where Poo is the equilibrium vapor pressure and v is the molecular 
volume at this pressure. The last two terms in eq. (5) are both 
usually negligible. One therefore usually finds the statement that 
the concentration of clusters of size i as a function of size, for 
a supersaturated gas,is given by the equation 

n(i) N exp[-oa(i)/kT + i In Pa/pJ. ( 6) 

It follows that for a saturated gas, i.e. when p 
brium distribution of clusters is a 

Pro' the equili-

n(i) N exp [-oa(i) !kT] • (7) 

IV. CONVENTIONAL VERSION OF NUCLEATION THEORY. 

Because of the rapid decrease in the number of clusters as a 
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function of size, it is usually an excellent approximation to sup­
pose that clusters increase or decrease in size by acquiring or lo­
sing single molecules. Only for substances whose vapor phase is si­
gnificantly associated, e.g. acetic acid vapor, does this approxi­
mation fail. For the case, an appropriate generalization will be 
presented in the next sections. 

The net rate J at which clusters of size less than i+!/2 be­
come larger than size i+!/2 is 

J(i) f(i) n(i) - b(i+I) n(i+l), (8) 

where f(i), the forward rate, is the rate at which single molecu­
les impinge on a cluster of size i, n(i) is the concentration of 
such clusters, and b(i+!) the backward rate, is the rate at which 
single molecules will leave clusters containing i+! molecules. 
Figure 4 symbolically shows this process on a line in size space. 

If'"" 

1III1111 

Fig. 4 : The processes by which 
clusters grow larger or smaller 
if only single molecules can be 
added or lost at each step. 

In many nucleation processe, the forward rate is fairly well known. 
For example, for an ideal gas containing spherical clusters 

f Ci) 6a(i),where 6 ap/(2rrmkT)1/2 and a(i) 

where a is the condensation coefficient, i.e. the fraction of arri­
ving molecules which actually condense, p is the pressure, m is the 
molecular mass and r is the radius of the cluster. If one also as­
sumes that clusters have the same density as the infinite liquid 
phase (would have at the same temperature T and at the equilibrium 
pressure poo)' one can express the surface area as 

aCi) = 4 rr(3v)2/3 i2/3. (9') 
4rr 

The volume per molecule in the liquid can be calculated from 
v = MN /d, where M is the molecular weight, d is the density of the 
liquidOand N is Avogadro's number. 

o 

However, little is known about the backward rate. One can al­
ways write that b(i) = y(i) a(i) where y(i) is the probability per 
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unit area that a molecule will leave a cluster of size i and a(i) 
is the cluster surface area, but y(i) still depends on i. 

The conventional source of information about b(i) is the 
"constrained equilibrium distribution of clusters", If one could 
somehow constrain the mother phase to be in equilibrium while not 
changing any of the thermodynamic variables, e.g. pressure or tem­
perature, then one could use eq. (8) to obtain b(i) since at equi­
librium J(i) = 0 for all i. Thus, one finds that 

(IO) 

where nC(i) is the concentration of i sized clusters that would 
exist if such a constraint were possible. It is further assumed 
that nC(i) is given by eqs. (3) and (4) or equivalently, eq. (5). 
Substituting (10) in (8) and rearranging terms one obtains 

J(i) n(i) n(i + I) 
nC(i) - nC(i + I)' (J I) f(i)nC(i) 

Note that the terms on the right hand side differ only by the value 
of their index. Thus on adding such equations for successive values 
of i, successive terms cancel with the result that 

J(i) n(J) n(T + I) 

nC(r + I) 

(I2) 

Thermodynamic models for nC(i), i.e. eqs. (3) to (5), predict that 
nC(i) increases without bounds as i increases. Because n(i), the 
actual concentration of cluster is necessarily finite, the last term 
in eq. (12) goes to zero for large i. Furthermore, it is conventio­
nal to choose the monomer density in the constrained state to be the 
same as in the actual supersaturated vapor, i.e. nC(I) = n(I). 

For processes where the mother phase is a gas, a steady state 
is very rapidly established. Since the time dependence of n(i) is 
given by the population balance equation, 

dn~~) = J(i - 1) - J(i), (13) 

steady state means that dn(i)!dt = 0 and therefore J(i = I) = J(i) 
constant = J for all i. One thus obtains for a sufficiently large 
value of T, 
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i 
J = 1/ L 

i=1 f(i)nc(i) 

Substituting (9), (9'), (3) and (5) into (14) one obtains 

J 
2Napv 
___ (_0 )1/2 exp{--1_36_1T (okT)3 [V F}* 
h'lTIllkT kT In(p/pco) • 

In typi~al units this becomes 

J 

1. L. KATZ 

( 14) 

(IS} 

where a is in erg/cm2 , M is in g/mol, d is in g/cm3, p is in atmos­
pheres and T is in Kelvins. p"" is the equilibrium vapor pressure 
at the temperature T. 

V. ASSOCIATED VAPORS 

In the last section we allowed clusters to increase or decrease 
in size by gaining or losing only one molecule at a time. Substances 
having a hydrogen bond or can form other unusually stable c~ijPt,xes 
often have vapor phases which are significantly associated. ' 
Good examples are formic, acetic and propionic acids. The equation 
describing the nucleation process is just like the one in Section 
IV except that we now have to allow for clusters growing and shrin­
king several molecules at a time. On the line in size space this is 
simbolically shown in figure 5. The corresponding equation for the 
net rate J at which clusters of a size less than i + 1/2 become 
larger than i + 1/2 is 

m a 
J(i) L L {f (i-a)n(i-a) - b (i-a+a)n(i-a+a)} 

a=1 a=1 a a 
(17) 

where the index m is the size of the largest species which is pre­
sent in appreciable concentration, f and b are the rates at which 

1 . . 1 1 .0. a 1 f 1 c usters conta~n~ng a mo ecu es arr~ve at or eave rom c usters 

* To actually obtain eq. (5) one also converts the summation to an 
integral and approximates the integral to a Gaussian. Many authors 
have commented on the accuracy of these step~'7The definitive word 
on this subject was published by E. R. Cohen. He showed that 
under almost all conditions of interest in nucleation processes, 
they are extremely accurate. 
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containing the number of molecules indicated in parentheses • For 
an ideal gas mixture, f (i) = a(i)p (2namkT)1/2 where p is the par­
tial pressure of a size~ clusters. igain, assuming a co~strained· 
equilibrium distribution then each term in braces in eq. (17) must 
equal zero, i.e., 

b (i-l3+a) 
a 

for I < 13 < a < m 

and all i > a. 

Fig. 5 : The processes by which 
clusters grow larger or smaller 
if several molecules can be added 
or lost at each step. 

Substituting (18) in (17) one obtains 

J(i) 
m a n(i-S) 
E E f (i-S)nc(i-S) [---

a=1 a=1 a nC(i-S) 

n(i-S+a) 
---J. 
nC(i-S+a) 

(18) 

( 19) 

c Expanding both the product f n and the term in brackets in Taylor 
series about i and keeping o~ly the lowest non-zero term one obtains 

J(i) c(.)'d(n/nc ) 
- n ~ 'di 

m 
L (XLf (i), 

(X= I a. 
(20) 

which. using the ideal gas equation for fa(i) given above. results 
in 

a(i)nc (i) 'd(n/nc) m 
J(i) E 0. 3/ 2 P • (21) 

(2nmkT) 1/2 'di (X= I (X 

Rearranging and integrating eq. (21) one obtains 
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(2mnkT)1/2. co 

J 
J(i) 

----- di 
a(i)nc(i) 

J. L. KATZ 

co d(n/nC) 
- J di I , 

di 

(22) 

because we choose the conditions of the constrained state such that 
n(l) = nC(I) and because the constrained distribution increases 
without bounds as i increases. Again, at steady state J becomes 
size independent. From eq. (22), using the fact that the partial 
pressures p = X P where X are the mole fractions and p is the 

1 a a b' a tota pressure, one 0 talns 

co 

J (23) 

To proceed further, one needs nC(i), the constrained distribution 
for an associated vapor'IWe again use eqs. (3) and (4'), but in­
stead of (5) we obtain 

Wei) = aa(i) - i k T In [Pla/PIJ 
(24) 

+ Vi [p a - P j + i v K [p i - P "Y / 2 

The only difference between eqs. (24) and (5) is that the argument 
of the logarithm is the supersaturation of the monomer species, 
PI /Ploo and not the actual supersaturation p/poo' (Note that the 
mo~omer supersaturation is identical to the ratio of fugacities of 
the actual vapor and a saturated vapor, i.e., PI /Ploo = I /100 ,) 

Using eqs. (3) and (24) and evaluating the integ~al in (2~) one 
obtains (in the same units as in eq. (16» 

(25) 

Note that the initial number is 5.5 x 1031 instead of the more co~ 
mon 9.5 x 1025 only because the units of Poo were chosen as atmos­
pheres and not mm of Hg. 

VI. KINETIC VERSION OF NUCLEATION THEORY 

If nucleation can occur only along a single path (binary or 
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multicomponent nucleation is thus excluded), as in Section IV, one 
finds that the net rate J at which clusters of size less that 
i + 1/2 become larger than i + 1/2 is 

J(i) f(i) n(i) - b(i + I) n(i + I). (8) 

At this point in most derivations of nucleation theory (and in 
Section IV), the backward rate was eliminated from eq. (8) by re­
lating it to the forward rate and the hypothetical "constrained" 
equilibrium distribution of clusters. However, the "constrained" 
distribution is not necessary and the backward rate need not be 
eliminated until much later. 

A convenient equation which contains all the nucleation infor­
mation can be readily derived by defining a recursive relation 

Z(i + 1) _ Z(i) b(i + I)/f(i + I) for i > 1 

and 
Z (I) I. 

This recursive relation is easily solved yielding 

Z(i) 
i 
IT b(j)/fej). 

j=2 

MUltiplying eq. (8) by Z(i) and summing, one obtains 

(26) 

(27) 

(28) 

i 
igl J(i)Z(i) 

i 
igl [f(i)n(i)Z(i) - f(i + 1 )n(i + 1 )z(i + I)] . 

(29) 

Note that the two terms on the right-hand side are identical except 
for their indices. Thus, on summing, successive terms cancel and 
eq. (29) s.implifies to 

i 
l: J(i)Z(i) = f(1)n(l) - f(Y + l)n(Y + I)Z(Y + I). (30) 

i=1 

If one carries out the summation to a sufficiently large value 
of T, the last term on the right-hand side of this equation is ne­

gligible compared to the first because z(i + 1) goes to zero as i 
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becomes large; this follows from (28) for the following reasons. 
The quotient b(i)/f(i) is the ratio of the number of clusters of 
size i that shrink to those that grow. This ratio depends on both 
the cluster size and*supersaturation. At any supersaturation there 
is a critical size i defined as that size for which this ratio is 
unity. For all sizes smaller than the critical size the ratio is 
greater than unity, while for all sizes larger than the critical 
size this ratio is less than unity. Since there are only a finite 
number of sizes smaller than the critical size (and b(i)/f(i) is 
finite for all i) the product of b(i)/f(i) from i = I to r can be 
made arbitrarily small by making I arbitrarily large. Note that the 
reason that this term is negligible is a kinetic result based on 
the concept, the critical size, and not on the idea (expressed after 
eq. (12» that the constrained distribution of clusters increases 
wi thout bounds. 

Thus, eq. (30) becomes 

i 
E J(i)Z(i) 

i=1 
f(I )n( I). (31 ) 

In most cases of interest, a steady state is very rapidly establi­
shed. Since the rate of change of concentration of clusters contai­
ning i molecules is given by 

dn(i) 
Cit" J(i - I) - J(i), (13) 

at steady state, dn(i)/dt = 0 and J becomes a constant for all sizes. 
It can then be factored out of the summation to obtain 

J 
i 

f(l)n(I)/{1 + r 
i=2 

i 
II b(j)/f(j)}. 

j=2 
(32) 

To proceed further, one needs explicit expressions for the backward 
rate b(i) and the forward rate f(i). 

The same arguments and line of reasoning which were used in 
Section IV (see eq. (9» apply again. But we are no longer forced 
to invent a constrained equilibrium distribution, e.g. eq. (10), to 
obtain an expression for the backward rate, b(i). 

The backward rate is the rate at which molecules leave a clus­
ter. This is not known in general, but can be determined in dilute 
solution. For dilute systems (i.e., systems in which the number den­
sity of solute molecules is much smaller than the number density 
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of solvent molecules) the interactions between a molecule leaving 
a cluster and other solute molecules are negligible compared to 
its interactions with solvent molecules. Therefore,in dilute sys­
tems,the backward rate b(i + I), although a complicated function 
of temperature and cluster size, is independent of the concentra­
tion of the nucleating species, i.e., the solute. Consequently, 
if b(i + 1) can be determined at any concentration or supersatura­
tion (since it is independent of concentration) i:t is known at all 
other concentrations. At equilibrium, that is, at the true equili­
brium state, and not some hypothetical "constrained" equilibrium -
the nucleation rate is zero, and eq.(8) becomes 

(33) 

where the superscript e is used to denote the value of that function 
at the equilibrium state. This equation can be solved for b(i + 1) 
and the result when substituted into (32) gives : 

J 
i f(1)ne (I) 

f(l)n(l)/{I + E 
i=2 f(i)ne(i) 

i 
II 

fe (j - 1) 
----}. 

j=2 f(j - l) 
(34) 

A further simplification occurs when fife is independent of the 
size of the cluster. This is usually the case and occurs when the 
forward rate S , given by eq. (9), is a product of terms which are 
either size independent, or whose size dependence is independent 
of supersaturation. Equation (34) can then be written 

J 
nO) Se 
---I 
ne(l)S 

i 
E [a(i)Sne(i) (S/Se)i1- 1 • 

i=1 
(35) 

The numerator of this equation is equal to unity whenever the arri­
val rate S is proportional to the number density n(I). This is the 
case for ideal gases and is also believed to be true for somewhat 
no~-ideal gases. 

Equation (35) can formally be made identical to eq. (14) if one 
chooses to identify nCei) with ne (i)(S/Se )1. This choice is sugges­
ted by the following idealization and approximations : ei) for 
ideal gases SISe = pIpe, (ii) equations (6) and (7) have the same 
relationship to each other. However this identification is not al­
ways necessarily true. Equation (35) (actually its more general 
form (32» thus provides one with the means of imporving on the 
classical theory of nucleation as one obtains better expressions 
for the equilibrium distribution of clusters than eq. (7) and as 
one obtains more sophisticated expressions for the concentration 
dependence of S/Se. It also provides us with a means for creating 
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a theory of nucleation for systems where the process" is sufficien­
tly complicated that it would be impossible to make guesses of 
what the correct form for nC(i) would be since in these systems 
the (~/Se) term becomes so complicated that no thermodynamic model 
could possibly produce it. It is precisely because of this confu­
sion of thermodynamic and kinetic concepts that there has been 
much controversy in nucleation theory in the past. 

VII. NUCLEATION OF VACANCIES AND INTERSTITIALS 

One very important example of such a nucleation process occurs 
in the claddings of fuel rods in nuclear reactors. Energetic neu­
trons knock atoms from their lattice sites, creating high concentra­
tions of vacancies and of interstitial atoms. The vacancies can 
cluster and grow to become voids, typically 'SO to lOa! in diameter. 
The interstitial atoms also nucleate and form interstitial loops. 
that is, an extra plane of atoms growing radially. These structural 
defects lead to swelling and warping of the fuel rods. 

The description of this nucleation phenomenon is complicated 
because the vacancies and the interstitials are matter and anti­
matter to each other. Not only can they comhine directly wi th each 
other to produce a nothing (except for the release of energy), but 
each can also combine with clusters of the opposite species to 
make the cluster smaller by one unit. Furthermore, the clusters are 
capable of evaporating not only the self specie, but also the oppo­
si te specie. 

In the limit that vacancies and interstitials arrive at a 
void at the same rate, no growth occurs. Attempts to model this 
phenomenon using previous versions of nucleation theorYsli? to a 
great deal of confusion. In fact, it was their efforts to 
solvTSthis complex nucleation problem that led WIEDERSICH and 
KATZ to develop the general formalism presented here. 

Consider the nucleation of voids in a metal containing excess 
concentrations of both vacancies and interstitials. The forward 
and backward rates are now each the sum of two terms (we have 
changed the symbol for the cluster size from i to x to avoid con­
fusion with the subscript i which denotes interstitial) : 

f(x) [S + y.(x)] a(x), v ~ 
(36) 

b(x) [13. + y (x)] a(x). 
~ v 

(37) 

where a(x) is the surface area of vacancy cluster, 13 is the con­
densation rate (per unit area) of vancanies, y. (x) iX the rate 

~ 
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(per unit area) at which a cluster composed of x vacancies emits 
an interstitial atom, 8. is the condensation rate (per unit area), 
and y (x) is the rate of emission of vacancies from a cluster con-.. v . 
ta~n~ng x vacanc~es. 

For the determination of the emission terms, detailed balance 
can be used again in an even more restricted sense. For the metal 
at the same temperature but with equilibrium concentrations of 
both vacancies and interstitials, not only is it true that J(x) = 0 

e e e e 
and therefore f (x)n (x) = b (x + I)n (x + I), but also that the 
fluxes in cluster space caused by vacancies and interstitials must 
separately be equal to zero (i.e., at equilibrium the vacancy con­
densation is balanced by the vacancy emission). Thus 

and 

e e 
y (x + I)a(x + I)n (x + 1) 

v 

e e 
y. (x)a(x)n (x). 
~ 

(38) 

(39) 

Solving eqs. (38) and (39) for y (x) and y. (x), substituting into 
(36) and (37), and using eq. (28Y for Z(x); we obtain 

b(j) 
(40) 

f (j) 

In this case there is no cancellation of terms as in eq. (35). 
However the rate of nucleation can still be obtained by using (40) 
with (32), since it iS I3 straightforward matter to evaluate the 
summation numerically. 

VII. I. Sample Calcula tions 

The singificance of the effects discussed, i.e. the antinuclea­
ting effect of the interstitials, can perhaps best be appreciated 
by sample calculations. Since much of the interest in this subject, 
aside from its intrinsic scientific value, is due to its applica­
bility to void formation in the structural. materials (usually fcc 
stainless steels) used in fast-breeder reac tors, calculations for 
such materials would be of greatest interest. However, the appro­
priate quantities such as jump frequencies and defect-formation 
energies are not well known for these complicated alloys. For this 
reason, our sample calculations have been made using material para­
meters appropriate to pure nickel ( a major component of stainless 
steels that has the same fcc structure), except that a surface free 
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energy of 1000 ergs/cm2 was used, which we think is more appropri­
ate for these alloys. 

The interstitial flux during irradiation must be nearly equal 
to the vacancy flux, since interstitials and vacancies are produced 
simultaneously by the irradiation and must annihilate with equal 
rates to maintain steady state. The interstitial flux to voids must 
also be less than the vacancy flux, or voids would never form. Since 
no adequate model for the relationship of the interstitial and 
vacancy flux exists, it is customary to use the ratio of the rates 
of condensation of interstitials 8. to the rate of condensation of 
vacancies 8 as a parameter; the r~tio B./8 , called the arrival­
rate ratio,vhas been variously estimated~toVbe between 0.8 and 1.0. 
Rough order of magnitude estimates of minimum nucleation rates that 
are required for the observed number densities of 10 13 to 10 16 
voids/cm3 can be obtained from the typical time scales of exposures; 
i.e., months to years in reactors and tens of minutes to hours in 
accelerators. Thus, nucleation rates of 105 to 109 voids/cm3/s 
are typical of reactor conditions, and rates of 106 to 1013 voidsi 
cm3 s are encountered in accelerators. 

As Fig. 6 shows, the- strong dependence of the nucleation rate 
on the supersaturation, which is a characteristic of ordinary nu­
cleation, i.e., an arrival-rate ratio 8./8 = 0, is essentially 
unchanged even by large values of the afri~al-rate ratio. A factor 
of ten increase in su1ersaturation causes the nucleation rate to 
increase from I to 10 5 nuclei/cm3 s at 600°C or to 10~O at 400°C, 
independent of the arrival-rate ratios. Higher values of 8./8 
require a higher supersaturation, but the factor by which Ehevsuper­
saturation must be increased is only weakly dependent on the desired 
nucleation rate. At high supersaturations, the slope of the curves 
in Fig. 6 goes to two since the critical nucleus size is then a 
single vacancy. Thus, the rate of nucleation becomes the rate of 
formation of di-vacancies. 

The effect of the arrival-rate ratio on the nucleation rate 
at fixed vacancy supersaturation:1 is shown in Fig. 7. The nucleation 
rate decreases with an increase in 8./8 , at first moderately but 
becoming increasingly shapp as S./S ~approaches unity. Inspection 
of Fig. 7 shows that increasingl~ lXrger vacancy supersaturations 
are required to obtain a given nucleation rate as the arrival-rate 
ratio increases. 

As the production rate of defects during irradiation becomes 
balanced by the loss rate that results from recombination and sink 
annihilation, a quasi-steady state is approached. The steady-state 
concentrations and supersaturations are determined by the tempera­
ture, displacement rate, and sink-annihilation probability. The 
curves labeled y = 0 in Figs. 8 and 9 show the effect of tempera­
ture on the rate of homogeneous nucleation for various values of 
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the relevant parameters. The two curves in Fig. 8 are for a dis­
placement rate (i.e., the rate of production of vacancies and 
interstitials) of 10-6/s at two sink-annihilation probabilities, 
p = 10-6 and p = 10-3(1/p is the average number of jumps that a 
defect, a vacancy or an interstitial, makes before it annihilates 
at sinks such as dislocation loops, void surfaces, and grain bounda­
ries) • 

1. ~ 
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Fig. 6 : Nucleation rate as a func­
tion of the vacancy supersaturation 
without helium. The parameters are 
the arrival-rate ratio S./S and 

1 v 
temperature. 

Fig. 8 : Void nucleation rate as a 
function of temperature at two sink. 
densities p = 1 0- 6 and p = 1 0-3• The 
displacement rate is n = 1 0-6/s and 
the arrival-rate ratio is 0.95. The 
curves y = 0 are for homogeneous nu­
cleation and the curves labeled 
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Fig. 7 : Nucleation rates at 
625 0 as a function of arrival­
rate ratio for several vacancy 
supersaturations S shown as a 
parameter. No helium. 
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y = 5 are for nucleation on clusters 
of five gas atoms, when such clusters 
are at a concentration of 1 0- 5 mole 
fraction ( '" 1 0 18 cm- 3). 
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Fig. 9 : Ibid nucleation rate 
as a function of temperature. 
The sink density is p = 1 0--6 
and the arrival-rate ratio is 
0.95. The curves labeled y = 0 
are for homogeneous nucleation 
and those labeled y = 1 , 5, and 
1 0 are for nucleation on clus­
ters of 1 , 5 and 1 0 gas atoms, 
respectively, when such clusters 
are present at a concentration 
of 1 0-5 mole fraction ('" 1 018 
cm-3 ). 

The effect of the presence of more sinks (a larger p) is to decrease 
the nucleation rate drastically, especially at high temperatures. 
Furthermore, the rate of nucleation rapidly goes to zero with in­
creasing temperature because of the strong decrease in supersatu­
ration with temperature at steady state for a given displacement 
rate. The curves label~d y = 0 in Fig. 9 show the effect of varying 
the displacement rate n. The curves are qualitatively similar. As 
expected, producing defects at the higher rate (n = 10-2 ), which 
is typical of ion-bombardment experiments, shifts the curves to 
higher nucleation rates and maintains significant void nucleation 
rates at much higher temperatures than the lower rate (n = 10-6 ), 
which is typical of fast-breeder reactors. 

VIII. NUCLEATION WITH SIMULTANEOUS CHEMICAL REACTION 

Although we shall present and illustrate this generalization 
of the theory for the case of a non-volatile product being formed 
from gas phase reactants, i.e. 

A(gas) + B(gas) + C(liquid or solid), (41) 

the theory is equally applicable to a wide variety of other situa­
tions, for example, a case in which two soluble species form an 
insoluble crystal, liquid or vapor. In fact, the most important 
application of this theory may be for crystallization processes 
rather than for vapor condensation processes. We shall, however, 
discuss and illustrate this theory as a condensation process be­
cause (at least for an ideal gas) one knows the impingement rate 
exactly from kinetic theory. For non-ideal gases and for liquids, 
the equations presented for the nucleation rate are still exact, 
but some assumptions must be made about the impingement rate, ~, 
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before actual calculations can be made. 

Since we are considering the case in which the reactants are 
much more volatile than the product, it is reasonable to assume 
that the average number of reactant molecules which are adsorbed 
or dissolved in the nuclei will be small, often less than one. Un~ 
der these conditions, one can characterize the clusters, or nuclei, 
by the number of molecules of species C they co~tain, and treat 
the nucleation process as that of a single component. The net rate 
of growth of a cluster of size i, then, is given by the equation 

J (i) : f (i)n (i) - b (i + I)n (i + I), c c c c c 
(42) 

where the subscript c denotes that all the rates and concentrations 
are for species C. 

We shall consider a nucleation process in which reaction can 
occur both homogeneously in the gas phase and heterogeneously on 
the surface of the nuclei. In other words, this is a self catalytic 
process since the presence of the reaction product as a condensed 
phase will promote further reaction. 

The forward rate is the rate at which a cluster contalnlng i 
molecules of species C grows to i + 1 molecules. This growth pro­
cess can result from the condensation of a C molecule that was for­
med by the gas phase reaction, or it can result from the heteroge­
neous reaction of adsorbed (or dissolved) A and B molecules to form 
new C molecules. The forward rate is then 

f (i) : S e aa(i) + k[A] [B]a(i), c c c 
(43) 

where S is the rate of impingement of C molecules from the vapor 
phase, g is the fraction of the cluster surface that is covered 
by C mol~cules, [A] and [BJ represent the surface concentrations 
of species A and B, respectively, and k is the surface reaction 
rate cons tant • 

A nucleus can also lose species C by two processes by direct 
evaporation and by the reverse reaction to form species A and B. 
The backward rate is thus given by 

b (i) : y (i)8 a(i) + d' [C]a(i), 
c c c 

(44) 

where y is the rate of evaporation of C molecules per unit area, 
c 
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k' is the rate constant for the reverse reaction, and [e] is the 
surface concentration of species e. The surface concentrations 
(molecules per unit area) and surface fraction are related by 

e 
c 

s [e], 
c 

(45) 

where s is the area on the surface occupied by one molecule of 
speciesce and 

S (A] + sb[B] + S [e] a c 
1 • (46) 

The backward rate b(i) can then be written as 

b(i) = (y s + k')(e]a(i). 
c c 

(47) 

Although the evaporation rate per unit area, y , can still 
be assumed independent of supersaturation, eq. (47)cshows that the 
backward rate is supersaturation dependent whenever [el depends 
on the supersaturation. Thus one can no longer substitute b(i + 1) 
as was done before. Nonetheless, it is still true that at equili­
brium the forward and backward processes proceed at exactly equal 
rates; therefore 

(48) 

However, from eq. (47), the backward rate can be related to the 
equilibrium backward rate, i.e. 

Substituting (48) into (49), one obtains 

b(i + 1) 
fe(i)ne(i) [e] 

ne(i + I) [e]e 

which is equivalent to 

-- = ----------

(49) 

(50) 

(51) 
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Substituting from eq. (43) for the forward rates gives 

(52) 

I~ is convient at this point to define an effective impingement rate 
S 

Slf :: (S e a + k[A] [B] )/[c1s . c c c (53) 

Substituting (53) into (52) and then this equation, together with 
equation (43), into (32) gives 

J (54) 

As before, the summation can be converted to an integral, expanded 
around its maximum value and integrated. 

To proceed further ne(i) has to be specified. Equation (7) 
when used with a size independent surface tension is equivalent to 
the standard assumption used in classical nucleation theory. Since 
the purpose of this paper is to illustrate the generalization of 
nucleation theory to allow for surface chemical reaction, (7) ~s 
used in the calculations below. Substituting eq. (7) into eq. (54), 
the result after integration is 

J 
a r; 

N a [~J 1/2 (S e a + k[A] [B}) 
c 0 kT c c 

- 4a3r;3 
exp [ 0 ] 

27(kT)3(tn S*/S*e) 

(55 ) 

Example calculations l6 show that there can indeed be a significant 
decrease in the barrier to nucleation because of the self catalytic 
nature of this process. 

IX. NUCLEATION IN DENSE SYSTEMS 

In previous sections, we used the approximation that the back­
ward or "evaporation" rate is independent of solute supersaturation. 
This is an excellent assumption at very low concentrations, because 
the interactions between solute molecules leaving a cluster and 
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other solute molecules are negligible. At high concentrations this 
assumption can no longer be valid, since molecules leaving a clus­
ter do interact with other nearby solute molecules. For a crystal 
nucleating from its melt, these interactions totally dominate 
(there are no solvent molecules). 

KATZ and SPAEPEN I3 have shown that by making what appears to 
be a most reasonable assumption, this problem can be overcome. This 
assumption concerns the variation of the evaporation rate with 
concentration e at constant temperature. They assumed that the ef­
fect of solute density on the probability of a molecule leaving a 
cluster is the same for clusters of all sizes, that is, 

b(i) at T,e 
b(i) at T,e' 

b(j) at T,e for all i and J". 
b(j) at T,e' (56) 

To use this result, it is necessary to choose the concentration e' 
and the size j so that b(i) at the system temperature T and compo­
sition e can be related to known quantities. The most readily ob­
tainable values are for the equilibrium concentration, e' = e , 
at system temperature T and for a macroscopic bulk phase sat 
(j = 00). Then eq. (56) can be written 

(57) 

where m is in general a function of temperature and concentration 
(or pressure), but is independent of i. The quantities be(i) and 
m(T,e) can both, in principle,be determined experimentally. Using 
the equilibrium condition (33), be(i) can be determined from mea­
surements of the concentrations ne(i) together with an appropriate 
expression for feCi) from kinetic theory. The quantity m(T,e) can 
be determined from the rate of growth of one macroscopic phase at 
the expense of another at supersaturated conditions. 

For the dilute solution case discussed previously, m is equal 
to unity. In concentrated solution, m is not unity, but it is a 
straightforward matter to repeat the derivation and,instead of 
eq. (35),obtain 

n(1) i-I . 
I r [f(i)ne(i) (+)~-IJ -1. 

ne (1) i=1 m..,e 
J (58) 

This result is identical to the dilute solution result except that 
we have S/mae instead of the ratio of arrival rates alae. 



THREE DIMENSIONAL NUCLEATION 283 

A complication arises in condensed systems. This concerns the 
minimum size of a nucleus. The large density difference between a 
gas phase and a nucleating condensed phase makes the identification 
of the condensed-phase nuclei straightforward; any cluster contai­
ning two or more solute molecules is considered to be a potential 
nucleus. However, for nucleation in condensed systems (e.g. melt+ 
crystal, very concentrated solution +crystal, crystal +crystal) where 
the density difference between phases is small, this criterion is 
no longer useful. Therefore other structural characteristics which 
make these two condensed phases distinct from each other must be 
used to identify the nucleus. 

For a crystal-crystal transformation, the difference in crys­
tallography between the two phases is the obvious choice for iden­
tification of a phase transition. Specifically, an assembly of neigh­
boring molecules can be identified as the nucleus of a new phase 
if the lines connecting the centers of the molecules form polyhedra 
that are characteristic of the new phase. For example, a fcc 
nucleus that forms in a bcc matrix can be identified by outlining 
those parts of the system which contain a specific array of regu­
lar octahedra and tetrahedra typical of the fcc structure and quite 
distinct from the array of distorted octahedra that make up the 
bcc structure. 

The identification of crystalline nuclei in a melt is similar; 
the only difference is that the melt has even less characteristic 
structure than a bcc crystal. It has been shown that an excellent 
model for melts of noble and la~2_Z4ansition metals is the dense 
random packing of hard spheres. The polyhedra that make up the 
structure of such a fluid are a random mixture of tetrahedra, with 
a few octahedra and occasional deltahedra. The preponderance of 
tetrahedra, however, makes this structure distinctly different from 
the more ordered crystal states. This is illustrated by conside­
ring the ratio of tetrahedra to octahedra: for random packing this 
ratio is 15 to I;for a fcc structure it is only 2 to I. Therefore, 
since the octahedra are a necessary element of a fcc structure and 
only incidental to the dense random packing, this suggests that 
a nucleus of a fcc crystal can be identified as any part of the 
system that is made up of properly aligned octahedra. 

The identification of crystalline nuclei in a concentrated 
solution is quite similar. Even though little is known about the 
structure of these solutions, the identification of regular poly­
hedra is, in principle, always possible. 

This procedure for identification of nuclei in dense systems 
makes it clear that it is impossible to identify nuclei containing 
fewer than a certain number of molecules; there is no way to decide 
whether a pair or triplet of molecules in the dense system is actual­
ly a crystal nucleus. The minimum number of molecules is determined 
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by the types of polyhedra that characterize the nucleating phase. 
For the example of fcc crystals, the minimum identifiable nucleus 
size is one octahedron and therefore requires at least six atoms 
to identify the nucleus. The few octahedra that are always present 
in the dense random packing of hard spheres can perhaps be consi­
dered as incipient nuclei for crystallization from the melt. 

Accounting for the minimum size of an identifiable nucleus 
in the calculation of the nucleation rate is straightforward. Since 
we consider only clusters larger than some minimal size, i , we need 
only sum over the size range i to r in eq .. (58). The res81t is 
that 0 

J 
n(i) i-I .. 

o / L [f(i)ne(i) (S/mS e) 1-10r1 , 
ne(i) i=i 

o 0 

(59) 

wherene(i ) is the concentration of clusters of size i in the 
true equil~brium state. Note that ne(i) is the size dis~ribution 
of crystal nuclei in a melt at true equilibrium: it can, in prin­
ciple, be measured. However, even if no such measurements are avai­
lable, it is still safe to say that.ne(i) is a strongly decreasing 
function of i. The factor (S/mSe)l-lO is a strongly increasing 
function of i. This quantity can, in principle, be obtained from 
the growth velocity u of a planar crystal face growing into the 
melt, i.e. 

u (60) 

where v is the atomic volume and y = b(i) /a(i) is the rate at which 
atoms l~ave a crystal per unit area. Therefore 

b(m) 
m (61) 

and 
13 [ u ] -1 

ml3e = 1 - Sv ' (62) 
o 

since the crystal growth velocity, u, is equal to zero at equili­
brium. Measurement of u, in conjunction with the knowledge of 13 
from kinetic theory of liquids, makes this factor experimentally 
available. Note that (l3/mSe) is always larger than I, which makes 
(l3/ml3 e) 1-10 strongly increasing with i. In order for the sum in 
(59) to.converge, ne(i) must decrease less strongly with i than 
(l3/ml3e)l-lO increases with i. If this is the case,eq. (59) can be 
evaluated directly by performing the summation numerically. If one 
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whishes to obtain an analytical expression, this can be done as 
described in the previous section, i.e. convert the sum to an in­
tegral, expand in a Taylor series and keep only the leading terms. 
Apart from the factor n(i )/ne(i ), which is not likely to be very 
different from unity in aOmelt f8r topological reasons, and a know­
ledge of from kinetic theory, we have thus determined the nuclea-' 
tion rate completely in terms of experimentally obtainable qUanti­
ties; one thermodynamic : the distribution ne(i) of nucleus sizes 
in the equilibrium melt, and one kinetic : the growth velocity of 
a planar crystal at the nonequilibrium temperature and pressure. 

V. CONCLUSIONS 

We have presented nucleation theory as it exists today. There 
are many difficulties with it, only some of which we have covered. 
We certainly have not considered the question of how to correctly 
describe the equilibrium distribution of clusters (see eq. (3»). 
Even more fundamental is the question of what is a crystalline 
cluster. Can one even use those concepts which arise from gas con­
densation ideas for crystallization from dense systems ? When is 
a cluster a small crystal ? How does one distinguish it from a 
cluster which- is incapable of growth into the macroscopic crystal ? 
There are no answers as yet to these questions. Perhaps you will 
provide them someday. 
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THREE AND TWO DIMENSIONAL NUCLEATION ON SUBSTRATES 

R. KERN 

CRMC2, CNRS 
Marseille - Luminy 
France 

I. INTRODUCTION 

In this chapter the growth of a crystal of species A is consi­
dered to take place on a substrate crystal of species B. This old 
problem has received new attention in the last 15 years primarily 
because : 

- new experimental methods, coming from surface science, are 
available to study the mechanisms on an atomic scale 

- the problem is related to t?e important technological aspects 
of the growth of epitaxial layers 0riented overgrowth of a crystal 
A on a substrate m. 

We will consider both the problem of thermodynamical stability 
of two and three dimensional phases, and the kinetical barriers 
that must be overcome when such phases start to grow. The approach 
uses very simple models from the point of view of thermodynamics, 
structure and bonding, but the essential features known from expe­
riment are described well. 

We start with the simplest model. Crystal A and B are strictly 
isomorphous (simple cubic lattices with the same periodicity). They 
are KOSSEL crystals : this means that only first neighbor additive 
(and positive) interaction energies (~AA' ~BB' ~AB) are considered. 
They also behave as Einstein solids. Thlls model makes possible the 
distinction between two dimensional (2D) and three dimensional (3D) 
·stability, nucleation and growth. Later, when these restrictions 
are relaxed new aspects appear such as multilayer growth, interface 
coherency or incoherency. The existence of three epitaxial growth 
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modes can be deduced in accordance with known experimental facts. 
In all these analyses we intentionally consider the substrate B 
as an inert solid, in that sense that A atoms cannot enter the 
solid B. Alloying is not considered in spite of important ~AB 
interactions, since few facts about "surface alloying" are Known. 

II. PHASE STABILITY ON A SUBSTRATE 

Consider two KOSSEL crystals, one of species A the other of B 
but strictly isomorphous (their lattice parameters are aB = aA). 
The crystal to be deposited has an equilibrium vapor pressure : 

(I) 

where -3~AA is the potential energy of an atom in a repeatable step 
site, f and f are respectively the partition functions of the 
monoat~ic perfec~ gas of A and the vibrational partition function 
of the crystal A such that 

f 
v 

f 
c (2) 

where m is the atomic mass of A, v the Einstein frequency, hand 
kB the Planck and Boltzman constants. 

As mentioned before, we assume that the vapor pressure of the 
substrate crystal B is negligible with respect to that of crystal 
A (inert substrate), accordingly ~BB»~AA. A (100) face of substrate 
B is exposed to the vapor of A at pressure P. The A particles adsorb 
on (100) B with a superficial concentration n = nSa, nS = a-2 being 
the maximum concentration of adsorption sites. a = 1 means that 
full isomorphous monolayer of A sits on (100) a e is the mean degree 
of coverage per surface site that also represents the occupancy 
probability of such a site, (1 - a) being the probability to be 
empty. 

An isolated A particle on (100) B having an interaction energy 
~AB with the substrate has a relative partition function with res­
pect to vapor of 

e; (T) (3) 

If the particle is part of an adsorption layer, the evaluation 
of its partition function is a difficult task. In the Bragg-Williams: 

.. 
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mean field approximation it is simply assumed that all sites surroun­
ding the one under consideration have a mean occupancy 6. If a 
given site is occupied, this atom A is in an average environment 
and its potential energy is - 4~AA6, since ~AA is the lateral 
interaction energy of two effect~vely presenr-first neighbors of 
A particles (four are the maximum possible). The relative parti­
tion function of this non isolated particle in now : 
geT) exp(4~AA6/kBT). If the given surface site is empty its relative 
partition function is unity by definition. The ratio of the two 
partition functions is equal to the probability ratio of this site 
being occupied or of being empty : 

_a_ 
- 6 

(4) 

~his equation is called the Frumkin-Fowler 2,3 adsorption isotherm. 
It shows some interesting features (Fig. I). 

o 
1 

On 

1/2 

- - - - - - - - --..:-::.;,-,;-,;;-.. -ioi-.... ----"'1t ---; - - -- - --- - -... -,-::; -- - - -----
-------~;"'''('fi ~,,, ~' 

, I 

.. 
" ... 

\ 
I 

... , 
" .. ... , , 

\ ... 
" .. .. ... 

\ 

°O~-_-.--.~~-=--=__"_(1~) ______ ~~~-~,~:~'-~-~-~-~-~_-_-__ - .. _ .. _' ______ ~~ 
~~ ~~ p 

Fig. 1 : Adsorption isotherms at the same temperature T (6 degree 
of surface coverage, P vapor pressure of deposit) at different 
interaction energies ~AA' ~AB. Full lines are real equilibrium 
states. 

The main result of this isotherm is a loop characteristic of 
an instability occuring when $ >0 and $ >kBT. The dashed curve 
(on the left) represents non p~sical stttes in contrast to .the 
full line representing the equilibrium state. The vertical segment 
(1) - (1 ') cutting the loop at 6 = 1/2 is the coexistence line of 
two phases in equilibrium, a very dilute one at concentration 
a(2D gas) and a dense one at a" (full layer with some holes in it). 
Along (1) - (1 ') the relative proportion of the two phases changes 
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from 0 to 100%. This phase change is called 2D condensation. It 1S 
of first order since at T, P = cte. There is a discontinuity of 
some properties when 8 changes from 8' to 8". This phase change 
takes place at temperature T and pressure P2 00 obtained by setting 
8 = 1/2 in (4) : 

(5) 

(2¢AA + ¢AB) is exactly the potential energy of a particle in the 
kink position of the 2D-A crystal sitting on the (001) B face (Fig.2). 

Fig. 2 : Two dimensional phase 
condensation on a substrate 
indicating the interaction energy 
of A particles on different sites. 

The equilibrium pressure P2 should be compared with P3 , the 
equilibrium pressure of the 3D-AOOcrystal, given by equationsoo(l) 
and (2). If the Einstein frequencies of the adsorbed atome of the 3D 
crystal and 2D crystal are the same : 

(6) 

The 2D-A crystal is stable with respect to the 3D-A crystal if 
P200 < P300implying ¢AA < ¢ B' It is worth mentioning that a 3D-A 
crystal in the vicin1ty at a (001) B substrate (at the same tempe­
ratures) loses its particles and a 2D-A crystal forms on the (OOI)B 
substrate. Growth takes place at undersaturation with respect to 
the vapor pressure of the 3D-A crystal. 

In the special case ¢AA = ¢AB and f = f d ' equation (5) gives 
P200 = P300 (see figure I wh-ere tne phaseCtran~ltion now takes place 
at P3 oo)' This is the case of the growth of a crystal on its own 
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substrate (sometimes imporperly called autoepitaxy). 

This special case answers whether, if in the case ~AA< ~ 
(Fig. 1), a second layer can be formed after the first one. ~e 
answer is yes, and a third •.•• a xth layer can grow, since for 
an A particle adsorbed on the very nearly full first layer, 
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~AB = ~AA and the isotherm (4), where e now means the coverage 
in the second layer, gives the phase transition at P3°o. But clearly 
this property of the formation of only one layer at undersaturation 
is due to assumptions in the KOSSEL crystal ~odel where only first 
neighbor interactions are assumed (see later a generalization). 

In summary the stability conditions for 2D and 3D phases on a 
substrate are given in two first columns of the table 

Stable Binding Adhesion Interfacial Experimental 
Phase Conditions Conditions Conditions Conditions 

2D ~AA < ~AB B > 20A 
)f-

Undersaturation ° A < °B - ° 

3D ~AA > "'AB B < 20A 
)f-

Saturation ° A > °B - 0 

The third column gives another expression of the same stability 
conditions. For a KOSSEL crystal the surface specific energy of the 
(001) face is by definition 0A = "'AA/2a2 for the A crystal and for 
B isomorphous, ° = "'BB/2a2. 
The adhesion ene¥gy for (100) A and (100) B is by definition 
B = "'AB/a2. The specific interfacial energy 0- defined by DUPRE'S 
relat~on o~ = 0A + 0B - B gives the condition in the fourth column. 

III. KINETIC BARRIERS TO NUCLEATION 

Equilibrium co~itions don'S tell us about the formation 
of a phase. Since GIBBS and VOLMER it is known that a new phase 
cannot be formed at equilibrium. For producing a new phase we have 
to start from the smallest geometrical extension and since a small 
phase has a greater vapor pressure than an infinite one (GIBBS­
THOMSON equation), supersaturation is a necessary condition for its 
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formation. This is due to the fact that a small phase has an excess 
energy (surface free energy) referred to the same number of atoms 
contained in an infinite crystal. This is the origin of an energy 
barrier. 

Let us see this closer with the same model as in section II. 
We build a 3D - A crystal of m = n2x atoms on the substrate (OOl)B. 
Around this crystal a vapor pressure P exists. Taking m atoms from 
a saturated vapor phase at pressure P,oo, the reversible work to be 
done is mkBTl.n(P/P3 oo) = mll].!. ll].! .is the thermodynamic driving 
force (per atom) according to VOLMER. The A crystal having n2 atoms 
in the base and x layers in thickness, has an excess energy E(m) 
with respect to a infinite crystal of vapor pressure P3°o' The free 
energy change is : 

llG(m) -mll].! + E(m) (7) 

To evaluate E(m), take m particles from the infinite crystal A and 
disperse them, expending energy m3~ . Build with them an A crys­
tal, containing m = n2x molecules,onAthe substrate.The energy gain is 

where the first bracket corresponds to the first layer on the 
substrate, the other to the second layer on the first (there are 
(x-I) of that type). Then (7) simply gives: 

llG (m) - m(ll]l - ll~/x) + zlmX ~AA (8) 

whe re M = ~ AA - <P AB • 

If ll<P < 0 we know that a ZD layer is stable. For x = I, from 
(8), llG (m) is, at ll]l = constant, an increasing function going 
through a maximum when ll]l > ll~, located at m~ = {~AA/(ll]l - ll~)}2 
(see figure 3). 1 
This initial nucleus grows spontaneously when m > m! and forms 
a 'ull monolayer. In order to do so, an activation barrier, 
llGl = ~iA/(ll]l - ll~) has to be overcome,whose height can be decreased 
if the supersaturation ll]l is increased. In fact ll]l may be negative. 
Thi only condition is that ll]l > ll~ or the real driving force 
ll]l = ll]l - ll~ must be positive for spontaneous growth to take place. 

In figure 3 the activation barriers for double (x = Z), triple 
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(x = 3) layer crystals . 

.1G· .. 
-r.;.-,_~ 

m 

Fig. 3 : Free energy variation as a function of the number of 
particles ill, when 2D islands of thickness x = 1, x = 2 .•.. are 
formed on the substrate. Case where ~¢ < O. The lowest activation 
barrier is that of x = 1. 

All these barriers are higher than for the 2D-layer. For an x-layer 
crystal, the energetic barrier is : 

(9) 

In fig. 4 the barrier heights as a function of x are shown. The 
result is that the growth of a 2D-A crystal is the most favorable 
among all other multilayers. The critical nucleus contains 
m* = [¢AA/(~~ - ~¢)J2 atoms in the base. 

o~ __ ~ ____ ~ __ ~ ______________ ~ __ 
o Ll'l' 2Ll'l' X 

Llp IIp 

Fig. 4 : Heights of activation barriers at constant driving force 
~~ as a function of number of layers x. Three cases : ~¢ = 0 where 
there is a linear increase, ~¢ < 0 with a smaller increase and 
~¢ > 0 with an optimal barrier with x > 1. 
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The special case lie!> = 0 has similar properties as when lie!> < 0 but 
the activation barrier lIG* increases linearly with the number of 
layers x (fig. 4). Notice also that lIG* for x = 1 is higher in 
this case than for lie!> < O. 

If lie!> > 0 the behavior is quite different. Monolayer, bilayer 
crystals and so on, take place with ever increasing free energy. 
For a given lIll > 0, they cannot grow until x > lIe!>/lIllwhere a maximum 
in the lIG(m) plot appears (Fig. 4 and 5), and nucleation can then 
occur. The activation barrier goes through a minimum value (Fig. 5) 
at a thickness x~ = 2~~/~1l. According to (9), the minimum barrier 
is then: 

(10) 

.1G(m) 
x= 1 

OLm~'----~m-'------~~X~~2~A~,----------~m~ 

x' Af.' 

Fig. 5 : The same as figure 3 but for the case lie!> > O. A finite 
acti~tion barrier appears only for islands whose thickness is 
x ~ x 

This is the expression for a 3D critical nucleus which contains in 
its basis n*2atoms with a height to base ratio x*/n* obtained by 
equating the partial derivatives in m and x in (8) to zero : 

* n (II) 

Formulas (10) and (61) are on17 valid if lie!> > O. They were first 
obtained by KAISHEW and BAUER . The equilibrium form of a crystal 
on a substrate is described by (11). 
In the absence of a substrate, e!>AB = 0 implies lie!> = e!>AA' Then 
x*/n* = 1 and the equilibrium form is a cube. The activation energy 
is then lIGh = 4e!>3 /lIIl2. 
This homogeg~ous nu~eation has its activation barrier diminished 
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by heterogeneous nucleation on a substrate by ratio 
~G~t/~G~om = ~~/~AA· 
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The question may arise how such a critical nucleus builds up 
at constant ~~. Does it increase its number of atoms m according 
to the curve x = constant (Fig. 5) or does it follow trajectories 
as x = I, x = 2, .•. ? A clear answer can be given to the more pre­
cise question : What is the most probable kinetic trajectory ? 
When it follows x = I, growing as a 2D building, it reaches the 
same energy level AG*. (fig. 5) as does the 3D critical nucleus 
of m+ atoms and thic~fi~ss x* but having now in its plane m*/n~ 
atoms, exactly the same number as has the 3D critical nucleus in 
its basis plane. The same property is true for a double lay~r 
(x = 2) building containing in its base m*/x* atoms and 2 m* /x~ 
in its bulk. 
All buildings with x < x* disappear as they form in contrast to 
the critical nucleus x* which has also the possibility of growing 
spontaneously. Growth can take pla~e only along x* = constant. But 
clearly when a 2D building of m~/x* atoms is obtained, a second 
layer may be formed on it, then a third layer, etc •.. attaining 
progressively the critical nucleus. In figure 6 the free energy 
path of this process is given. When a second layer is formed on 
the 2D building n*2 = m*/x~, an activation barrier must be overcome. 
Its maximum corresponds when the second layer has exactly half the 
number of atoms (m*/2x*) as a full second layer (use eqn. (8) with 
x = I and ~~ = 0). The height of this barrier is ~2 /~~. 
This fact wa§ known since ~he early days of crystatAgrowth theory 
by STRANSKI and KAISCHEW . When a two layer building is formed 
and a third layer starts, a new bump in the ~G diagram appears 
(Fig. 6) etc ..• Evidently the trajectory x*= constant is a better 
one than x = I. hopping over all the bumps in order to reach a 
thickness of x* layers. But x~ = constant is not the best trajec­
tory. There is a minimal free energy path according to formula (8) 
if the constant ratio x/n = A~/~ is preserved not only for the 
critical nucleus according to (Itt but also along the entire tra­
jectory, m = 0 to m = m*". Introducing this "equilibrium ratio" in 
formula (8) the minimum path AG is obtained as shown in Fig. 7 
as a function of n. m.p. 
In the same figure it is compared to the path at x* = constant. 
This path is the most probable one for the critical nucleus. 

The calculations of the kinetic rate equations for nucleation 
on substrate follows very closely that considered in the chapter 
"Homogeneous Nucleation". 
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Fig. 6 : Activation energy bumps with a singl" double .•. etc. 
layer building forming the critical nucleus m . 

LiG(n) 

4 tp2/1tpl/1~2 

3 tp2/1tpl/1~2 

2 'I' 2/1'1'1 /1~ 2 

n 

Fig. 7 
path. 

*" Minimum activation path compared to the x = constant 

IV. SUBSTRATE INTERACTION AT LONGER DISTANCES 

The simple Kossel model may be refined when including interac­
tions between A and B beyond first neighbors. We don't apply this 
refinement to interactions between A atoms because nothing new is 
obtained other than more .complicated calculations. 

An isolated atom A adsorbed in a x-th layer is bound to the 
(x-I) underlying layers and to the substrate. The interaction 
energy of this atom, cf>AB(x) , tends towards cf>AA with increasing 
distance x (Fig. 8). 
If, as an TOample, the bonding is of Van der Waals type, SINGLETON 
and HALSEY showed that for the case cf>AA(I) < cf>AA : 

(12) 
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where the distance x is scaled in number of monolayers. 

Potential energy / atom 
a ~ E(x) 

hd 

x 

-------------------------------- ---
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Fig. 8 : Potential energy diagram per atom adsorbed as a function 
of the layer numbered x above the substrate (below). Upper part: 
strain energy per atom for layer of increasing thickness x. Straight 
line homogeneous strain ; curved line : compound strain due to 
homogeneous strain + dislocation strain. 

The contribution of the substrate in the second layer is 1/8th 
that of the first layer, 1/27 th in the third layer, etc. All these 
contributions were zero for the Kossel crystal. 

The previous conclusions are now somewhat changed. Relation (6) 
becomes 

( 13) 

Again if ¢AA < ¢AB(I), then P2°o(1)/P3°o < 1. This means that a first 
layer is more staole than a 3-D crystal. The inverse is true if 
¢ > ¢ (1). The conclusions of column 2 in the table are still 
v1tid wifR ¢AB(I) replacing ¢AB" However some new phenomena appear. 

According to (13), if ¢AA< ¢AB(I), then P2°o(x)/P3°o«1 regardless 
of x. This means that the isotherm now has an infinite number of 
steps (Fig. 9) at well defined pressures P2°o(I), P2°o(2),etc., 
representing layer by layer growth in which each layer is a distinct 
2D-phase. 
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Fig. 9 : In the case of long 
range action of the substrate 
on the deposit, an infinite num­
ber of layers are formed at un­
dersaturation for the case 
<PM < <p AB (1)· 

When <PAA > <PAB(I), according (I~), P2oo(x)/P3oo.> I f~r all x. 
A 3D-phase 1S formed at supersaturat1on. For the d1Scuss1on about 
nucleation, equation (8) is now modified to : 

6G(m) - m(6jl -
x'=x 

M l: (x') -3) + 2rm.;z- <PM 
x x'=1 

( 14) 

with 6<p = <P - <PAB(I). Derivation in m or x in order to find all 
equivalent ~rmulas (9) (10) (I I) may be performed by assuming the 

x'=x 
variation of l: (x')-3is small at large values of x. 

x'=1 
Then all formulas are modified only slightly by replacing 6<p by 

x'=x 
6 <P l: (x,)-3 in (9) (10) (I I). It is worth mentioning that the 

x'=1 
equilibrium form is no longer homothetic with changes of crystal 
size as was the case for first neighbor interactions only (Eq. II). 

Fig. 10 : Left part : first neighbor interaction with the substrate 
gives homothetic equilibrium form. Right part : longer range action 
gives a flattening of the equilibrium form. 

Equa tion (I I) becomes x * In * " ~ 
<PM 

x'=x 
l: (x,)-3 and the equilibrium 

x'=1 
form becomes flatter when the size decreases (Fig. 10). This effect, 
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mentionned by DASH 11 could hardly have been observed because it 
appears only for crystals of sev~ral aromic layers thickness, the 
maximum effect being given when ~ (x') ~ 1.2 corresponding to 
~ 20% flattening. 1 

V. MISFIT BETWEEN SUBSTRATE AND DEPOSIT 

Until now A and B were considered as strictly isomorphous 
(aA aB). If aA ~ aB there is a natural misfit f defined by 

f (15) 

where a is a mean value of aA and aBo 

On a very thick substrate the layers accomodate their misfit by 
changing their periodicity aA ~ aA = aB and increasing their energy 
by homogeneous deformation. For a layer of thickness xaA, the 
stored energy, per unit of surface, is : 

G I - v xa f2 
A I - 2v A 

(16 ) 

where GA is the macroscopic shear modulus of the deposit and v 
its Poisson's ratio. This supplementary energy per atom is repre­
sented in fig. 8 as a straight line. 

Dislocation theory 12,13,14 tells that there is another way 
to store strain energy, especially in the A-B interface. In the 
case of our model two orthogonal arrays of edge dislocations could 
reduce the natural misfit to a smaller value f'. The number of 
dislocations per unit surface will be 2N, N being N = (f-f')/b, 
where b is their Burgers's vector. The energy stored in this way 
is : 

where G is the shear modulus of the substrate. The remaining 
strain r, not accounted for by dislocations remains as a homoge­
neous deformation ~n the bulk of the deposit. It is given by (15) 
where f' replaces f. 

The total energy of this composite state is 
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(18) 

and is drawn in figure 8. This curve intercepts the straight line 
of homogeneous deformation at a critical thickness x • This tells 
us the well known experimental fact that, at small tfiicknesses, 
pure homogeneous strain is prefered and the layer is coherent with 
the substrate. If x > x , the compound mechanism is prefered, dis­
locations appear in theCinterface, the stored deformation energy 
now increasing less with thickness. 

f' 
f = Cte 

O~ __ -L ______ ~~=-____ ~ 
1 Xc 

Fig. 11 : Misfit f' in layers as 
a ·function of their thickness x. 
f = Cte,natural misfit of the 
couple (A,B). 

In Fig. 11 the actual misfit of such a layer for different thick­
nesses is given (obtained by equating to zero the derivative in 
f' of (18». 
The layer has the same parameter as the substrate only for x < x. 
This has been called a pseudomorphic layer by FINCH. For x > x ,c 
aB asymptoticaly tends to aB (no more strain remains in the thick 
layer) • 

The thickness x where this transition occurs depends on the 
material constants c G but especially on the natural misfit. There 
are epitaxial couples, where pseudomorphism occurs in several layers 
(f.c.c. metals), others where partial incoherency appears until the 
second layer, and systems where dislocations appear in the first 
layer (rare gases on graphite). 

The question arises if a presupposed layer by layer growth can 
occur when there is a natural misfit. Or in other words : is there 
a possibility of changing the growth mode (2D + 3D) ? To address 
this we again use formula (13) but inside the exponential add the 
actual deformation energy of the layer numbered x. This can be 
discussed with the curves of figure 8, when summing them up. Clearly 
the.re appear to be a limited number of layers x growing layer by 
layer, in contrast to the case (fig. 9) where the natural misfit 
was assumed zero. 

The adsorption isotherm now (fig. 12) cuts the vertical line 
P3~ and 3D-growth occurs by increasing the vapor pressure. If 
~ < xc' the layers are pseudomorphic, if the opposite is true there 
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are dfslocations in the interface. 

2 

1 --- -------_.,.---, 

o~--~~------------~ ____ --------~-o 3CX) 

Fig. 12 : When layer growth occurs on a couple with any natural 
misfit f ~ 0, the number of layers is limited to ~. At a pressure 
of the vapour phase P higher than P3 00 , three dimensional growth 
occurs. 

An important conclusion is that when A and B are non isomorphous, 
the layer by layer growth is necessarily relayed by three dimen­
sional growth during thickening. 

The first mode has been called Frank-van der Merwe mode, the 
second Vomer-Weber mode. The F.M. mode appears when 
~AA < ~AB(I) - Ed f (I), where ~AB(I) is the adsorption energy 
ora single molec~I~~n the first Yayer. It can be pseudomorphic 
or dislocated, depending on the ratio ~/x , but it is necessarily 
followed by the V.W mode if x becomes grea~er than xL. A third mode 
has been called the Stranski-Krastanov mode. It is a special case 
where the first layer is isomorphous and if x > I, 3D-growth follows. 
f.c.c. metals on silicon or germanium follow this mode. 

Another point to address is the coherency-incoherency of 3D­
crystallites of the V.W. modr4 The strain energy in this case is 
more complicated to evaluate. 
For a very thick substrates, strain also appears in the substrate 
in contrast to layer growth. However, qualitatively the phenomena 
are the same. The 3D-crystals could first form in a quasi homoge­
neous strained state until a critical radius r is reached ~ssu­
ming they are hemispherical~ The homogeneous s€rain is partly 
released by the introduction of dislocations in the interface. The 
total strain energy is again a slowly increasing function of size 
as it was for layer growth. The condition for a 3D-growth on the 
substrate is the ~AA > ~AB(I) - Edeform(r*) where r* is the size 
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of the critical nucleus. Clearly if ¢AA> ¢ (I), the above condition 
is necessarily fulfilled. The necessary an&Esufficient condition 
for the appearence of 3D growth on the substrate is then 
¢AA> ¢AB(I)· 

The question of coherency-incoherency of 3D-crystals is more 
difficult to assess when there are underlying layers of F.M. type 
or one of Stranski-Krastanov type. In our opinion, this question 
has no answer for the moment either from the point of view of theory 
or experiment. Such an answer could be of importance, however, in 
obtaining thick high-quality expitaxial layers. 
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ABSTRACT 

R KERN 

CRMC2, CNRS 
Marseille-Luminy 
France 

The actual formation of epitaxial layers may be far from what 
would be expec ted close to equilibrium. Considering the growth 
of three dimensional crystals on a substrate far from equilibrium, 
various kine tical processes are analyzed. 

In fact, the actual crystal growth form (GF) rarely corresponds 
to the equilibrium form (EF). When surface self-diffusion is active 
on the grains, the GF tends to EF. In addition, when surface diffu­
sion on the substrate is active, material exchange takes place 
between the grains (Ostwald ripening). Grains may also be mobile 
on the substrate. These two types of material exchange can induce 
either 11 static" or "dynamic" grain coalescence -when two grains 
come in contact. Changes of epitaxial orientation of the grains 
can happen during these different processes. 

I. INTRODUCTION 

In the chapter "Three and Two-Dimensional Nucleation on Substrate" 
(further called (NS» some fundamental points were discussed about 
the formation of thin layers on a substrate. In particular, the 
very early stages of stability and growth were discussed within the 
framework of thermodynamics. The kinetical point of view was not 
neglected but many of its aspects were intentionally avoided. Some 
of them will now be discussed, as material transport on the grains 
and between the grains by surface self diffusion or surface diffu­
sion on the substrate (section II and III). In section IV, we dis­
cuss the more peculiar behavior of grain migration on a substrate. 
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When grains are touching each other during growth or migration. 
coalescence occurs, two grains become one (section V and VI) by a 
sintering process on the substrate. These different phenomena may 
be isolated experlinentally, but during the actual growth they all 
occur. simultaneously. In addition, grains may change their epita­
xial orientation during migration and during coalescence (section 
VII) . 

II. GROWTH FORMS AND EQUILIBRIUM FORM 

When a flux of atoms A, impinges onto the substrate B, part of 
the atoms diffuse on the surface, meet each other, form embryos 
and critical nuclei. Critical nuclei are the cluster which by addi­
tion of one more atom are able to grow spontaneously. Surface 
diffusion on the substrate and grains as well as desorption back 
to the vapor phase, constitute the various processes occuring during 
the growth of the layer. Equilibrium is attained when the balance 
of the incoming flux is just equal to the outgoing one. The grains 
then show, in steady state, the behavior discusoo in NS. A dyna­
mical equilibrium is achieved and crystals show the equilibrium 
form predicted by thermodynamics. Their form depends only on the 
relative surface specific free energies and the adhesion on the 
substrate. In NS ,a slinfle cubic model was used for simplicity 
but it may be generalized for every crystal structure. 

In practice, special experlinental conditions must be realized 
in order to obtain an equilibrium form. The substrate and the depo­
sit must be enclosed in an isolated system (constant temperature 
and constant2number of particles). Experlinentally this was done 
by SUNDQUIST for several metal-substrate syst~s and later done 
under more careful conditions by HEYRAUD et al. Describing the 
behaviwr in slinple experiments should give some useful understan­
ding. 

Figure I represents different shapes of gold crystals with 
their (III) face sitting on the (0001) face of a graphite crystal. 
Figure Ib shows the equilibrium form obtained in an isolated sys­
tem at T'" I OOO°C. Fig. I a shows what is observed when this system 
loses some gold atoms by evaporation (evaporation form), Fig. Ic, 
when more gold atoms are coming in the system than atoms going out 
(growth form). The EF has well defined flat {Ill} and {iOO} faces 
and rounded regions, the other two forms differ slightly. The 
evaporation form has many facets, the growth form only {III} and 
{IOO} faces but more or less straight edges and no rounded parts. 
'the crystal shape is very sensitive to the experimental conditions. 
By varying these conditions, very extreme cases could be produced 
with the same system. 

If gold atoms are evaporated on a cold (20°C) graphite substrate, 
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very thin crystals with the (I II) plane in contact with the su~­
strate are formed showing dendritie features (see Fig. 2a). At this 
temperature, the gold atoms are able to supply the border of the 
crystals. The surface diffusion coefficient, DA~-graph, seems to 
be rate determining, but the surface self diff~sion coefficient, 
DAg-Au, is not high enough to contribute to the thickening. Thus, 
tfie activation free energies for diffusion show the relationship 
~G*Au-graph < ~GAu-Au. 

sD sD 

a b c 

Fig. 1 : Illustration of the morphology of gold crystals on (0001) 
graphite. a) form after slight evaporation, b) equilibrium form, 
c) growth form (Courtesy J. C. HEYRAUD, J. J. METOIS). 

a b c 

Fig. 2 a) Gold dendrites on graphite 
b) after a short annealing at 50°C 
c) thickening at 450°C (Courtesy J.C. HEYRAUD, J.J.METOIS). 

An annealing at 150°C for several minutes4 rounds the dendrites 
without thickening (Fig. 2b). At this low temperature, isolated 
gold atoms are supplied singe there is a local driving force pushing 
them from regions of high curvature to lower according to HERRING's 
theorem : 

]l (K) 
d2 0 

]l (0) + a 3 [eJ(a) + -J K(a), 
d 2a 

(I) 
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and the corresponding j current of atoms by Fick's law is 

j 
D' 

sD --r grad (~(K) - ~(O», 
kB s 

R.KERN 

(2) . 

where K is the inverse radius of curvature, o(a.) is the specific 
surface free energy as a function of the angular coordinate a., 
a3 is the atomic volume, ~(K) and ~(O) are respectively the chemi­
cal potentials in regions with curvature K and oo(a flat reference 
surface). D'D is the self diffusion coefficient of gold adatoms 
that must b~ extracted fran a kink position. Its activation energy 
is approximately (fig. 3) : 

IJ.GAu-Au 
ads 

In spite of this high activation energy (4eV - O.7eV = 3.3eV), the 
diffusion process is still effective at low temperature because 
the highest curvature change is of the order of IJ.(K-1) ~ 10-6 cm 
if the 'dendrites have tip radii of ~ 102! • The surface energy 
gradient plays only a minor role for this system. 

o Au Au Au Au 
SD DSD 

o Au-Subs' ~ A 

SO I~\ /~ I 'VWC 'VV\/VV B \ 

Fig. 3 : Different diffusion coefficients of the deposited atoms A 
which may be effective during annealing and repening (see text). 

At 150°C annealing thickening is not observed, but when the dendrites 
are fully rounded (K ~ 00), further annealing at 450°C produces 
thickening. This new process has a higher activation energy than 
the rounding of dendrites. New layers on the flat (I II) Au face 
have to be formed. It is 'likely that such small crystals «I~) 
contain no screw dislocations and the layer-by-Iayer growth must 
proceed by two dimensional nucleation with an activation barrier 
higher than for surface diffusion. 

The thickening proceeds slowly, requiring 100 hours even at 
lOOO°C (50°C below the melting point of gold) in order to obtain 
the EF. (fig. 1 b) • 
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It is clear from the discussion above that when gold atoms are 
deposited on a hot graphite substrate, the crystals more rapidly 
attain their EF. First of all, the high temperature increases the 
probability of passing the different activation barriers, but also 
the impinging gold atoms are able to diffuse more easily. The acti­
bat ion energy is no longer dominated by cAu as in the annealing 
experiment but rather by hopping over the §~~~aces (which is esti­
mated as 1/5 or 1/10 of GAu . 

evap 
4 In summary this description shows that 

a) during condensation, the 3D crystals cane closer to their 
EF the larger the surface diffusion coefficients DsD on the deposit 
and the substrate. 

b) In order to obtain the EF, during condensation the system 
must be able to be heated high enough. This means the substrate must 
be stable enough and the deposit must not evaporate ~t this tempe­
rature. This is the case for gold on graphite or MgO or other metals 
at 600°C but not for substrates such as alkali halides. A good 
example of the latter type is platinum deposited on (lOa) NaCI at 
400°C which exhibits epitaxial crystals of a {lOa} shape far from 
their EF. 

III. OSTWALD RIPENING 

Well separated 3D-crystallites on a substrate may achieve their 
EF not only by surface self-diffasion but also by exchanging atoms 
among themselves either by surface diffusion or through the vapor 
phase (if the system is closed and the temperature high enough). 
This phenomenon, called Ostwald ripening, is well known in the case 
of crystal growth from solution. 

A cap-shaped ctystallite on a substrate with a radius r has 
a vapor pressure Per), larger than P of an infinite crystal, given 
by the Gibbs-Thomson equation : 00 

P(r)/P(oo) (3) 

where cr is the average specific surface energy. When the deposits 
show a size distribution around r, the mean pressure per) produces 
an average concentration n of adatoms. If the concentration close 
to a crystallite is nCr), this crystallite grows when n(rS < ~, 
but loses atoms to the substrate if nCr) > n. CHAKRAVERTY has 
formulated this problem by a Lialikov differential equation under 
the condition that the total mass of grains is constant (conserva­
tive system). 
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The analytical result is that : 

i) the total number of grains varies as t-3/ 2 (the result is 
a unique crystal at t + 00) 

ii) the mean radius and the dispersion increase as t 1/4. We 
will not consider the details further but will consider here the 
real possibility of such a ripening. 

A certain concentration of adatoms is necessary to assure the 
kinetic efficiency of Ostwald ripening. By using equ. (3) vapor 
tension and the degree of coyerage of atoms (8«1) by equations 
(1) and (4) of NS ,one has : 

In 8(r) = -(~H - ~Had - 2aa3 /r)/k T evap '13 
(4) 

where ~H is the heat of evaporation of the deposit and ~Had 
the heate~rPadsorption on the substrate. 

Consider gold crystallites as small as r = to!, a ~ 3!, 
a = 2400 erg cm-~ and ~H = 4 eV. On a (100) KCI or a (0001) 
graphite substrate, ~Had ~a8.7 eV. Taking T ~ II00oK, equ. (4) 
yields e ~ 10-12 . This-degree of coverage of adatoms (~ 103 atoms 
cm-2) is much smaller than the usual number of crystallites on 
such a substrate (~ lOll cm-2). Thus Ostwald ripening is obviously 
excluded at this temperature (For KCI this temperature is also much 
too high). Taking again gold, but on a (100) ~O substrate or on 
(III) Si , the adsorption energy is as high as ~H d '" 3eV, giving 
a coverage of e ~ 10-2 at 1100oK. This correspond~ ~o 1013atoms 
cm-2 which is sufficient to yield appreciable ripening. 

As a conclusion, Ostwald ripening must only be considered for 
systems where (~H - ~H ) ~ 14 ~T could be a possible expe-. . . eva. s. . . rllnental cond~t~on, ~~thou~apprec~ab e evaporat~on of the depos~t. 

tv. CRYSTALLITE MOTION 

Ostwald ripening doesn't occur for many deposit-substrate 
combinations. Au/(IOO) KCI is among these. This is surprising since 
we know th~t by annealing at only 200°C, this system increases its 
grain size as indicated in figure 4. The Au crystallites were 
condensed on a 20°C (100) KCI cleavage substrate in ultrahigh vacuum 
(curve I) and then annealed for 30, 60, and 90 minutes. 

New facts, necessary in order to understand this curious beha­
vior, were given1 by measuring the positions of a large number of 
gold grains on the substrate and subsequently detennining the radial 
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pair distribution function g(r). Figure 5 gives this function just 
after gold crystallites are deposited on the cold (100) KCL sub­
strate. A slight subsequent annealing at only 120°C for 15 minutes 
shows (right part of fig. 5) that g(r) changes drastically. At 
this temperature the grains have not changed their mean diameter 
<d> or their number density Po, but they have obviously moved on 
the substrate d~ring annealing. Other proof of crystallite migra­
tion were shown, for example, by measuring migration profiles 
which showed that the motion is thermally activated and depends 
on the grain size. Direct observat~ons of the movement with an 
electron microscope have been made. 

Fig. 4 : Size histogram of gold 
crystallites on (100) KCl for 
different annealing times at 
200°C (1) t = 0, (2) t = 30 min, 
(3) t = 60 min, (4) t = 90 min. 

gIrl <d:>: 41A 
Po: 4,710 llcm- 2 

g (r 

1.5 1,5 

Unannealed 

D,S D,S 

200 r (AI 100 

Number 
density cm-2 

(1) 

Annealed at 390oK,15mn 

200 

Fig. 5 : Radial pair distribution function of Au crystallites on 
(100) KCl before and after annealing but without change of their 

'mean diameter and their density. 

This migration behavior is quite general for couples where 
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adhesion energy is low and natural misf~t1~efl high. Several theories 
discussing the movement have been given.' , 

In the following section we will see another way to explain 
increasing grain size in a discontinous film during annealing if 
crystallites meet during their motion. 

v. CONTACT COALESCENCE 

Two crystallites touching each other may sinter. Sintering is 
an often used technique in industry, but temperatures close to 
the melting point (depending on the size of the solid particle) are 
necessary.HERRING's theorem (1) and FICK's law (2) gives the basis 
to formulate the kinetics of the process.When two spheres of radius 
r meet a contact area is formed with a neck diameter 2x (Fig.I~). 
If surface diffusion is the only active process, KUCZYNSKII's 
formula gives the time evolution of the neck diameter : 

x 7 /r3 = 5k6C1a4 D' t. 
BT sD 

(5) 

For gold cf~stallites, C1 = 2 400 erg cm-2 . D' can be taken from 
GJOSTEIN's experimental scratch decay meth~Y 

D' 
sD 

x/r 112 

(6) 

Fig. 6 : Neck formation by sinte­
ring of two spheres. 

The activation energy in the brackets is that of detaching an atom 
from a repeatable step site to the surface. The following table 
gives values (in seconds) of the time tl/2 required to obtain a 
relative neck radius x/r = 1/2. 
Contact coalescence is effective at 200°C for crystallites with 
a diameter of 20 A, and very rapid at 400°C, even for 200 A diameter 
crystallites. 
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Table 1 : Time necessary to obtain a relative neck radius 1/2. 

200 
400 

10 

14 BASSET observed such contact coalescence with an electron 
microscope when gold crystals are growing on MoS2 and touch each 
other. At 200°C the coalescence was so quick that he called it 
"liquid like behavior", in analogy to coalescence of liquid droplets 
but is spite of the fact that an electron diffraction pattern was 
observed. We should mention that in this case there was an incoming 

-flux of gold atoms so that in eq. (5) DS must be replaced by the 
d~ffusion coefficient DSD with an activa~ion energy no longer contai­
n~ng the term for detacfiment from a repeatable step because of the 
presence of free atoms. If DSD ~ 10-3exp[-15000/RTJcm2sec-~ 
the half times tll2 are reduced by a factor 10l! The "liquid like 
behavior" stops when the incoming flux of gold atoms is stopped. 

HONJ0 15 did not observe the same effect for the ionic crystals, 
NaCI, PbS, PbSe on a MgO substrate. Surface self diffusion of these 
species is probably much lower than for metals (the (] values are 
also ten times smaller). 

VI. STATIC AND DYNAMIC COALESCENCE 

The coalescence occuring when crystallites touch each other 
during growth we call "static" in contrast to "dynamic" coales­
cence where crystallites meet during their motion on the substrate. 

VINCENT 16 developed a static coalescence theory whereby the 
volume of the grains on the substrate is supposed to grow with a 
constaNt rate. Grains are not supposed to influence each other when 
they touch. When coalescing they add their volumes instantaneously. 
During deposition, the density of grains varies as t-2/ 3, their 
mean radius (and thickness) vary as t 1/ 3 , but the size dispersion 
increases. 

Dynamic coalescence has received several treatments similar to 
Smoluchowski's treatment of the coagulation of an unstable emulsion. 
These formulations differ somewhat in their basic hypotheses and 
none of them consider an incoming flux of atoms. 

SKOFRONICK and PHILLIPS 17 studied the electrical conductivity 
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of gold crystallites on an amorphous carbon film and the effect of 
thermal annealing between ZOO and 400°C. They supposed that the 
grains are fixed in potential wells of depth Eo. A grain whose 
thermal energy is higher than Eo leaves this site with a constant 
velocity according its mass and can hit the other grains and quickly 
coalesce. The integro-differential equation is solved by calcula­
ting first and second moments of the size distribution with time. 
The experimental results fit well; Eo comes out to be ~ 1.3 eV •. 

METOIS et a1. 6 studied the system Au/(IOO)KCI of. figure 4 by 
electron microscopy. They gave a theoretical formulation with the 
motion of the crystallites described by their diffusion coefficient 
D (r,T). Since these coefficients have been measured independently 
t5e system is well known. The rate of binary collisions was calcu­
lated for successive collisions. In the case of 30 A diameter grains, 
D ~ 7 10-14cm2sec-l at 120°C ; an initial density of po ~ 1.8 lOll 
cg-2 gives a collision rate of Dp~ ~ 109cm-2sec-l. That means that 
after 102 seconds each grain collides at least once and the density 
must at least drop to Po/Z. Tn fact the observed coalescence rate 
is much lower (fig. 4) than this estimation shows. ~he results 
are in quantitative agreement if an collision efficiency factor 
of 0 = 10-6 is introduced. 0 is independant of temperature (nonacti­
vated) .and independant of the density po. This factor ~8obably is 
related to a repUlsive potential between crystallites. By applying 
an electric field parallel to the surface, the interacti~~ between 
the crystallites is changed and coalescence is enhanced. 

A similarZ1heory has been developed by RUCKENSTEIN et al. 20 
and KASHCHIEV. All crystallites are mobile with D (r) = Dor-n. 
Explicit solutions for the time evolution of densit~, mean radius, 
dispersion, and mean free surface area can be obtained. Qualitative 
agreement with SKOFRO~2CK's experimental results can also be ob­
tained. HENRY et al. qualitatively analyzed with this theory 
the coalescence behavior of very small gold crystallites « 15 A) 

VII. ORIENTATIONAL POSTNUCLEATION PHENOMENA 

Static or dynamic coalescence are postnucleation phenomena. 
Annealing experiments demonstrate this quite clearly. But epitaxial 
orientation effects also occur after nucleation takes place. 

In N.S., the ,5tivation energy for 3D - nucleation on a sub­
strate was written for a Kossel crystal as : 

(7) 
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The critical nuclei were assumed to be oriented parallel to the 
[100] direction of the substrate. For other azimuthal orientations 
a, ~~ changes and must be replaced by ~~' = ~ - ~AB - E(a). 
The last term is a strain energy depending on ~e or~entation. 
For couples with small natural misfit, E(a) shows a cusped minimum 
at a = O. If the misfit is high, this minimum is flat and not very 
deep. During nucleation there is an orientational selection of 
critical nuclei, the parallel orientation being favored. This phe­
nomena is less pronounced as E(a) becomes smaller and its minimum 
flatter, especially if ~Jl is high. 

It is well known that systems of high misfit with high super 
saturation produce texture deposits (azimutal misorientations). 
Using for illustration again the Au/(IOO) KCI system, electron 
diffraction shows that Au crystals condensed at ~ 20DC on a clean 
(100) KCI substrate have a [IIIJ texture. Other systems such as 
PbS/(IOO)NaCI with low natural misfit display good epitaxial orien­
tation. When such a non epitaxial layer is slightly annealed at 
ISO°C (where the crys~allites are mobile) gradually23he epitaxy 
(I11)Au//(I00)KCl, [IIO]Au//[lTo]KCl is established and arcing 
of the electron diffraction rings are observed. 

By annealing at higher temperatures, 250 - 300 DC, this system 
undergoes coalescence as described in sectionVI. Au/(IOO) KCl, 23 
among other systems, has a special behavior. During coalescence, 
two meeting (111) parti.cles are replaced by a single (100) particle 
«IOO)Au//(IOO) KCl ; [IIO]Au//[IIO]KCI). The electron diffraction 
pattern gradually attains fourfold symmetry. Individual coalescence 
events are seen by dark-field imaging. This epitaxial reconstruction 
is not clearly understood in terms of a three grain boundary pro­
blem. 

6 As a matter of fact, these new epitaxial crystallites are fi~y 
anchored on the substrate. They show no motion in contrast to the 
(III)Au grains which are mobile at this temperature. This infor­
mation has been introduced in the dynamic coalescence steps when 
there are no more (III) mobile crystallites. 
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I. INTRODUCTION 

In this chapter we review the various growth kinetics models 
("crystal growth theories") for the steady-state formation of a 
solid phase from a fluid nutrient phase near equilibrium. We con­
centrate only on the interfacial atomic kinetics.IM~c2~s§gpic growth 
morphologies (e.g., step bunching and macrosteps) " , are not 
considered. Also, transport in the bulk nutrient, i.e., fluid dy­
namics, is only treated when it strongly modtf~es the interfacial 
transport. Similarly, the role of impurities' is indicated only 
from a conceptual point of view. Futhermore, it is assumed that the 
crystalline phase, onto which growth occurs, is large on an atomic 
scale. 

For an ultimate comparison with experiment we are mainly inte­
rested in relations between growth rate, driving force, and tempe­
rature. In Section II-IV we discuss the various growth kinetics 
theories in order of increasing complexity of the underlying struc­
tural models. Emphasis is put on the physical assumptions made and 
the results obtained. Details of the derivations are presented only 
if they incorporate additional, typically restrictive, conditions. 
For more rigorous treatments, refereY£3 is made to the numerous 
original paper~~5and earlier reviews . Computer simulations of 
crystal growth are not discussed per se; however, selected simu­
lation results are used for illustrative purposes. In Section V, 
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the applicability of the various theories and experimental evidence 
for their validity is discussed. It is suggested that some of the 
conclusions drawn from interface roughness models, with respect to 
the prevailing growth mechanism, are unwarranted. 

The complexity of a growth process is largely determined by 
the structure of the crystal and the molecular configuration of 
the nutrient. The growth unit (i.e., the crystallographic basis 
that is "tacked onto" the space lattice to form the crystal struc­
ture) is rarely present in the nutrient in its final form. Only 
some monomeric high purity vapors offer such ideal conditions. 
In all other nutrients the growth units exist in some precursory 
form : (i) associated, as in polymeric congruent vapors, or con­
gruent melts; or (ii) dissociated as in some c~mpoun~ vapors (e.g., 
Cd + Te2 above CdTe) or in solutions (e.g.,Na + CI ); and/or 
(iii) solvated (physically bound) with a solvent (or excess compo­
nent), as in solutions or incongruent melts and vapors; or (iv) 
chemically bound to other components, as in chemical vapor deposi­
tion or in reactive solution growth. 

In addition, any growth process can consist of several stages 
through which growth units or precursors pass (see also Fig. I). 
In general one distinguishes between : 

a) Transport from or through the (bulk) nutrient to an impin­
gement. site, which is not necessarily the final ("growth") 
site. 

b) Adsorption at the impingement site; where precursors may 
(partly) shed solvent molecules or react towards growth 
units. Hence,solvent or reaction product species (possibly 
going through adsorption states of their own) must be trans­
ported back into the nutrient. 

c) Diffusion of growth units of (smaller) precursors as admo­
lecules from the site of impingement to a growth site. 

d) Incorporation into the lattice; for precursors after com­
pletion of desolvation or chemical reaction. Thus, the 
growth site may also be a source of solvent and reaction 
products which, again, after possibly going through adsorp­
tion state, must escape into the nutrient. 

Note that all of the processes (a-d) depend on the morphology 
of the interfacial region. For instance, activation energies for 
diffusion steps involved in (a) and (c) will be determined by the 
local arrangement of nutrient and crystal molecules. One is tempted 
to assign importance of the interfacial nutrient structure only to 
step (a) and consider an independently derived crystal surface mor­
phology only for steps (b-d). Such modeling efforts have yielded 
considerable insight into interfacial processes and are discussed 
throughout this chapter. We must not forget, however, that this 
approach is conditioned by our limited understanding of the 
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structure of liquids, in particular of interfacial liquids. In rea­
lity, an interface morphology results from the (local) interaction 
between the structured, contacting nutrient and (possibly imperfect) 
crystal layers. Only for vapor-solid interfaces, due to the much 
lower mass density of the vapor, is an independent modeling ap­
proach for the crystal "surface" promising. For liquid-solid inter­
faces, however, we will find that the models which attempt to lump 
nutrient contributions to interface morphology into bulk parameters 
(e.g., latent heat of transition) meet only with limited success. 

Fig. 1 : Schematic representation of molecular events in growth 
with reactive formation of growth unit (dark and white dumbbell) 
on interface. 

In the following sections we circumvent this conceptual short­
coming by simply dividing interfaces into atomically rough and 
atomioally smooth ones. The origin of a specific morphology is ad­
dressed in Section V, where we try to identify specific growth me­
chanisms for specific materials processes. Here we use the inter­
face roughness criterion simply to distinguish between two groups 
of fundamentally different growth mechanisms. When the interface 
roughness is very high, i.e., when any impingement site is also a 
potential growth site, surface diffusion and actual surface 
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morphology (including defects) can be ignored. The corresponding 
normal or continuous growth models are then solely concerned with 
the growth rate as the net flux resulting from impingement and 
rejection fluxes normal to the interface. Yet, when the interface 
roughness is so low that surface diffusion of ada toms must be taken 
into account, the surface morphology must be specified. Obviously 
the resulting lateral or layer growth models are more complex than 
the continuous growth description. 

As a consequence of the different kinetics, normal and layer 
growth lead also to fundamental differences in the growth habit of 
crystals. Normal growth, as shown below, responds to very small 
gradients in the growth-driving chemical potential (temperature, 
concentration, electric field, etc.). Also, growth proceeds isotro­
pically. Hence, the shape of a growing interface is a rather true 
replica of,e.g., the temperature profile in the nutrient. This is 
reflected in a smooth, rounded growth form. Layer growth, on the 
other hand, proceeds anisotropically, responding less readily to 
its driving potential. Growth habits are bound by the slowest gro­
wing crystal planes. The size of the resulting "facets", however, 
depends on the chemical pot-ential gradient and its orientation with 
respect to the lattice. Hence, the absence of macroscopic facets 
in parts- of a (curved) interface does not necessarily imply that 
normal growth prevails there. This is sometimes overlooked and has 
led to some misconceptions, which are discussed in Section V. 

II. NORMAL OR CONTINOUS GROWTH MODELS 

In addition to the degree of interface roughness considered, 
crystal growth theories can be distinguished by the mathematical 
approach taken : a) the macroscopic approach using phenomenological 
thermodynamics, or b) the microscopic approach using stochastic 
models on a molecular length scale. In this and the other sections 
we present first the phenomenological ("classical") models and then 
the stochastic descriptions. 

11.1. Classical Models 

Let us assume that a crystal-nutrient interface is sufficiently 
rough that details of its morphology can be ignored for the discus­
sion of growth kinetics. (Thermodynamically speaking, this "ideal 
roughness" model implies that the surface free energy does not 
change with the addition or removal of a growth unit.) Also, suppose 
that each atom (growth unit) at the interface moves independently. 
Furthermore, let us view crystal growth as a reversible process in 
which atoms are both leaving and joining the crystal. During growth, 
the joining process predominates. When the leaving process predomi­
nates, the crystal etches. If the atom motion at the interface is 
a simple thermally activated process, by applying absolute reaction 
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rate theory one can write for the net growth rate 

R (1) 

where the first and second therm on the right hand side of (1) are 
the rates with which atoms arrive and depart, respectively. Thus, 
the arrival and departure probabilities are taken as independent 
of the surface configuration. Q is understood as some activation 
energy for atom movement (diffu~ion) in the nutrient to and from 
the solid. For departure, an atom also has to break the bonds with 
its "solid neighbors". Hence, one approximates the activation ener­
gy for departure with 

Q + L, a 
(2) 

where L is the latent heat of the phase transition. This simple 
model conceals of course, some of the essential physics of the 
real growth process. For more realistic accounts of the morphology 
(e.g., density of active sites for arrival and departure) as well 
as energetics (loss of kinetic energy on impingement, final accomo­
dation into the lattice, etc.) considerably more complex formula­
tions for the pre-exponential terms and activation energies are 
required. 
If equation (1) is applied to the growth from a pure melt at low 
undercooling bT = T - T (T is the equilibrium melting temperature) 
one can assume thatethe pre~exponential terms keep approximately 
their equilibrium values, i.e., R = RO and Rd = R~. For equilibrium, 
where R = 0 and T = T , (1) and (2) yi~ld 

e 

(3) 

From (1) and (3) one obtains 

R RO exp(~ /kBT) [1 - exp(-LbT/kBT T)]. a a e 
(4) 

For LbT/kBTeT « 1, (4) reduces to 

R (5) 

For a narrow temperature range (5) can be approximated with a 
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linear growth law. Thus, for small undercoolings one can expect 

R cc t.T. (6) 

For larger variations in temperature, the variation of the 
"mobility term" exp(-Qa/kBT) must be taken into account so that 

(7) 

R5lations like ~4) and (5) were derived for melt growth by 
WILSON and ~~¥ijKEL. We have followed presentations by JACKSON 
and CHALMERS. WILSON set Q equal to the activation energy for 
self-diffusion in the melt, wRereas FRENKEL associated Q with 
the temperature dependence of viscosity. Although both v~lues are 
similar, neither of these bulk properties are necessarily charac­
teristic of the jump probabilities at an interface governed by the 
atomic structure of the liquid and solid in contact. Note that with 
this step one implies that all atomic sites on the interface are 
equivalent and represent potential growth sites and/or that diffu­
sion on the surface is infinitely rapid. In reality such ideal ato­
mic roughness of an interface is probably never fully met. Hence, 
predictions of the Wilson-Frenkel growth law always represent an 
upper limi t . 

In this context it is interesting to note that the first limi­
ting growth law (i.e., with the tacit assumption that each site is 
a Pot,ytial growth size) was developed for growth from vapor by 
HERTZ and KNUDSEN. From kinetic gas theory, assuming no coupling 
between condensation and evaporation (i.e., ideal gas behavior and 
ideal surface roughness), they obtained the net flux of molecules 
per unit surface area. 

(8) 

with p the equilibrium vapor pressure at surface temperature T, 
e 

p the pressure of the supersaturated vapor at the same temperature, 
and m the molecular weight. Experimental investigations of vapor 
growth rates showed that in many cases (8) must be corrected with 
a "sticking coefficient" smaller than unity. Introducing the "rela­
tive supersaturation" cr = t:. pip = (p - p ) /p (which is the iso­
thermal analogy of the "relati~e underco6lin~" t:. T/T ) one ob'tains 
for the growth rate a linear law similar to (6), e 
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(21J1D,k T) 1/2 
B 

R oc J oc --------
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cr ( 9) 

The Wilson-Frenkel law can, in general, be modified with a 
temperature and interface morphology dependent correction factor 
f to "fi til other growth mechanisms. In particular, one finds in 
the literature such factors for the surface nucleation and screw 
dislocation models (Section III). Since in both models it is assu­
med that growth occurs only on steps, f is taken to be proportio­
nal to the step density. 

In the surface nucleation model, the number of critical nuclei 
is 

(10) 

with N the density of atomic sites, y the step free energy and gl 
a factor dependent on the nucleus shaie. Since the average distance 
between nuclei is approximately l/(N )1/2, the total step density 
is of order (N )1/2. Consequently oRe may express the growth site 
density factornfor the surface nucleation model as 

(11) 

In combination, (5) and (11) predict a growth rate which is small 
up to ~T ~ gly2T /2kBTL and increases exponentially with larger 

1 . e supercoo ~ngs. 

In the screw dislocdtion model, the growth sites are on the 
edge of a spiral. The spacing between turns of the spiral is of 
the same order as the radius of the critical 2D nucleu~3 The Wilson­
Frenkel law can be applied to screw dislocation growth when the 
spacing between turns is so large that each step grows independen­
tly of the presence of other steps, i.e., at very low supersatura­
tion. One then obtains 

L~T 
g2 yT 

e 
(12) 

where g is again a geometric factor of order unity. Combining (12) 
with (5), one expects R oc ~T2 for smaller supercoolings. As discus­
sed in Section V, both these types of functional behavior for R(~T) 
are observed. However, in view of the conceptual simplifications 
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of these descriptions, in particular the absence of surface diffu­
sion, it is not surprising to find differences of several orders 
of magnitude between measured and predicted growth rates. 

11.2. Kinetic SOS Models 

The main shortcomings of the Wilson-Frenkel model are (i) the 
constrained equilibrium assumption for the evaporation flux expres­
sed in (3), and (ii) the lack of morphological information about the 
interface. These points have been addressed in more recent conti­
nuous growth treatments, which are based on the kinetic solid-on­
solid (SOS) model for the crystal-vapor-interface (a restricted ver­
sion of the kinetic Ising mod1! y~dely used for Monte ~~rlo simu­
lations of surface roughening , and growth kinetics ). Arrival 
and departure of atoms is envisioned to occur stochastically on an 
interface parallel to the (001) plane of a simple cubic crystal 
(Fig. 2), in which only nearest neighbors interact ("Kossel crys­
tal"). The SOS restriction implies that every occupied lattice site 
must be directly above another occupied site. "Overhangs," and va­
cant sites in the "bulk" of the crystal are not allowed. 

-
,..... --

-'- ,.....--
f---

a b 

r-

f-- f0-

r-~ ~ r-
n=O 

-I 

Fig. 2 : Atomic configurations on a (001) solid-vapor interface of 
a simple cubic crystal. (a) Perspective view: surface atoms may 
have up to four lateral neighbors (0 < m < 4), in the kink position 
(K) m = 2. (b) Section normal to interface : index n characterizes 
position of (incomplete) layers with respect to (arbitrarily chosen) 
reference plane. 

This restriction permits a treatment in terms of a two-dimensional 
array of solid columns of varying integer heights. Growth and eva­
poration then occurs only through addition and annihilation of atoms 
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on top of these columns. Atoms arrive on the surface at random with 
an externally imposed rate k+. The evaporation rate of a particular 
atom, however, decreases with increasing number of the bonding 
nearest neighbors. Hence, one assumes that the evaporation rate 
(transition frequency) of a surface atom with m lateral neighbors 
(here 0 ~ m ~ 4) and nearest-neighbor interaction energy ~ is 

where v is the evaporation rate of an isolated ada tom (i.e., m = 0 
and one bond to an atom below). 

Based on these assumptions one obtains exact kinetic equations 
for the rate of change of the fraction of sites2t~,t are occupied 
in the n-th layer, C (see Fig. 2b) in the form' 

n 

dC (t) 
n 
dt 

where k(n,t), the effective evaporation rate of surface atoms in 
layer n, can be written with (13) as 

4 
ken, t} v L exp ( - m ~ /kBT) f ( t ) 

m=O n,m 
(15) 

with f (t) the fraction of surface atoms in the n-th layer which 
have mnl~teral neighbors. 

The first and second term on the right side of (14) represent, 
respectively, the rates of adsorption on and evaporation from the 
n-th layer. The square brackets represent the fraction of sites in 
layer n that are available for deposition and evaporation, respec­
tively. The SOS restriction allows for very simple formulations of 
these fractions. For adsorption, it is the fraction of sites occu­
pied in the next lower layer minus the one already occupied in 
layer n. For evaporation, the available site fraction is the frac­
tion of surface atoms in layer n minus the fraction occupied (i.e. 
covered) by atoms in the next higher layer. 

Note that the essential physics of the problem lies in the 
functions f (t) (at this point unspecified). Unless some specific 
assumptionsna~e made concerning the clustering represented in the 
f (t)'s, the system of (14) and (15) cannot be solved. The n,m 
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following treatments of the kinetic SOS model differ, in essence, 
only in the approximations made to obtain a mathematically tracta­
ble form for the functions k(n,t) or f (t). Note also that one 
can, in principle, include surface dif¥uWion (within the n-th layer 
considered) into these fonctions. At not too high surface roughness, 
surface diffusion results in the effective increase growth of the 
fraction of atoms having many neighbors and, thus, enhances growth. 

The net crystal growth rate R is t~en the difference between 
the rate of adsorption in all layers, R , and the rate of evapora­
tion from all layers, R-, i.e., 

00 

R 
n=-oo 

P -
n-I n=-oo 

k(n,t)P , 
n 

(16) 

with P = C - Cn +I ' Pn- I = Cn _1 - Cn and the time dependence dele­
ted innall ~ and C terms. 
Since each column has an adsorption site on top+independent of its 
height n, the first ~um is always one. Hence, R is always the im­
posed arrival rate k , irrespective of the specific model-assum­
ption made for the effective evaporation rates k(n,t). This is the 
main (mathematical) merit of the SOS assumption. In a real system 
(as in the unrestricted Ising model with overhangs) the local ad­
sorption flux depends on the local configuration. 

The simplest solution to (16) is obtained with the assumption 
of the Wilson-Frenkel model discussed above : complete roughness 
(i.e., in the SOS model all sites are kink sites with 2 lateral 
bonds to be broken on evaporation) and (constrained) equilibrium 
evaporation flux. Thus one get~ 

~F (17) 

This can be rewritten as a growth law that is linear for small 
deviations ~~ of t~e nu~rient chemical potential from equilibrium. 
O~e assumes that k = k exp~~/k T and sets the equilibrium rate 
k equal to the equiliB~ium kin~ evaporation rate vexp(-2~/kBT ). 
Wee~ill, however, not follow this route since it simply reduces e 
the (then superfluous) SOS model to an approach without concern for 
interface morphology. 

A slightly more accommodating approach was taken by TEMKIN I8 

by applying mean fieZd theory to (16). One assumes that all surface 
atoms in layer n interact laterally with the average number of 
nearest neighbors in that layer, <m> • Temkin approximated <m> 
by the ave,rage number of neighbors iR a random distribution ofnthe 
surface atoms in layer n. If the probability of finding an atom 
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at a given site is Cn , then <m> n 
tion for k(n,t) is 

4 C • Thus Temkin's approxima­
n 

(18) 

Physically the mean field (Bragg-Williams) approximation implies 
that clustering (i.e., an increasing number of nearest neighbors) 
has no effect on the (local) evaporation rate of surface atoms. 
This is equivalent to assuming that the lateral interaction forces 
are infinitely long-ranged. Consequently, the same growth rates 
result whether one includes surface diffusion in the model or not. 
Such assumptions are, of course, at variance with the basic concept 
of a Kossel crystal. Since clustering actually reduces the evapora­
tion rate, its effect is .most pronounced in systems with not too 
high surface roughness. Hence, it is not surprising to find that 
the mean field theory always gives a,range of ~V (near equilibrium) 
for which the predicted growth rate is zero. This "metastable range" 
is solely due to the unrealistic interaction assumption and does 
not represent a nucleation barrier. The width of this range decrea­
ses wi th increasing surface roughness. But even above the roughe­
ning temperature of a surface, this artifact does not disappear. 
This is illustrated in Fig. 3. The solid curve represents a Temkin 
mean field solution for ~/kBT = 1.5 obtained by numerical integra­
tion of (14-16) using the mean field formulation (18) for the effec­
tive evaporation rate terms. 

Fig. 3 : Growth rate normalized 
by impingement rate versus norma­
lized ~rowth poten~ial. S =. (~T)-l 
Comparlson of Temkln mean fleld 
prediction (solid line) with Monte 
Carlo simulation (circles). From 
ref. 2 by permission of Wiley and 
Sons. 

-O.2_~o.=-5 -LO:---~I.'='O---:2.0'-::--""3;:'-:O:--~4,O 

fj4.1' 

Note that the roughening temperature TR of the (001) Kossel crystal 
is related to the interaction energy ~ by ~/kBTR ~ 1.6 (see ref. 
14). Hence, the system of Fig. 3 possesses a rough interface. Yet, 
the mean field approximation leads to a "metastable range" of con­
siderable width. The circles in Fig. 3 represent solutions obtained 
by Monte Carlo simulation (MCS) which accounts for clustering. The 
MCS shows the expected linear growth law for small ~v, and no 



326 F. ROSENBERGER 

"metastable range". At higher supersaturations (i.e., at higher 
~~/kBT) the results of the mean field model and the MCS agree very 
well, and both approach the Wilson-Frenkel limiting growth law (not 
shown here). This can be understood in terms of kinetic roughening 
discussed below (Fig. 5). 

The most serious shortcoming of the mean field model, i.e., 
neglect of clustering, is som1,hat alleviated in more recent work 
by WEEKS, GILMER and JACKSON. These authors retain some of the 
essential physics of the problem by setting the evaporation rate 
for highly filled layers (where clustering effectively reduces eva­
poration) equal to some "slow" constant value k . For less popula­
ted layers, however, the k(n, t) is set equal toSa "faster" constant 
kf • The dividing line between fast and slow in this two-rate model 
is drawn at half filled layers, so that 

d(n,t) 

k 
s 

0.5 < C < 1 
n 

for (19) 
a < C < 0.5 

n 

This assumption, together with other simplifications and approxi­
mations (which "tune" the model to high temperatures) allow for a 
quasi-continuous formulation and analytical soltuion of (13-16). 
Specifically, the two rate constants were choses as (ses also eqs. 
(13) and (18)) 

and 

k 
s 

(20) 

Thus, for more than half-filled layers, the behavior of a completed 
layer is assumed. For less than half-filled layers, the parameter 
C repre!le~ some effective average probability per surface atom 
of ~inding a neighboring site occupied. To that extent, the approach 
resembles a mean field model for the less populated layers. In rea­
lity, c depends on temperature and the impingement and surface dif­
fusion rates. 

Under these provisions, the normalized growth rate can be 
written as 
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(21) 

where ~ = 2(1 - 2c). To evaluate (21), a se~i-empirical choice for 
a (or c) was arbitrarily made such that R/k +agrees with the MCS 
value at ~/kBT = 4 (i.e., below T ) when R/k = 0.5. Figure 4 
compares the growth rates obtaine~ from (21), after the above single 
point fit, with MCS results for a wide range in surface roughness 
(values of ~/kBT) and supersaturation (values of ~~/kBT). No sur­
face diffusion was allowed in the MCS results, or indlrectly through 
the c fit, in the two-rate model. There is excellent agreement 
between the two-rate model and computer experiments (MCS) for high 
temperatures up to very high supersaturation (deposition rate), 
where the original model assumptions are valid. In the region of 
low temperatures and supersaturation, where the continuum approxi­
mation and crude k(n,t) assumptions are most in error, the model 
overestimates the growth rates considerably (Fig. 5). 

Fig. 4 : Comparison of normalized 
growth rate as calculated from two­
rate model (solid curves) and MCS 
(circles) for a ·wide range of pa­
rameters. S = (kBT)-l. Wilson­
Frenkel rate, dashed curve. From 
ref. 2 by permission of Wiley and 
Sons. 

Fig. 5 : Expanded plot of the low 
supersaturation range of Fig. 4. 
From ref. 2 by permission of 0.5 

Wiley and Sons. 
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This is not surpr~s~ng in view of the above fit (choice of c) to 
conditions representing relatively high kinetic roughness (see 
below) • 

Note that the two-rate results and the MCS data for a surface 
with high equilibrium roughness (e.g., ~/kBT = 2/3 in Fig. 4) more 
closely approach the Wilson-Frenkel law the higher the supersatura­
tion and, thus, the higher the impingement rate. This is due to the 
increased clustering on increase of the deposition flux. Figure 6 
presents two microstates generated by MCS on an initially relatively 
smooth (001) face of a Kossel crystal after condensation of the 
same number of "atoms". At low impingement rates (Fig. 6a) an ada­
tom has a higher chance of reevaporation before impingement on ad­
jacent sites stabi*izes it. For this case, with ~~/kBT = 2, the 
impingement rate k is 7.4 larger than the equilibrium value k • 
Yet, less than 3 percent of the impingi~g atoms remained attacfiad 
For the case of ~~/k T = 10 (Fig. 6b) k = 2200 k and 86 percent 
remained attached. THis kinetic roughening is obvi8usly most impor­
tant in growth onto atomically smooth interfaces (T < TR), as in 
Fig. 6. However, the comparison in Fig. 4 of the curves with 
T > TR (i.e., S~ ~ 1.5) shows that kinetic roughening comes to 
bear even on intrinsically rough surfaces. 

Fig. 6 : Representative surface configurations generated by MCS 
after deposition of 1.4 of a monolayer on a (001) face with 
~/kBT = 4.in.both cases, but differen~ d~position rates. From ref. 
4 by permlss~on of North Holland Publ~sh~ng Company. 

With the above examples for ~/kBT > 1.6 we have clearly ente­
red the realm of lateral growth. Note, for instance, the spreading 
of 2D clusters (nuclei) depicted in Fig. 6a, and the nucleation 
barrier (threshold value in S~~) exhibited by the Mes data for 
~/kBT ~ 3 in Fig. 5. 
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The physical consequences of the continuum approximation 
become particularly obvious in the MFArgA kinetic SOS model employed 
by PFEIFER, HAUBENREISSERand KLUPSCH. These authors solved the 
system of rate equations, simultaneously applying the mean field 
approximation (MFA) and continuum approximation (CA). Figure 7 
compares their analytical results with MCS and Temkin's MFA solu­
tions. 

I.Oi----,----r--~ 

0.8 

"':.: 0.6 

" 0:: 0.4 

2 3 

Fig. 7 : Comparison of normalized growth rate obtained from MFA-CA 
model (solid curves), MCS results 1'(,20 (circles) and Temkin's ~WA 
(dashed curve). After ref. 19. 

Most norteworthy, the combined MFA-CA approach does not result in 
"metastable" states. This is due to a cancellation of errors be­
tween MFA and CA. As pointed out before, the MFA ignores the conse­
quences of clustering that are particularly important at low T and 
b~. The CA, on the other hand, simulates an increase in the surface 
roughness and, thus, counteracts the "smoothing" effect of the MFA. 

2thZ2(kinetic) SOS model, particularly during its early develop­
ment ' has frequently been applied to liquid-solid systems. This 
appears conceptually troublesome. In all the above vapor-solid SOS 
models, the arrival probability is assumed to be independent of 
the specific morphology of the adsorption site. Also, only solid-
solid interaction ¢ = ¢ is considered, i.e., ¢ = ¢ = O. , ,ss vapor-s YV 
Pure l~qu~ds, however, possess about the same densLty and snort 
range order as their solids. Significant differences between the 
two contacting phases occur only in the long range order or sym­
metry. All nearest neighbor interaction terms in the system are 
comparable, i.e. <Pl' 'd '" ¢U '" ¢ . Consequently, the motion 
of the growth unitsl~¥5m-3nd to the ~glid surface will depend on 
the strongly varying local potential at the interface; statistical 
knowledge of the actual morphology of the interfacial region beco­
mes essential. Such insight can hardly come from linking of ¢ 's 
and ¢ll's, that in reality vary locally, to parameters typicatSfor 
the homogeneous bulk phases, such as latent heats, via the usual 
liquid-solid "lattice models". It has been argued that no specific 
structure ~3s~wptions for the liquid are necessary in an SOS inter­
face model ' . Yet, it is difficult to see how a model liquid, 
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particularly with nearest neighbor interaction only and essentially 
the same density as the solid, can "avoid" propagating the periodic 
structure information imposed on its boundary. 

Besides the structural deficiencies in applications of the 
usual SOS lattice description to growth from liquids, there are 
serious consequences from the asymmetric formulation of the tran­
sition probabilities in these models. This was shown in attempts 
to model normal growth from melts more realistically with SOS models, 
in which the arrival probability was also madT9d2~endent on the 
structure of the (potential) adsorption site. ' Intuitively one 
might expect that changes in the dynamics (transition probabilities, 
e.g., eqs (13) and (15)) that enter the kinetics of the problem 
(rate eqs. (14) and (16)), simply renormalize the time scale for 
the solution obtained. This expectation is false. The functional 
form of R(~W) depends very sensitively on the type of interface 
dynamics assumed. This is illustrated bygFig. 8. The growth rate 
functions, obtained from a MFA-CA model for typical "melt" and 
vapor dynamics, differ drastically. For the vapor case (only the 
departure probability morphology dependent), R(~w) is asymmetric. 
For the melt case, where arrival and departure probabilities were 
made dependent on the local configurations, a symmetric R(~W) is 
obtained. 
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Fig. 8 : Growth rate vs ~w/kBT 
for case A (melt) and B (vapor) 
of interface dynamics. Calcul­
ated for 2I/kRT = 2/3, where 
IA 1/2(~ss + ~ll) - ~l and 
IB = ~ /2. After ref. 1~. ss 

Obviously these solutions cannot be mapped onto one another by 
simple adjustments of the time scale. A similar dependence of the 
interface' kinetics on the form of the transition probabilities has 
been observed in recent "fluctuation theory" trea2f:e~t (SOS with 
special overhangs allowed, MFA) of normal growth. ' 
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Recent work towards a realistic description of the structure 
of liquid-solid interfaces without lattice models raises hope for 
a better understanding of melt growth kinetics in the not too dis­
tant future. These effoZSs 29ange from largely heuristic, phenome-
nological defect models' (see also the dislocation models men-
tioned in Section IV) to molecular dynam~5s3¥of~9 Carlo simulations 
based on Lennard-Jones (6-12) potentials.' , 

The above stochastic models focus on the adsorption-evaporation 
mechanism, i.e., on the "relaxation kinetics" part of the crystal 
growth process. In reality, unless the interface roughness is extre­
mely high, surface diffUsion can considerably modify the interface 
morph~logy and expecJZd growth rate. This has been shown by SAITO 
and MULLER-KRUMBHAAR with a quasi-chemical MFA to the kinetic SOS 
model including exchange processes within each layer (intra-layer) 
and between layers (inter-layer diffusion). Such a model requires 
a more complex formultaion of the ''Markovian'' master equations than 
given by (14-16) which allow for intra-layer exchange only. Figure 
9 shows that the incorporation of a mean diffusion length X of one 
or two lattice parameters increases the growth rate sizablySeven 
on an interface above the roughenin~ temperature. The diffusion 
length is defined as X = a(vD/v)l/ ; where a is the lattice para­
meter, vD the frequenc~ with which an ada tom jumps into a neighbo­
ring adsorption site (surface migration frequency) and v is the de­
sorption frequency. The predicted resu13~ agree very well with MCS 
results that include surface diffusion. For "infinitely rapid" 
interfacial diffusion, i.e., for large values of vD/v, the growth 
rate reaches the limiting Wilson-Frenkel raJZ 3~d the interface 
roughness relaxes to its equilibrium value. ' 

Fig. 9 : Growth rate vs ~~/k T 
obtained from quasi-chemicalBMFA 
(solid curves) and MCS33 (symbols) 
showing influence of surface dif­
fusion. X is diffusion length in . s . multlples of lattlce parameter a. 
Wilson-Frenkel rate (dashed curve). 
After ref. 32. 
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Kinetic SOS-models h~~~4geen extensively applied to binary 
and mUlticomponent systems utilizing all approximations 



332 F. ROSENBERGER 

discussed ~gove including surface diffusion and reactive interface 
processes. The additional difficulties arising with such exten­
sions of the monocomponent models have been well summarized in ref. 
43. 

III. LATERAL OR LAYER GROWTH MODELS 

At lower atomic interface roughness the distance between sites 
that offer a higher interaction (binding) energy than the close­
packed, unperturbed parts of the interface, is large with respect 
to molecular dimensions. Consequently, fewer molecules will be in 
a position to reach such energetically favorable growth sites via 
an elementary jump from the nutrient. Diffusion must be incorpora­
ted into the kinetics model. Diffusion to growth sites can occur 
either in an adsorbed state on the interface (surface diffusion) or 
directly through the interfacial nutrient layer ("volume diffusion"), 
or simultaneously through both. 

In the following we first outline £ge surface diffusion model 
introduced by BUlTON, CABRERA and FRANK (see also 23) and extend­
ed by CHERN~¥. Followi~8 ~§e classical Iterrace-l~8ge-kink" mOSl 
del of KOSSEL, STRANSKI, ' STRANSKI and KAISCHE~ and FRENKEL 
we assume that the solid surface is a low index or singular face, 
without intrinsic (i.e., equilibrium) adatoms and vacancies. Growth 
is envisioned to occur via surface diffusion to monatomic, straight 
steps. Growth through volume diffusion is treated after discussion 
of the various sources of steps, in particular of the screw dislo­
cation and 2D nucleation mechanisms. 

111.1. Surface Diffusion Controlled Motion of Elementary Steps 

Ignoring possible interactions between adsorbed molecules, 
their mean, isotropic diffusion path (m!ijration distance) during 
their residence time on an interface is 

(22) 

where W' is the binding energy and E the activation energy for 
f s. . f d b d IS 1 sur ace m~grat~on 0 an a sor e mo ecu e. 

If we assume that growth occurs onto steps, the atomic rough­
ness of the steps, i.e., the density of thermally created kinks 
is an important parameter. Kinks offer a higher binding energy than 
adsorption sites on a smooth step. Note that the 2D step roughening 
problem (see ref. 16) is analogous to the 3D surface roughening 
situation. However, the bond energy of a molecule in a step is 
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considerably lower than in a complete surface layer. 

Fig. 1 ° : Perspective drawings of 
representative (20,1 ,0) surface 
configurations (microstates) at 
various values of ~/kBT. (Monte 
Carlo simulation, Kossel crystal, 
808, no surface diffusion.) From 
ref. 52 by permission of North 
Holland Publishing Company. 
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Thus we can expect that (i) steps are rougher than their bounding 
low index faces, and (ii) that the step roughness decreases with 
increasing step height. The first expectation is well illustrated 
in Fig. 10 which presents microstates, og2a~IJed through Monte Carlo 
simulations, for increasing temperatures.' Long before the roughe­
ning temperature of the singular terraces is reached, the two steps 
show already rough profiles extending over several lattice constants. 
Actually, the steps lose their identit$ before the surface roughen­
ing temperature TR(~/kBTR ~ 1.6)2,14,] is attained. 

Experimental evidence for the dependence of step roughness 
(kink density) on step height is given in Fig. 11. The steps on an 
evaporating (100) NaCl surface are round (i.e., isotropically va­
porizing) or square (i.e., anisotropically vaporizing), respective­
ly, for step heights of one or two atomic spacings. 

The mean distance between kinks on a TI~ge-packed monatomic 
step (Fig. 12) ignoring possible overhangs,' is approximately 

(23) 

where W is the energy required to create a single kink. Since 
typically W.<.W' - £ , comparing (22) and (23), we assume here that 
the mean diffusion l~ngth is large23t~~n the mean kink distance 
(BCF have also dealt with X < Y ).' This allows one to consider 
the step as a continuous li~e sigk. Diffusion along steps is ignored 
as a rate limiting process and the surface diffusion of ada toms 
towards the step can be viewed as a one-dimensional problem. 
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Fig. 11 Electronmicrograph 
of NaCl (1 00) surface after 
high-vacuum cleaving, evapora~ 
tion at 400DC for 90 min and 
gold decoration. Steps on round 
spirals (RS) and round double 
spirals (RDS) as well as on ne­
gative 2D nuclei ("Lochkeime~ 
LK) are on~ interatomic distance 
(a = 2.81 A) high. For steps 
with height of 2a the step 
roughness is sufficiently redu­
ced that anisotropic kinetics 
leads to square spirals (88). 
From ref. 54 by permission of 
McGraw-Hill. 

'BURTON, CABRERA and FRANK (BCF)46 have made the following 
additional assumptions in their treatment of the (growth) motion 
of a monoatomic step: (I) Fick's law describes the ada tom flux 
towards the step, i.e., the diffusion coefficient is independent 
of concentration. This restricts the treatment to low ada toms 
concentrations. (2) The steps are considered stationary. This is 
reasonable as long as the diffusion velocity towards the step~6is 
large compared to the growth velocity of the step itself. BCF 
have shown that this holds for low supersaturation, yet it is dif­
ficult to determine the upper limit. Only growth from adatoms onto 
steps is considered: contributions from moving surface vancancies 
or recombinations of ada toms and surface vacancies are neglected. 

The transport of atoms to growth steps is considered in two 
consecutive stages (see Fig. 12) 

a) The net flux j (x) on the surfaces towards steps. Atoms 
which "land" closer toSa step have a higher chance to become incor­
porated during their residence time. Thus a concentration gradient 
(depletion zone) develops around the step, which drives net diffu­
sion towards the step. Consequently, the surface concentration of 
ada toms n (x) increases with distance form a step until at 
Ixl » X Sit reaches a constant value. Correspondingly, the super­
saturati~n value a (x) = n (x)/n (with n the equilibrium sur-, . 11 s so so 
face concentrat~on) reaches a constant value a far from the step. 
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since it is assumed that transport in the nutrient is not rate de­
termining, a can be set equal to the a of the bulk nutrient. Hence, 
the relative supersaturation 

a (x) 
s 

n (x) - n 
s so 

n 
so 

a (x) - I 
s 

(24) 

equals a at large x. 46he linear net flux towards a step on one boun­
ding surface is then 

D n d1jJ 
s so dx' 

where the potential function 1jJ a - a (x) 
s 

a - a (x). 
s 

(25) 

Fig. 1 2 : Transport of growth units from nutrient to (kinked) steps. 
Terrace-ledge-kink model of surface diffusion growth. 

b) The net flux J (x) from the nutrient onto the interface. 
Under steady state con~itions j and J balance such that 

s n 

(26) 
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For J , the difference between atoms arriving at and leaving the 
surfaRe, one obtains 

J n [ex - ex (x) ] 
s 

n so , 
s 

n so 
1jJ -,-, 

s 
(27) 

where the mean residence time, is related to the mean diffusion 
length via Einstein's relation,s, = X 2/D • Combining (25) and 

. (27) through the conservation con~itio~ (2g) yields the governing 
equation 

1jJ • (28) 

For the boundary conditions 

CJ - CJ 

x o CJ - CJ step with 13 
st 

CJ 

x'=±OO CJ - CJ 0, 

one obtains as a solution to (28) and (25) 

(29) 

Assuminglt¥~t the surface flux towards the step from.tRi upper ter­
race, j e equals that from the lower terrace, j r~g ,the step 
velocit~, regardless of the source of the step, isSthen 

v = 2j f o s 0' 

where f is the area occupied by one growth unit. 
o 

(30) 

Through the introduction of the kinetic coefficient 13 one can 
accommodate special kink kinetics. For details, see ref. 3. If, 
for instance, the relaxation time of a growth unit at a step, ' t' 
is short with respect to , , then the concentration at the stepS 
will eq~al the equilibriums concentration. 

Hence, the "supersaturation" CJ t = O. Consequently, 13 = I and 
the kink or step kinetics do not moa~fy the overall process. If, 
however, the exchange of ada toms between adsorbed layer and step 
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is not rapid enough, i.e., if T t ~ T , the concentration of growth 
units entering the step will re&ain a~ove the step equilibrium value 
and S < 1. Such a retardation can result from adsorbed impurities 
that "poison" kinks, desolvation processes, or "steric hindrance" 
in the case of atomically complex growth units. Note that, possibly, 
the inc~r~~ratiou ~fom the5~djacent terraces proceeds differently, 
i.e., S e ~ sr~g ,see. Note that in addition to an anisotropy 
in S which enters (29), orientation dependence of the growth flux 
J. can also originate from an anisotropic D and X . s s s 

111.2. Growth onto Steps of Specific Origin 

S d · z.' 56 . 1949 h crew 1-S ocat1-ons • FRANK suggested ~n t at a screw 
dislocation that intersects the surface of a crystal at riga6 angles 
leads to a spiraling step during growth or dissolution. BCF ex­
tended this concept to all dislocations with nonva~i~hing component 
of the Burgers vector b normal to the interface, (b'n ~ 0). The 
actual shape of the spiral presents a solution to the surface dif­
fusion field equation, possibly with S < 1. BCF assumed infinitely 
rapid incorporation at the steps (T t « T , i.e., S = I) and ne­
glected diffusion parallel to the s~eps. T~ey assumed that, under 
these conditions, a spiraling sequence of equidistant steps (see 
e.g., RS in Fig. I I not too close to the spiral's center) can be 
approximated by the Archimedian spiral (polar coordinates : r, 8) 

r = 2r 8 
c 

8 , (31 ) 

with r the radius of the critical 2D nucleus. The ledge free ener­
gy y' in (31) is typically assumed to be the same as for an unper­
turbed lattice. In reality one may expect that y' depends on the 
core strain energy of the dislocation. From (31) one obtains for 
the distance between steps (at low supersaturation ~n(1 + 0) ~ 0) 

X 
o 

2r [(e + 21T) - eJ 
c 41Tr 

c 
41Ty'a 
kBT 0 

(32) 

CABRERA and LEVIN~7 in a more detailed discussion, found that 58 
X = 19 r . (For a similar treatment of polygonized spirals see 
agd Sectign IV). Their paper is also noteworthy for its considera­
tion of the core energy of the screw dislocation. They predict for 
dissolution (evaporation, etc.) a critical ~~, beyond which the 
spiral should develop a macroscopic ~~llow core (etch pit), even 60 
in pure systems. CABRERA and COLEMAN and SUREK, POUND, and HIRTH 
pointed out that the flux of ada toms to the center o·f the spiral is 
somewhat reduced due to the competing fluxed to the neighboring arms 
of the spiral. In their quantitative discussions of this "back-
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stress" effect, they approximate the diffusion field with §9ncen­
tric circular step sinks and show that CABRERA and LEVIN's model 
gives too closely spaced steps, particularly at high supersatura­
tions. The partial ad hoc assumptions of these theories were cicum­
vented in a recent anal~rical theory of the surface diffusion pro­
blem by Van der EERDEN. His treatment yields a more complex X (a) 
but typically the distance between steps is considerably lar§9r~ahan 
the X -values predicted by the earlier back stress theories. ' 

o 

The overall growth rate normal to the interface, i.e., the 
product of sSgP density, step velocity Vo and step height d, is 
from (29-32) 

srlD n a 2 a1 
R 

s so - tanh 
X 2 °1 a (33) 

s 

with 

a1 X 
0 

a 2X 
(33a) 

s 

(a 1 = 2ny'a/kBTXs , see eq. (32)) and n = foa. A schematic plot of 
R(a), according to (33) is given in Fig. 13. 

R 

II II 

(Jerit. 
(J 

Fig. 1 3 : Schematic representation of R( a) from Be F surface diffu­
sion theory. 
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For high super saturations (a » al) (33) yields a linear growth 
law, R oc a. From (33a) one sees that this occurs when the distance 
between steps X becomes shorter than the mean diffusion paths X . 
Then, the diffu~ion fields of adjacent steps overlap, effectively 
offering high surface roughness, so any ada tom has a chance to find 
a kink. Consequently, as follows from (29-32), v becomes indepen­
dent of a; this makes R proportional to a, as inonormal growth. 

For a « aI, i.e., from (33a) for X »X, the diffusion 
fields of neighboring steps do not overl~p. Helice, a major fraction 
of adatoms has no chance of reaching a growth site during their re­
sidence time L • Instead, they reevap6rate from the surface. With 
both v and th~ step density I/X roughly proportional to a, one 
obtain~ R proportional 0 2 • This ~arabolic range falls below the 
extrapolated linear growth rate. 

If al of a system is low, due to a low y' and/or a large X , 
the parabolic part of R(O) can be shifted so close to the origiR 
that it falls below experimental resolution. On the other hand, 
the transition betw23n R oc 0 and R oc 0 2 is very gradual (for spe­
cific examples see ). Hence, if values for very Iowa's are lack­
ing , one may be tempted to interpret an extrapolated transition 
regime curve in terms of a 2D nucleation barrier (see "0 ." in 

cr~t 
Fig. 13, and the following section). 

a b 

Fig. 1 4 : Steps from interacting growth spirals. (a) Combination 
of growth spirals at grain boundary, after ref. 62. (b) Closed 
concentric loops originating at 2 screw dislocations of opposite 
sign (Frank-Read source) ; after ref. 63. 

It is possible that several closely-spaced screw dislocations 
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of the same sign cooperate in the formation of growth spirals. For 
instance, a combination as shown in Figure 14a can result at a grain 
boundary. As long as the total length of n dislocations, L, is 
small as compared to 4~r , the BCF law (33) holds with a new 
X ~ 4~r In, (32). Then,cthe combination of, dislocations can be 
m8deled ~ith a single sg~ral of "n-fold strength". For combinations 
with L » 4~r ,BENNEMA has shown that the surface diffusion mo­
del results ig a linear growth law. 

Closely spaced screw dislocations of opposite sign (Fig. 14b) 
can interact to form concentric ~losed loop steps similar to the 
step structure about a 2D nucleation center (LK in Fig. II). 

BCF have treated solution growth with a volume diffusion mo­
del (Section 111.3). BENNEMA, however, based on thorough experi­
ments and detailed discussions of the (desolvation) kinetics invol­
ved, concluded that solution growth will more typically proceed 
via ~ modified ~ZF6~urface diffusion mechanism. He obtained a growth 
law 1n the form ' 

<12 <1 
R C - tanh ~ (34) 

<11 (J , 

with 
k T 

C 13 c ~[ ~ A N exp(-~Gdeh/kBT)J , 
0 0 

and 

13 { I + 2coexp[!(- ~Gdeads - ~Gsdiff ] <11 -1 + 2~Gk· k) tanh -} , 1n <1 

where kBT/h is an atomic frequency factor, c is the equilibrium 
concentration in g/cm3 and N is the number 8f growth units per 
cm3 of solution. The physica~ meaning of the various activation 
barriers in S that a solvated building block must overcome on its 
way from the "unstirred adsorption layer" of thickness A to a step 
site, can be deduced from Fig. 15. The same arguments as for the 
discussion of the BCF law (33) apply for (34). A linear and para­
bolic law is obtained for,high and low supersaturation, respective­
ly. Due to the new, a-dependent S-term, however, the parabolic 
range does not simply "retard" the linear range as in the BCF sur­
face diffusion model. Similar to CHERNOV's volume diffusion curves 
(Section 111.3, Fig. 19), the linear range extrapolates to a finite 
<1 rather than through the origin. 

The BCF theory for monatomic systems has also6gegg extended 
to growth from binary vapors by TAKATA and OOKAWA. ' In the case 
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of incongruent vapors, the growth rate is governed by the minority 
component which ac ts as II growth uni t" • 

+ 
KINK 
SITE 

SURFACE ADSORPTION 
SITES 

1 
"VOLUME" 

SITE 

Fig. 1 5 : Schematized states of hydrated ions and associated poten­
tial barriers in surface diffusion model of solution growth. 
(m .. i .. k). After ref. 62. 

Edge disZocations. Until very recently, pure edge dislocations 
(b.ri = 0) were assumed to influence interface kinetics only during 
evaporation. Negatig, 78 nuclei, appearing as concentric loops of 
steps ("Lochkeime"),' see Fig. I I, form at the emergence point 
of dislocation lines. Evaporation from the strained, dislocated 
area (possibly involving higher impurity concentrations at the 
dislocation) appears energetically favored over evaporation of the 
structurally perfect parts of the low index faces. The inverse ef­
fect, persistent growth step formation at the outcrop of pure edge 
dislocations, was7~enerally assumed unlikely. However, in 1981 
BAUSER and STRUNK unambiguously established the growth promoting 
activity of edge dislocations on (001) GaAs surfaces. Growth hil­
locks, determined by optical interference contrast microscopy, were 
correlated with the location of pure edge dislocations, the charac­
ter of which was identified with double crystal topography. A qua­
litative discussion of the phenomenon, based on the fact that sur­
face stress energies at defects are of sarn720rder of magnitude as 
surface free energies, was given by FRANK. He expects that prefer­
red formation of surface nuclei at edge dislocations will only occur 
at higher supersaturations, approaching those values necessary for 
2D nucleation at dislocation-free surface locations. 
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Surface nucleation. Before lattice defects were recognized as 
potential step sources, it was assumed that growth onto close-packed 
faces could only occur through surface nucleation and consecutive 
spreading of solid 2D cluster~3 1~is mechanism was conceived in 
1921 by VOLMER and ESTERMANN. ' In their pioneering experiments 
with mercury, they found that a significant vapor supersaturation 
had to be exceeded in order to promote growth. Yet, at the same 
time, many systems were known that did not exhibit such a nuclea­
tion barrier. The resolution of this "classical dilemma" was one 
of the great merits of the BCF theory. Recognition of the numerous 
surface nucleation works was somewhat overshadowed by the rapid 
development and confirmation of this defect-centered model. However, 
the demand of modern solid state technology for defect-free mate­
rials has stimulated new interest in surface nucleation growth. 
Hence, the following summary is supplemented with a more detailed 
bibliography than the other sections. 

Surface nucleation growth theories can be grouped according 
to the relative time scales of nucleation and consecutive layer 
spreading. The most simple case occurs when the time between indi­
vidual nucleation events is much larger than the time required 
for a step to propagate oVer the crystal face. Quantitatively, this 
requies that I/JA » L/v , where J is the nucleation rate per unit 
area, and A and L, respegtively, are the area and largest diameter 
of the crystal face. Then, the growth rate is solely governed by 
the nucleation rate in the form 

R aJA, (35) 

i.e., the growth rate is proportional to the surface area. The 
kinetics of this cl~,sical mononuclear mono1~U~7 mechanism was 
developed by KOSSEL, STRANSKI and KAISCHEW, mostly based on 
the (001) face of a simpl~ cub~8 7gystal. The mo~t general treatso 
ment, dueSro BECKER and DORING,' has been refIned by KAISCHEW 
and HIRTH, utilizing the continuum approach to nucleation theory 
developed by FRENKEL and ZELDOVICH (see Chapter "Three Dimensi0fffl-!S2 
Nucleation"). The 2D nucleation rate density can be expressed as 

J (36) 

with N the concentration of adsorbed single molecules, D2* the 
rate o~ incorporation on single molecules into the peripheral sur­
face of. the critical 2D cluster, ~G2* the Gibbs free energy of for­
mation of the critical cluster, and f2 the Zeldovich factor, 
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(37) 

where n* is the number of molecules in the critical cluster, and 
y' the ledge free energy, assumed to be the same as for a macro-

. . * * . h scop~c terrace. S~nce 6G 2 and n strongly decrease w~t supersa-
turation, (36) and (37) reflect the fact that nucleation is very 
unlikely below a certain ("critical") value of supers~turation, but 
increases exponentially when this value is exceeded. Hence, for the 
mononuclear monolayer mechanism to prevail with typical step propa­
gation velocities, a very low supersaturation or, experimentally 
speaking, very' close control of 0 is required. 

At practical supersaturations, multinuclear growth is more li­
kely, unless the surface area is extremely small, since the nulcea­
tion rate (36, 37) increases with a much more readily than the la­
yer spreading rate (29, 30). Depending on the degree of the inequa­
lity, I/JA < L/v , a single layer may grow through concurrent nuclea­
tion, spreading ~nd collapse of a large number of clusters (multi­
nulcear monolayer growth), or, at higher supersaturation, several 
layers may grow simultaneously through nucleation and spreading on 
top of lower incomplete layers (multinuclear multil.ayer growth). 

Exact analyses of simultaneous nu§1eation and §4owth in a sin­
gle layer were put forth by KOLMOGOROV and AVRAMI, with later 
discussions in ref. 85. Approximate solutions for st3~~~6state mul-
tilevel deposition were derived by numerous workers. Transients 
from the initial flat interface to the steady-state multilevel 
"birth and spread" mode have been studied in refs. 89,90,94,97,98, 
108. Monte Carlo simulations of multinuclear growth are presented 
in refs. 95 and 99-105. 

The probability that a point on a layer becomes covered during 
a time interval 6t, is proportional to the density of clusters nu­
cleated during 6t, J6t, and to the area covered by spreading, Gv 26t 
where G is a geometrical factor for the specific cluster shape a~­
sumed. Hence, the term Jv 2 is common to all multinuclear growth 
models. The differences c8nsist in the specific idealized assump­
tions made for intra- and inter-layer kinetics. In general, an in­
complete layer reduces the birth and spreading rate of the follo­
wing layer. SOS restrictions as well as mean field approximations 
(MFA) have been used. The application of a MFA, i.e., the artifi­
cal introduction of "metastable states" (see Section 11.2), in a 
model that is to reveal true metastable states (nucleation barriers) 
does not appear meaningful. Other shortcomings of the models are 
pointed out in comparison with Monte-Carlo results below. 
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For the steady-state growth rate most multinuclear models 
yield 

R = Ca(Jv 2)1/3 
o ' 

(38) 

where the model-dependent constants C fall between 1.0 ~ C ~ 1.4. 
Note that the 1/3 power in (38) represents an increase in the nu­
cleation rate because of the smaller absolute value of the negative 
exponent in (36). Also, R is independent of the surface f06aro9sing 
the BCF notation introduced above, (38) can be rewritten ' 
for not too high supersaturations as 

with 

R Aa5/6 exp(-B/cr) 

A (27fC /3)1/3 2X C' la, 
o s 

C' = 8D n nIx 2. s so S 

(39) 

Here the concentration of adsorbed single atoms C is equal to N 
in (36), since the adsorption layer is assumed toObe in equilibr~um 
with the bulk nutrient, and y' is the ledge free energy per growth 
unit on the step. A corresponding8~impler formulation for growth 
from the melt is given by HILLIG. 

Comparison of predictions from 2D 2~c9~ation growth models 
with corresponding Monte Carlo results ' reveals some interes­
ting consequences of the simplifying model assumptions. At lower 
supersaturations the multinucleus theory tends to underestimate the. 
growth rate. This results from the highly regular cluster shapes 
(circular, square, etc.) employed in the theory. The MCS clusters 
possess considerably higher step roughness and, hence, can more 
readily incorporate adatoms. At higher supersaturations the theory 
tends to overestimate the growth rate (Fig. 16). This reflects the 
quasi-equilibrium assumption made for the concentration of adatoms. 
At high supersaturations, where the cluster density is also high, 
the inhibition of nucleation in the depletion zones close to the 
clusters becomes important. 

This effect is not accounted for in the nucleation theory. The 
importance of surface diffusion in the 2D nucleation growth 
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mechanism is well illustrated in Fig. 16. The symbols represent 
Mes results for different surface migration to evaporation ratios 
for an atomically smooth surface ($/kBT = 44' The solid curves were 
derived from a relation similar to (39) The trend is the same 
as for atomically rough surfaces (see Fig. 9); surface diffusion 
increases the growth rate. In contrast to rough surfaces, however, 
diffusion leads to the largest relative increases in R at the lower 
supersaturation values, where the clusters are widely spaced. 

Fig. 1 6 : Normalized growth rate 
vs ~~/kBT obtained from MCS (sym­
bols) and 2D nucleation theory 
(curves) on defect-free (001) sur­
face of simple cubic crystal 
($/kBT.= 4): Numbers indic~te sur­
face mlgratlon to evaporatl0n 
ratio. from ref. 2 by permission 
of Wiley and Sdns. 
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The models just discussed are concerned with homoepitaxial nu­
cleation and. growth, i.e., with systems in which the adsorption 
energy equals the nearest neighbor energy $ in the lattice of same 
composition. Ftl5t~ertcomplications arise i~Sheteroepitaxy, i.e., 
for $ d F ~ su s ra e= ~ . For in§tance , for the often met prac­
~icalac~se o~s~ads < ~s,.RASH~HI~V has sho~ that.at ~ower ~~, 
lnstead of the preferentlal hillng of the fust epl taual:. layer(s), 
multilivel clusters ("islands") grow that eventually coalesce. 

Other step sources. Besides dislocations and 2D clusters, other 
structural and morphological configurations have been recognized as 
sources for growth steps. 

d 109 h d h .. . h HAMILTON an SEIDENSTICKER ave propose t at tWlnnlng Wlt 
two or more twin planes permeating an interface, forms an inexhaus­
tible potential source for growth steps. These steps can nucleate 
in the reentrant corners which are formed by the intersection of 
low index faces on either side of the twin planes. 

For interfaces of structurally perfect crystal, CHALMERS 
and MARTIUS 110 have suggested a similar mechanism as folIos. Un­
less a crystal grows under quasi-equilibrium conditions, its macro­
habit (growth form) will deviate from the equilibrium form. The 
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crystal tends to adjust its habit to that of the growth driving 
temperature and/or concentration field. Consequently, the macros­
copically averaged orientation of part of the interface may not coin­
cide with those of closely packed planes. Under certain energetic 
conditions (Section VI) such "misoriented" interface parts are un­
stable and tend to break up into a "hill and valley" structure of 
low index faces (Fig. 17), thus lowering their surface free energy. 
The reentrant corners of such a structure form preferential sites 
for 1f10wth step "nucleation". Note that growth onto vicinal surfa-
ces is only a special case of growth onto a hill and valley struc-
ture in which the faces of the one orientation are only one atomic 
distance high. Hence, in order to remain stable during growth and 
not smoothen into a single low index plane, a vicinal surface also 
requires a chemical potential gradient normal to its average orien­
tation. 

Fig. 1 7 : Nutrient-solid interface with finite chemical potential 
gradient normal to its average orientation (dashed). Hill-and­
valley structure consisting of low index (low surface free energy) 
facets. 

Recent studies of the morphology of solid surfaces have revea­
led another possible mechanism for the perpetual formation of growth 
steps: surface reconstitution (see also the Chapter "Structure of 
Clean Surfaces"). Driven by a possible reduction in surface free 
energy, the surface layer(s) may form a new crystal structure, quite 
different from that of the bulk. Typically these superstructures 
have a lower atom density than corresponding planes in the bulk. 
Some of the excess atoms may return to the nutrient. Energetically, 
however, it is more likely that surface diffusion of excess atoms 
sets in, leading to the formation ofl?~llocks and ridges at which, 
in turn, growth steps can originate. The newly spread layer can 
either have the ideal surface structure and then give rise to new 
steps via "nucleation" of the superstructure, or steps may occur 
during the spreading. This will depend on the relative rates of 
spreading and reconstruction. Though there is considerable resem­
blance to the 2D nucleation mechanisms, the kinetics of step crea­
tion due to reconstitution is highly speculative at this point. 
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111.3. Volume Diffusion Controlled Layer Growth 

Growth rates in crystallization from solutions are typical146 
rather low. To account for this, BURTON, CABRERA and FRANK (BCF) 
assumed that surface diffusion of growth units is slow and incor­
poration rather proceeds via direct diffusion from the solution to 
kinks. BCF based their treatment on the ,following compound diffu­
sion field : hemispherical diffusion about each kink was assumed 
and matched at the distance Y (for notation see Section 111.1) to 
a semicylindrical field aboutOthe step. The individual semicylin­
drical diffusion fields of equidistant steps were matched at the 
radius X to a planar diffusion field which was thought to extend 
throughoSt the concentration boundary layer of width 0 parallel 
to the interface. Equating the three fluxes, BCF obtai~ed a relation 
between the bulk supersaturation, i.e., a at 0 , and the supersa­
turation at r = Y from the kink in the form c 

o 

a CY ) = a [I + o -

26a1f(o - X ) 
c 0 

X Y 
o 0 

26a X 
+ Y ,Q,n yO ] -1, (40) 

o 0 

Following BENNEMA,62 we have included here the kinetic coefficient 
6 to allow for slower kink kinetics (see the discussion after eq. 
(29». Assuming steps from growth spirals with th~6same properties 
as discussed for the surface diffusion model, BCF obtained for 
the growth rate of the volume diffu sion model 

R 
D C Qaa (Y ) 

v 0 0 

2Y r 
o c 

D C QkBTa 2 (y ) 
v 0 0 

2Y y' 
o 

(41 ) 

where D and C are the coefficient for bulk diffusion and the equi­
libriumvconcen~ration in the bulk solution, respectively. 

At low supersaturations, i.e., when the interstep distance X 
is large and, hence, comparable to the concentration boundary lay~r 
width cS , the logarithmic term in (40) dominates, giving rise to an 
approxigately linear relation between a(Y ) and a. Consequently 
R ~ a 2 is obtained. If, however, at high ~upersaturation, X «0 , 
the middle term in the right hand side of (40) dominates. TRen, die 
obtains on substitution of (40) into (41), employing (30) and (31) 
for X , R ~ a. This linear law, when extrapolated to Iowa's, passes 
throu~h the origin. Thus, the BCF volume and surface diffusion mo­
dels yield the same qualitative functional R(a) dependence. Note, 
however, that the transition between the linear and parabolic range 
should depend on the boundary layer width cS • 

c 
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CHERNOV, in his model of solution growth, I also neglected 
surface diffusion and assumed direct diffusion from the ,nutrient to 
steps, which were considered as linear continuous sinks for buil­
ding blocks (Fig. 18). This model leads also to a parabolic growth 
law at low G and a linear law at high G. 

c=co 

Fig. 1 8 : Diffusion field for solute to parallel steps in Chernov's 
volume diffusion modeJ., showing isoconcentration lines and flux 
lines. After ref. 1 . 

However, as indicated in Fig. 19., the linear regime does not . .. * extrapolate through the or~g~n. Both th~s extrapolated value G 
and the transition from R ~ G2 to R ~ G are expected to depend on 
o • 

c 

III.4. Combined Volume and Surface Diffusion 

Any interfacial growth kinetics theory requires knowledge of 
the concentration C. of building blocks in the nutrient layer from 
which "adsorption jkps" occur. The thickness of this layer, A, is 
of the order of a mean free path. As long as the kinetics on the 
interface are much slower than the transport kinetics to and through 
this layer, C. is approximately equal to the nutrient's bulk con­
cen~6at:ion Cb ~ Assuming a negligible "volume" transport impedance, 
BCF set the supersaturation in the adsorbed layer, G(x) in (24), 
far from a step equal to the bulk supersaturation. Similarly, in 
the 2D nucleation model, the concentration of adsorbed molecules, 



CRYSTAL GROWTH KINETICS 

N in (36) and C in (39), was taken equal to Cb • 
s 0 

Fig. 1 9 : Schematic plots of growth 
rate vs supersaturation obtained 
in Chernov's volume diffusion mo­
del for tID different concentra­
tion boundary layer width, 01 < 02' 
After ref. 1 • 

R 

(1* (1* 
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The transport in the bulk nutrient, however, may be slow. Also, 
the access to the adsorbed surface layer may be impeded by adsorbed 
impuri ties or solvent molecules. Consequently, the "volume" kine­
tics may become comparable to or slower than the surface kinetics; 
the assumption that Ci ~ Cb then becomes unrealistic. 

For a more realistic description of the growth-driving concen­
tration in the A-layer, one must simultaneously treat surface and 
volume transport. For instance, in a correspondingly modified step 
growth model, the exchange current J in (26) no longer originates 
from a fixed C. value (equal ot Cb iR the BCF treatment) but rather 
from C. 's whicfi depend on the locally varying J (see Fig. 12). The 

~ . n 
larger J , the more C. rops below Cb • 

n ~ 

Combined volume and surf'T~ 1i!fusion was treated by BENNEMX4 
and GILMER, GHEZ and CABRERA. ' Steps were again considered 
to be line sinks, reducing the transport problem to two dimensions 
(Fig. 20)r1§olutions were obtained to the low concentration appro-
ximations of the equation for diffusion on the surface (combined 
(25) and (26» and diffusion in the nutrient~ coupled by a conti­
nuity equation for J for the volume surface exchange process. 
Both groups assumed ¥hat the bulk value is attained at the outef13 
edge of an unstirred layer of width ° (Fig. 20). GILMER et al. c 
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allowed6!or variations of C. with the distance x from a step. 
BENNEMA assumed an x-inde~endent C., which greatly simplifies the 
solution of the problem. Physically,1 this is equivalent to putting 
the BCF model in series with a diffusion impedance layer of width 
o . The uniform C. obtained at y = A corresponds to the average, 

c . ;l 
macrOSCOP1C growtn rate R. 

Be ---- -------- C 
bulk 

-------------- Ci(x) 
x 

Fig. 20 : Definition sketch for 
parameters in combined volume 
and surface diffusion growth mo­
del. 

The governing parameter in the coupling equation between volume 
and surface diffusion fluxes is the "drift velocity" D /A with which 
solute molecules join the adsorbed surface layer. HerevD is the 
volume diffusion coefficient. The length A, which we hav~ qualita­
tively introduced before (see also (34»), is defined as 
A = AT d /T d'f ' with A the mean free path in the solute and T d'ff 
the re!a~atYok time for volume diffusion. The T d is the relaxXfion 
time (inverse jump frequency) for adsorption ju~p~. Thus A repre­
sents the distance through which solute molecules can diffuse du­
ring a T d . Note that only when T d equals T d'ff does A equal A. 

a sll f' bas 1 . V 1 . More.tYP1ca y, or :nstance ~5;Y13 deso vat10n react10n occurs at 
the 1nterface (T d = Td 1 ), T d > T d'ff and, conse-

1 • , a s eso vas v 1 quent y, H > A. 

The general solution of GILMER et al. 113 is rather complex. 
However, if the mean diffusion path on the surface, X , is short 
with respect to A, i.e., if b = X /A + 0, the solutio~ to the com­
bined volume and surface diffusio~ growth model simplifies to 

R a -G. riD {A + 0 
v a v c 

+AA 
s 

X 
o --+ 

X 2 
S 

X X 
[ 0 0 

A - coth(-) (42) 
2X 2X 

s s 

where a is the bulk supersaturation and A = aTk · k/ 2T d'ff is 
the pheXomenological coefficient describin~ the RiRetic~ ~f parti­
cle exchange between the step and the adsorbed surface layer. Each 
term in the denominator of (42) represents an impedance to R. The 
first term can be regarded as the impedance of the adsorption reac­
tion, the second term as the impedance of the unstirred layer, the 
third as the impedance for entering a step, and the fourth term as 
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the surface diffusion im~edance. GILMER et al. 113 have also shown 
that (42) is a good approximation for all systems in which b < 0.1, 
which, as discussed in 116, is typical for most solution growth 
situations. The functional behavior of (42) is very similar to that 
of the BCF relations (33) and (34). At low supersaturations Roc cr 2 
and at high supersaturation R oc cr • As in (34) the linear range dZes 
not extrapolate through the origiX. The slope of the curve is consi­
derably reduced with increasing values of 0 lA, i.e., with increa­
sing impedance from volume diffusion. For 0 7A + 0, (42) converges 
towards the BCF relations (33) or (3446 dep~nding on the specific 
kinetics involved. Bennema's solution· is equivalent to (42). This 
is to be expected since, with X /A + 0, the x-dependence of C. be-

s 1 
comes insignificant. 

The influence of volume diffusion on multinuclear multilayer 
growth is also outlined in ref. 113. 

IV. OTHER CONCEPTS 

The thermodynamics of irreversible processes I 17,118 is usually 
only applied to bulk phases. There one finds that, not too far from 
equilibrium, phenomenological equations hold in which the fluxes 
are set equal to the gradients !g the corresponding field multiplied 
by a transport coefficient. BCF have used the same approach for 
their surface diffusion model. A detailed discussion of the appli­
cability of irrevesible thermodynamics to interfaces, however, has 
been given only r.ecently (see refs. 119,120 and refef2~ces therein). 
On this basis, MULLER-KRUMBHAAR, BURKHARDT and KROLL have applied 
a generalized time-dependent Ginzburg-Landau theory to the descrip­
tion of the motion of an interface in an anisotropic medium. They 
obtained a generalized kinetic equation for crystal growth, which 
can, in principle, accommodate any anisotropy in the transport (dif­
fusion) coefficient and the growth-driving free energy gradient 
ledge free energy, chemical potential gradient including strain 
energy, etc.). With appropriate morphological formulations for these 
parameters, any growth mode can be described for which the growth 
rate varies continuously with ~~. This excludes nucleation growt~21 
modes because of the nucleation barrier. MULLER-KRUMBHAAR et al. 
have applied their phenomenological theory in particular to aniso­
tropic spiral growth. They found that spirals become polygonized, 
with the deviation from the round shape increasing with distance 
from the center, when the anisotropy in the surface diffusivity ex­
ceeds that of the ledge free energy. Diffusion along the steps, and 
increased temperatures (i.e., higher step roughness) counteract po­
lygonization. 

In all above models growth proceeds through the attachment 
of individual growth units. Recently, an alternative concept for 
growth from melts has been based on the dislocation model of the 
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liquid state. A melt is essentially considered as a crystal satura­
ted with dislocations. Melting occurs when the free energy of glide 
dislocation cores becomes negative. When this happens, dislocation 
cores are generated to fill the solid to capacity so that each atoms 
lies wi thin a dislocation core. The total l ~~slocation energy neces.­
sary to achieve this state has been shown to agree well with ob­
served heats of fusion .• A summary of the development of the disloca­
tion theory of melting, which has roots in works of BRAGG and 
SHOCKLEY, is given in ref. 123. The models to explain solidification 
in terms of a discontinuity i¥2~islocation density at the interface 
have been reviewed by KAMADA. In what is probably the physically 
most realistic model, dislocations are driven, in the free energy 
gradient that prevails under non-equilibrium conditions, across the 
interface, back into the melt. There, the eXGess conventration ani­
hilates, giving rise to the heat of solidification. Quantitative 
estimates of the maximum dislocation "segregation velocities," 
possible in such a model, agree well with observed maximum growth 
rates for dislocation-free metal crystals. Solidification rates if24 
excess of these values appear to lead to highly dislocated growth. 

Before closing this section, reference should be made to s~~5 
general kinetics arguments put forth by COE, BRICE and TANSLEY. 
All growth kinetics models discussed so far involve some thermal 
energy barriers; e.g., the activation energies for the adsorption 
jump to the solid, for surface diffusion, critical nucleus forma­
tion, step incorporation, etc. Traditionally, the probability of 
overcoming such a barrier is formulated in terms of Boltzmann 
statistics, i.e., the incorporation of molecules will have a _ea­
sonable chance of occurring only if their thermal energy, kBT iS13 
of the same order as the respective barrier height, ~E. COE et al. 
have pointed out that the incorporation kinetics can also be gover­
ned by a more complex statistical dependence that allows for "tun­
neling", i.e., for a significant transition probability even for 
kBT < ~E. In analogy to the behavior of Schottky barriers, these 
authors have derived a growth law in the form 

Q,n R A + B £n(l + a), (43) 

where A increases with temperature and B is only very weakly T­
dependent. The physical implicaticn of (43) is that above some su­
persaturation, all molecules in the nutrient (or in the adsorption 
layer) have a finite probability of incorporation. This probability, 
in turn, is a functi~25of the thermal energies of the molecules 
involved. COE et al. found several solution growth systems that 
seem to follow (43) much better than other growth laws. All these 
systems involved complex molecules, such as ethylene diamine tar­
trate, which face considerable steric hindrance before incorpora­
tion. 
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V. APPLICATIONS A~~ COMPARISON WITH EXPERIMENTS 

The literature on growth rate studies and direct morphologi­
cal evidence for certain growth mechanisms is too ext12give to be 
covered here. A detailed review will occur elsewhere. Hence, 
the rest of this paper is restricted to a critical discussion of 
the applicability of the above growth laws and some problems met 
when comparing to experimental findings. First, we discuss the va­
lidity of the current interface roughness concepts for predictions 
of the prevailing growth mode. Then we refer to select experimental 
investigations of some of the growth laws. 

V.1: Surface Roughness Criteria 

We have seen above that the prevalence of normal or lateral 
growth dep~nds on the atomic roughness of an interface. In recent 
years, considerable efforts have been made in the theoretical des­
cription of interface roughness and its correlation with macrosco­
pic, thermodynamic parameters of a system (for reviews see refs. 
5,14,15). To what extent can the current roughness theory be used 
to predict the growth mode for real systems? 

Probably the physically most realistic modeling of the roughe­
ning transition is obtained from Monte-Carlo simulation and low­
temperature series expansion works. For solid-vacuum interfaces of 
a Kossel crystal with SOS restriction (see Section 11.2) these 
analyses predict that the roughening temperature, TR and the latent 
heat of the phase transition (here sublimation), L, not too far 
from equilibrium are related by 

(44) 

. 126 127 
where the factor ~h ,as Introduced by JACKSON,' represents 
the ratio of the nu~er of first nearest neighbors in a complete mo­
nomolecular lattice plane parallel to the interface to the bulk 
coordination number. The ~ factor can also be interpreted as the 
ratio of the energy associatz~ with the bonds in that plane to the 
total crystalization energy. Note that for the sublimation of a 
Kossel crystal, L = 3¢ ,and for its (001) face, ~ = 2/3. Thus 
(44) can be reduced to S $ /kBTR ~ 1.6, as introduced in connection 
with Fig. 3. This value ~~ close to the roughening condition 
¢ s/kBTR = 1.76 deduced by BCF from the Onsager solution of the 
2:0 ISIng model. 

For most solid-vapor systems, (44) predicts TR's above the 
melting point, thus defying experimental determination of T . Cor­
respondingly, most solid-vapor interfaces exhibit strongly ~aceted 
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morphologies. Fortunately there are rotationally disordered molecu­
lar solids ("plastic crystals") which, due to their lower heat of 
sublimation and higher melting point than those of other (organic) 
crYf~Oh~32undergo the roughening transition distinctly below 
T . Quantitative determ~~ftions of T have so far been car-
r~ed out for only two systems. Both yiel§ed L/kBTR ~ 16. Even if 
one allows for the dynamic nature (i.e., off-equil~brium con~~2ion) 
of the experiments and the possible influence of impurities, it 
appears that the predicted TR's for solid-vapor interfaces are far 
too high. More experiments are needed to ascertain this point. 

I~ m115 g:owth one finds for.numef~~s pure materials2~ and 
eutect~cs w~th very few except~ons, that L/kBTR~ 2 (~n for­
tuitous agreeme~~7wt~g predictions of the mean-field single-layer 
roughness model ' ). Thus, the predicted T 's for solid-melt 
interfaces are considerably lower than those o~served. 

In solution growth there is also some morphological and kine­
tic evidence of roug~3~~f36faces occuring for certain solvent-
solute combinations. An actual transition from faceted to 
non-faceted growth with increasing temperature ~3' been observed in 
the crystallization of Zn from a Zn-In solvent. A quantitative 
interpretation of the roughening transition in solution growth is 
very diofficult due to the complexity resulting from the solute­
solvent interaction and possible adsorptio~lof the solvent on the 
interface, etc. BENNEMA and VAN DER EERDEN ~ have given a very de­
tailed, phenomenological discussion of this situation. Under highly 
idealized conditions their more general relations reduce to a modi­
fication of (44) for solution growth in the form 

(45) 

where L is the heat of fusion of the solute and X is the fraction 
of solute in the solution at equilibrium. The tre~a~ expressed by 
(45) have been confirmed in experiments w}3g biphenyl employing dif­
ferent solvents and, hence, solubilities. 

From the above one sees that the a-factor criterion for layer 
vs. normal (faceted vs. non-faceted) growth can supply valuable, 
semi-quantitative guidance within groups of materials. For quanti­
tative predictions of interface roughness, however, the underlying 
models, currently exclusively based on bulk properties, must be sup­
plemented with atomistic featu30s39fl~~e "interface phase" that 
forms between the bulk phases. ' , 

Before referring to some specific growth rate studies, two 
frequently met arguments concerning interface kinetics should be 
addressed : 
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I) In comparing the growth from various nutrients, a case is 
often made for a similarity between vap~24and solution growth. In 
contrast to melt growth, it is claimed, that both solutions and 
vapors represent a "dilute environment" for the "relevant" molecules 
(builiding blocks). Such analogies have led to the expectation 
that similar mechanisms prevail in growth from vapors and solutions. 
It is overlooked, however, that in practice solvents are chosen 
for their intimate interaction (solvation) with the solute, which 
results in the desired high solubility. Hence, the solute is not 
simply diluted, but strongly modified in its (interfacial) kine­
tics (see eq. (34)). With respect to its influence on the interface­
structure and the resulting surface roughness, an adsorbed concen­
trated solvent layer may in fact much closer resemble a melt than 
a vapor. Of course, there can be strong coordination between compo­
nents in vapors that suggest analogies to solution growth, but 
which differ from the "dilute environment" model. 

2) The anisotropic growth of crystals is often discussed in 
terms of the varying interface roughness of differently oriented 
parts of the interface. Based on the anisotropy factor ~ in the 
a-criterion (Eq. 44), it is claimed that in a given system the 
thermal interface roughness increases as ~ decreases, i.e., as a 
part of an interface takes on higher index orientations". This claim 
has been supported, for instance, with the observation of higher 
undercoolings necessary to drive thel~~me growth rate on off-facet 
parts of a germanium-melt interface. Theoretical support is ci­
ted from Monte-Carlo simulation (MCS) of growth rates on (III), 
(001) and (011) faces of the fa~e centered cubic lattice with nea-' 
rest neighbor interaction only. 

h b . d 139 hI' b As as een po~nte out before, suc conc us~ons can e 
conceptually erroneous. Off-facet or curved parts of a macroscopi­
cally faceted interface need not be atomically rough. The anisotropy 
factor ~ supplies only a geometrical argument void of the overall 
energetics of the system. If the surface free energy of the facets 
(cusps in Wulff's plot) is low enough, then (not too far from equi­
librium) even the "rounded" parts of an interface may aT4!:tally con­
sist of low-index terraces ("hill and valley" structure ). The 
size of the facets will depend, among other parameters, on the che­
mical potential gradient normal to the interface; for the dependence 
on temperature gradients see Ref. (41). From the foregoing discus- ., 
sion of growth kinetics, however, we know that as soon as the ter­
race width X becomes comparable to or larger than the mean surface 
diffusion leggth X , layer growth will prevail over normal growth. 
One should note th~t a representative range for X is 10-1000 A ! 
Herice, facet sizes below the resolution of ordina~y microscopy can 
result in layer growth and the lack of macroscopic facets does not 
necessarily imply high thermal roughness. 

The above mentioned observation of smaller growth-driving 
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gradients can readily be understood in terms of reentrant corners 
of a hill-and-valley morphology, which facilitate the formation of 
growth steps (Fig. 17). But what about the computer experiments 
that did not show faceting, in spite of the strong anisotropy in 
surface free energy inherent to the underlying Kossel-type lattice ? 
To answer this question one must consider the stability of a given 
macroscopic surfaceIW~!~43espect to faceting. This f4~blem has been 
analyzed by HERRING and MULLINS and SEKERKA; for a summa­
ry see Ref. 14. These. considerations show that the Kossel surfaces 
employed in the MCS growth studies are intrinsically fully faceted, 
namely on the length scale of their interaction forces : one inter­
atomic' distance ! Hence, there is no thermodynamic driving force 
for "macro-faceting". In addi tion to these equilibrium arguments, 
kinetic considerations show that for most systems with some singular 
faces of low thermal roughness, higher index faces with potentially 
higher thermal roughness will disappear from the growth f~~' This 
was well illustrated in a recent review by MUTAFTSCHIEV. 

V.2. Experimental Identification of Growth Mechanisms 

Normal growth. From the a-criterion we can expect high thermal 
interfac.e roughness, even on low index planes (the prerequis i te for 
overall normal growth) in melt growth of most metals and a few or­
ganic components. Corresponding reviews of melt growth have been 
given in refs. 21 and 146. Since metal melt mobilities are high 
(low Q in Eq. (4), (6), (8», very rapid growth rates (R = 5-50 
cm/secafor 1 degree undercooling) are predicted. In experimentr47 
with metal dendrites, such high velocities have been observed. 
With macroscopic crystals, however, heat transfer limitations typi­
cally occur before kinetics limitations. Or, correspondingly, at 
more reasonable R's, the driving underf~glt~§ ~55omes so small that 
it is difficult to measure accurately. ' , With systems of 
higher melt vicosity such as glass forming materials and some orga­
nic compounds, kinetically limited normal growth is more readily 
accessible. The validity of Wilson-Frenkel "linear" growth laws, 
including the reduction of R due to an increasing viscosity at .10-
wer.temperature~r r~gef4§ to be well estab~ishe? ~or low-a, high 
pur1ty systems. ' , The presence of 1mpur1t1es, however, can 
·lead to R(~~)'s that resemblf4gurface nucleation growth behavior in 
intrinsically low-a systems. 

The few known vapor-solid and solution-solid system with some 
evidence for rough interfaces were mentioned in Section V.I. No 
quantitative growth rate studies are yet available for these vapors 
systems. In solution growth of hexamethylenetetramine (.HMT), however, 
a linear growth law was found for crystallization from an aquous 
solution, whereas a BCF likr3Srowth law governed crystallization 
from an alcoholic solution. This behavior scales with low and 
high a-values, respectively, where, as mentioned above, the 
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assignment of absolute values meets conceptual difficulties. 24 

Layer groUJth. Growth by lateral propagation of steps on other­
wise atomically rather smooth interfaces is expected for all nu­
trient-solid systems with high ~-factors. This is, in general, ex­
perimentally well confirmed. 

For growth from the melt, faceted growth and corresponding 
BCF growth laws are typically observed above ~ = 2 (refs. 21,146). 
Quantitative studies of surface nucleation controlled growth rates 
from melts are rather scarce, due to several exper~mental difficul­
ties 

a) The limited purity of the materials with respect to parti­
cles that on incorporation can lead to spiral growth. (Note that 
the microfiltration of melts is much more diffioult than that of 
low temperature solutions}. 

b) The low critical shear stress of materials at high tempera­
tures allows also for ready dislocation formation during growth. 

I 
c) Heat flow can control the growth rate. CHERNOV, has treated 

the heat tranfer from steps to the melt in a similar manner as for 
solute volume diffusion discussed in Section 111.3. His analysis 
suggests that heat tranfer control of the growth process will simu­
late a R ~ 6T dependence, irrespective of the actual growth mecha­
nism, unless the material has a high thermal conductivity and a 
narrow thermal boundary layer is maintained at the interface. 

Probably the best characterized rate studies of layer growth 
have been performed in crystallizati?~lffg~ solutions. Beginning 
with F8! P~~gr58ing .work of BENNEMA~ .' a larg~ body of re-
suIts' has accumulated, g1v1ng strong eV1dence that growth 
from many solutions follows the modified surface diffusion BCF re­
lation (34). (See also the Chapters on "Aqueous and Non-aqueous 
Solution Growth".) Besides this functional agreement, more support 
for desolva~~on as the rate limiting step co1f~§ from kinetics con-
siderations and experimental observations. The complexity of 
the interfacial kinetics in solution growth becomes particularly 
apparent inl~~ew of the strong habit dependence on the pH-value of 
a solution. Direct volume diffusion to steps can be excluded 
when the growth rate shows little response to changes in the inter­
facial fluid dynamic conditions, i.e., in 0 in (41). It appears 
that the combined volume and surface diffusion model (Section 111.4) 
gives the ~35t fit for growth rate data obtained for HMT in alcoholic 
solutions. The deformation of BCF-like growth rate curves due to 
volume diffusion resistance makes a clear distinction from 2D nuclea­
tion behavior difficult. An)gBtimum experimental approach to this 
problem has been discussed. 
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The closest control of supersaturation and interface morpholo­
gy inl~?lY6~on growth has been obtained with electrocrystalliza-
tion. ' Both mononuclear monolayer and multinuclear multilayer 
growth have been elegantly confirmed in these investigations (see 
also the Chapter rrElectrocrys tall ization") . Good agreement with 
2D nu7leation curves hasl07s?6~eTg4obtained in more conventional 
solut~on growth systems. ' , 

Vapor growth systems were long considered as ideally suited 
for growth kinetics studies. Particularly in the early days of 
crystal growth modeling it was thought that vapor-solid systems most 
closely matched the idealized assumptions in the theoretical descrip­
tion .. These early hopes have not materialized. Numerous revealing 
results have been obtained for the growth and etching kinetics on 
a molecular level; see the Chapter "Studies of Surface Morphology 
on an Atomic Scale". Well-defined macroscopic .growth rate studies, 
however, are very scarce. There are several reasons for this: a) 
The volume transport phenomena that prevail in real, impure and 
incongruent vapor systems proved to be much more complex than anti­
cipated based on the idealized concepts; b) Exact control of the 
nutrient composition is difficult. In particular, at low supersa­
turations, the residual gas pressure in a system can readily become 
comparable to the II sol ute" partial pressure. c) The actual surface 
temperature and, thus, 0, is difficult to determine. The latent 
heats involved in vapor-solid transitions are typically much higher 
than in solidification. Hence, the interface temperatures of source 
and crystal must be measured directly. Quantitative values of 0 de­
duced from bulk temperatures, in pa rticular at significant growth 
rates, are not too meaningful. Unfortunately, this limitation applies 
to all bulk vapor growth rate studies known to this author. Quali­
tatively, good agreemenf6~ifg8BCF-type R(O) curves has been obtai­
ned by several workers. A quantitative comparison, however, 
will have to wait for better defined experiments, including care-

'''(ul characterization of the vapor composi tion • .... 

VI. CONCLUSIONS 

The modeling of crystal growth kinetics has reached an impres­
sive level of sophistication and supplies valuable, semi-quantitative 
insight. Quantitative modeling will require more realistic (i.e., 
theCilretically more difficult to handle) input on the actual struc­
ture of the interacting solid and nutrient "layers". 

Basically different growth mechanisms can result in the same 
type of growth rate curve, R(~~). Linear behavior at low supersa­
turations, for instance, can be expected from (a) normal growth; 
(b) layer growth onto steps from a group of screw dislocations of 
a certain spacing (Fig. 14); and (c) layer growth onto steps that 
originate in closely spaced reentrant angles of a hill-and-valley 
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surface (Fig. 17). Hence, the analytical form of R(~~) alone can 
seldom give unambiguous proof of a specific growth mechanism. ~hough 
the predicted magnitudes for R differ distinctly between models, a 
quantitative comparison is troublesome because of the large prac­
tical uncertainties in some of the governing parameters (ledge free 
energy, concentration of adatoms, influence of impurities, etc.). 
Therefore, supplementary insight on the interfacial kinetics and 
morphology and, if applicable, the fluid dynamics of the process 
is needed for conclusive results. 

Well defined growth kinetics experiments have become available 
for melt and solution systems. In vapor growth, however, quantita­
tiye work is badly needed. 
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PHYSISORPTION STRUCTURES AND INTERACTIONS 

ABSTRACT 

M.B. WEBB and L.W. BRUCH 

Departement of Physics, 
University of Wisconsin, 
Madison, 
WI 53706, U.S.A. 

We survey simple inert gas adsorption emphasizing surfaces 
where registry forces play an unimportant role. Such systems allow 
a detailed analysis of the structural and thermodynamic properties 
in terms of adatom-adatom and adatom-substrate interactions. We 
discuss the experimental techniques, primarily those giving struc­
tural information. Comparison of these data with results of statis­
tical mechanical models allows quantitative assessment of the con­
tributions to the interactions. 

I. INTRODUCTION 

Physisorption refers to those cases where gas atoms adhere 
to surfaces because of weak van der Waals or dispersion f~rces 
rather than because of the formation of primary chemical bonds. 
The latter case is referred to as chemisorption. There is no sharp 
division between the two cases, but the typical energy scales are 
tenths of an eV in the former and up to a few eV in the latter case. 
This difference means that both the experimental and theoretical 
approaches are quite different. 

Physisorption is a very large topic, exciting from many points 
of view, and here we can deal with only a small part of the subject. 
Our emphasis will be on the simplest systems and on those techniques 
which give microscopic information. We will discuss in some detail 
the results of such experiments for inert gases adsorbed on smooth 
surfaces and then how these data can be analyzed in terms of ther­
modynamics and statistical mechanics to leaLn about the interactions 
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between the ada toms within the film and between the adatoms and 
the substrate. We hope to show some of the separate effects of the 
modification t'if the interatomic interactions by the substrate and 
of the dimensionality. 

The study of physisorption has a long history which we won't 
attempt to review. In earlier times there were challenges to the­
orists to understand and calculate the weak forces between atoms 
and between atoms and surfaces which arise from the correlated 
instantaneous moments ; there were questions of formulating ther­
modynamics for strongly nonuniform systems ; and there were pro­
blems of devising microscopic models which would account for the 
wide variety of adsorption isotherms. Experimentally most work 
was on finely divided adsorbents of high specific surface area and 
most measurements were of macroscopic thermodynamic properties. 
There was considerable technological interest in using physisorp­
tion to estimate surface area and fh~s~sorption was important in 
many aspects of vacuum technology. ' , 

A period of renewed interest and progress began roughly a 
decade ago stimulated by both the demonstration that v~r~ogs7pre­
parations of graphite provided very uniform substrates ' " and 
by the devel§pment and application of current techniques of sur­
face science which allowed studies on well characterized single 
crystal surfaces. These developments reduced the extrinsic effects 
of heterogeneities and finite sizes. Surface thermodynamic methods 
such as measurements of adsorption isotherms and specific heats 
allow the identification of gas, liquid and both commensurate and 
incommensurate solid two dimensional phases and the characteriza­
tion of the transitions among them. Field emission microscopy 
early demonstrated sensitivity of t§elBdsorption to the crystallo­
graphic orientation of the surface. ' 8 ~tff2aT3i~~ ~! low-energy 
electr~%sl;rom single TsYstal surfaces' , , , , and of neu­
trons ' and x-rays from high specific area samples give de­
tailed structural and phase transition information. Atomic scat­
tering and diffraction give information about the at~W-2tlbstrate 
potential and its variation along the surface plane.' Measure-
ments2~f2~ relaxation times give information on atom mobili­
ties. ' The electr~ntz strncture is investigated by cont2§t 
potential difference~4' ,angularly resolved photoemission and 
surface reflectance. The combination of these experimental de­
velopments now gives microscopic as well as thermodynamic informa~ 
tion making possible a close and definite connection with quantum 
mechanical and statistical mechanical analyses. 

In addition,theoretical questions arose concerning "2D phy­
sicsIl2~h~gh21f.l¥8conveniently be approached in physisorption sys'­
terns. ' , , These include the possibility and nature of long 
range order in two dimensions; the related question of the nature 
of 2D melting; the commensurate-inconmensurate transitions and the 
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influence of registry forces generally; the critical behavior in 
2D and the associated symmetry requirements. Thus physisorption 
presents opportunities to approach a number of interesting funda­
mental problems. 

Further, studying these weak adsorption systems should be 
useful in understanding some features of the closely related chemi­
sorption problem. Because of the weak atom-substrate interaction 
it is convenient to observe the system in equilibrium with 3D gas 
which then specifies the adsorbate chemical potential. This is 
generally not possible in chemisorbed systems. Also the adatom­
adatom interaction energies are a larger part of the total energy 
and so can be studied in considerable detail. While the intralayer 
interactions in the chemisorption case are certainly more compli­
cated than the dispersion-like forces, their magnitudes, inferred 
from phase diagr~s30are of the same order of magnitude as in phy­
sisorbed systems ' and so a detailed understanding must take in­
to account those contributions which are dominant in physisorption 
but also present in chemisorption. 

Finally, again because of the weak interactions, one is con-· 
fident that the physisorbed atom perturbs the substrate much less 
than in the chemisorbed case. This makes the process simpler to 
understand, but it also provides the possibility of using physisor­
ption as a probe of the a~sorb7nt 3~r~2ce properties and there is 
increasing work in this d~rect~on. ' 

From all this it is clear that we can deal with only a small 
part of the topic in the time and spaca availa~le. Earliey work 
has been reviewed in excellent books by STEELE and DASH. Much 
of the current work is covered in Conference proceedings of refe­
rences 26,27,28. Prof. DOMANY will discuss phase transitions, cri­
tical phenomena and long range order and other theoretical topics 
in these proceedings. 

The struc~ure of physisorbed layers depends on both the 
adatom-adatom interactions and the periodic component of the in­
teraction of a single atom with the substrate. Effects of the lat­
ter are manifested in the occurence of commensurate overlayer struc­
tures and in the orientational alignment ·of the overlayer with the 
substrate. These effects have been extensively studied in the ad­
sor~3ion ~G iney§ ga~~s3~n38raphite'3Eor all the inert gases . 
(He ,Ne ,Ar ,Kr ' , ,and Xe ) one or both of these reg1s­
try effects are observed. At the expense of slighting this extensive 
and interesting work, we will emphasize cases where the registry 
forces are unimportant. We further will emphasize the more micros­
copic information, primarily structural, that has recently become 
available. Such simple systems afford the clearest opportunity for 
comparisons of detailed theory of the interactions and the statis­
tical mechanics of the 2D submonolayer, monolayer and multilayer 
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films. While the simple systems do not display the richness of 
phenomena arising from the registry forces, the topics we do con­
sider illustrate the potential of the techniques and serve as an 
introductory background for considering more complicated aspects 
-- both those already being investigated and those yet to be dis­
covered. 

II. EXPERIMENTS AND MEASURED QUANTITIES. 

11.1. Thermodynamic Measurements 

One of the most common experiments in physisorption studies is 
the measurement of adsorption isotherms,i.e., the quantity of gas ad­
sorbed, a,as a function of 3D gas pressure at constant temperature. 
For simple gases on uniform substrates such isotherms often display 
a series of sharp steps, i.e., risers, indicating nearly disconti­
nuous. increases in a, separated by treads where a rises only slow­
ly with pressure. The risers indicate coexisting phases. The ri­
sers are first order transitions from a phase of smaller to one 
of larger density. During the transition,the chemical potential 
and thus the pressure are independent of total e. The riser&. indi­
cate the adsorption of successive monolayers,each of which has 
nearly distinct thermodynamic properties because of their diffe­
rent holding potential to the substrate. The spacing of pressures 
at which the steps occur is related to the shape 0~7the atom-sub­
strate potential, a point we will return to later. 
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Fig. 1 : Isotherms ~or the adsorption o~ Xe on ex~oliated graphite 
in the region o~ the ~irst monolayer. (1) 101.0 K; (2) 105.6K; (3) 
108.8 K; (4) 112.6 K; (5) 114.8 K; (6) 115.9 K; (7) 116.6 K; (8) 
117.6 K; (9) 118.1. Reprinted ~rom THOMY and DUVAL, ref. 6. 
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Fig. 1 shows in more detail a small portion of isotherms near the 
submonolayer region, i.e. the firgt layer step, for Xe on graphite 
from the work of THOMY and DUVAL. It shows that for isotherms at 
temperatures below some critical temperature there are two vertical 
risers before completion of the monolayer. By analogy to 3D systems, 
this suggests the sequence of 2D gas,2D liquid, and 2D solid phases. 
Boundaries of two-p~ase regions are indicated by dashed lines; the 
2D triple point and gas-liquid critical point are evident. Heats 
of adsorption are obtained from pressures for corresponding points 
on different isotherms. Experiments such as these stimulated a 
great deal of subsequent work. 

Heat capacity measurements, pion~ered by DASH and coworkers~33 
are a second common thermodynamic measurement. The measurements, 
made as a function of temperature, show characteristic signatures 
for various phase transitions. Because of the trajectory in the 
phase diagram, essentially at constant e, specific heat measure­
ments are particularly convenient for locating triple lines and cri­
tical points and characterizing the nature of transitions. The 
temperature dependence in a single phase probes the thermal exci­
tations of the phase. For an ideal 2D gas, for example, the sp~ci­
fic heat C equals Nk independent of T; deviations from this value 
probe the non-ideali~y of the gas due to interatomic interactions 
and the atomic band structure of the atoms as they move in the pe­
riodic substrate potential. In the 2D incommensurate solid the low 
temperature specific heat varies as T2 in the manner of a 2D Debye 
solid. 

A particularly beautiful example of a specific heat study is 
illustrated in Fig. 2 which shows Z5n70~3s3~f C/NkB on the e, T 
plane for He4 adsorbed on grafoil. " , 

Fig. 2 : Contours of constant spe­
cific heat for 4He adsorbed on 
Grafoil in the density-temperature 
plane. The upper left reglon cor­
responds to an incommensurate 
solid. For a-I ~ 6.2 nm-2 and 
T i\S 3 K, the atoms form a 
~x ~phase in registry with 
the hexagonal substrate. The 
second layer starts forming at 
approximately 11 atoms nm-2 • 

Reprinted from ELGIN and GOOD­
STEIN, ref. 38. 

T (KI 
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From these data and from vapor pressure measurements a very complete 
thermo'dynamic characterization of this system has been constructed. 
This same system has been studied by He atomic beam scattering. 
Selective adsorption in the scattering gives the energies of the 
first several vibrational levels for motion normal to the surface. 
Dispersion in the selective adsorption as a function of the mamen-' 
tum parallel to the surface gives the matrix elements in the band 
structure of the atoms moving in the periodic potential along the 
surface. It is then possible to determine the gas-substrate poten­
tial and to calculate the specific heat of the 2D gas phase. The 
results agree well with the data of Fig. 2. 

11.2. Structural measurements 

From thermod)Tfiamic measurements the existence and several pro­
perties of the monolayer phases can be deduced. Verification of 
these identifications and much additional information is available 
from techniques giving microcoscopic structural information. Scat­
tering experiments using atoms, neutrons, x-rays and electrons 
have recently given a wealth of such information. Low energy 
electron diffraction is the most common and historically the ear -
liest of these and we will discuss itl}n mast detail. Howeverl~e 
begin with a brief account of neutron and x-ray diffraction 
studies which, like the thermodynamic measurements, must use samples 
of high specific area. 

As for bulk studies, thermal neutron diffraction has many 
desirable features. X-ray and electron diffraction determine the 
pair correlation function, G(r), whereas with thermal neutrons the 
dynamical pair correlation function G(r,t) can be determined. For 
structural studies several light atoms-may be located more readily 
than with electrons or X-rays because of their nuclear coherent 
cross sections. Since,for the appropriate de Broglie wavelengths 
the neutron energy is a few tens of meV, the energy lost or gained 
in the coherent inelastic scattering can be resolved readily and 
the phonon dispersion curves hw vs q can be mapped directly. Hy­
drogen has a large incoherent cross section so the vibrational 39 
spectra of hydrogen containing adsorbed molecules can be studied. 
Because of the neutr~8 moment there is diffraction from ordered 
magnetic overlayers. 

For structural studies which depend only on the elastic cohe­
rent scattering, x-rays can also be used. For similar experimental 
resolution, incident x-ray fluxes using rotating anode or synchro­
ton sources can be many orders of magnitude larger than the corres­
ponding neutron fluxes but the illuminated volume of the sample is 
much smaller. X-rays are most suitable for high Z elements since 
the atomic scattering factor is proportional to Z2. X-rayexperi­
ments give neither inelastic nor magnetic data. Information about 
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thermal vibrations is available from the Debye-Waller factors. 

Neutron and x-ray scattering cross sections are small and theIr 
diffraction is not "surface sensitive". The experiments require 
substrates of high specific area which limits the applicability. 
The common substrate has been some form of graphite. The use of 
such substrates has two important consequences. 

First the sample consists of basal plane flakes with a rather 
narrow angular distribution of their c-axes but with random orien~ 
tation about this axis. The reciprocal lattice of the 2D overlayer 
consists of reciprocal lattice rods. (There is no periodicity nor­
mal to the plane and so there is no third Laue condition.) The 
diffraction ge(!)metry for two of the flakes is illustrated in Fig. 3. 

Fig. 3 : Diffraction geometry in 
reciprocai space for two flakes, 
one oriented parallel to the 
scattering plane and the other 
tilted through an angle y • 
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The scattering plane is parallel with the nominal basal plane of 
the flakes. Q is the diffraction vector equal to k - ko where k 
and ko are wave vectors of the diffracted and incident beams res­
pectively. For a flake whose c axis is inclined by an angle y, the 
(10) reflection will occur at ~ = ~ k/cosY. This gives a diffrac­
tion peak which has a saw-tooth shape. The sharp rise with increa­
sing S or scattering angle is governed by the instrumental resolu­
tionand the physical broadening of the reflection from a typical 
flake. The physical broadening is primarily due to the finite co­
herence length, L, of the overlayer. The slower fall at larger 
angles is governed by the distribution in tilt angles, P(y). The 
observed line shape is then fit by model parameters giving infor­
mation about L, P(y), and the overlayer lattice parameter. 

A second consequence of a high specific area sample is a large 
substrate background scattering. Fortunately, the basal plane lattice 
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parameter of graphit~ is smaller than that of the inert gas over­
layer so that the desired overlayer diffraction appears inside the 
nearest (hkO) substrate reflection. There remains background from 
the (002) reflections from those substrate flakes whose c-axis hap­
pens to lie near the scattering plane and from diffuse scattering 
from imperfections. For x-rays there is also a background from the 
thermal diffuse scattering which in a neutron experiment could be 
eliminated by energy analysis. The background problems can be 
reduced by using the most uniform substrates and best instrumental 
resolution so that a narrower signal competes with background in 
a smaller window, 

The small scattering cross sections, while forcing the use of 
high specific area samples, provide at least two advantages compa­
red to electron diffraction. First,the experiments can be made at 
high 3D gas pressures making more of the phase diagram accessible. 
Second, these probes will not disturb the adsorbed film. 

KJEMS et al. 16 did the first neutron diffraction study of a 
physisorbed system - N2 adsorbed on grafoil. Since then experiments 
have been done exploiting each of the advantag" mentioned above. 
The neutron work has been reviewed by NIELSEN. Here we show one 
example of the neutron studies illustrating their unique ability 
to investigate the phonons in the 2D monolayer solid. 
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Fig. 4 : Inelastic neutron spec­
tra from Ar monolayers on Grafoil. 
T = 5 K. ~ is parallel to the 
plane of the Grafoil discs. Top 
panels are the data ; bottom pa­
nels are computed spectra. From 
ref. 39 . 

Fig. 4 illustrates the scattering from the incommensurate Ar solid 
monolayer 3§ a function of energy transfer at two fixed momentum 
transfers. R lies in the nominal basal plane. For the ~owder ave­
rage, one measures ~E as a function of the magnitude of Iql rather 
than phonon wave vector q. The bottom panels are the theoretical 
expectations from calculations of the lattice dynamics of the mono­
layer using Lennard-Jones interaction parameters appropriate for 
Ar. The peaks at 3 meV and 5.5 meV are due to the longitudinal and 
transverse zone-boundary phonons. For diffraction geometry with 
R normal to the c-axis one sees the Einstein-like oscillator modes 
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with vibrations normal to the surface. The effects of coupling 
between the vibrations of the Ar and the graphite, not included 
in these calculations, have been considered in ref. 41. 

As an example of structura!2studies we cite the x-ray diffrac­
tion results of HAMMONDS et al. for Xe adsorption on ZYX exfolia­
ted graphite and show diffraction angular profiles in Fig. 5. 
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Fig. 5 : X-ray scans of the 
Xe ( 10) peak region with the 
graphite background subtracted. 
The Xe coverage is ~ixed at 
0.72 monolayers. The solid lines 
are theoretical fits to the data. 
From ref. 42. 

These panels show the Xe(10) diffraction profiles at three tempe­
ratures near the 2D triple point. The data are for a fixed total 
coverage of 0.72 monolayers. The lower panel shows the liquid dif­
fraction with a Lorentzian line shape. On cooling to 97 K there is 
an abrupt change to a solid diffraction line shape. Xe forms a 
hexagonal close packed incommensurate 2D solid phase at these tem­
peratures. Such a first order transition is seen for all smaller 
total coverages. For higher total coverage one sees either mixed 
liquid and solid or all solid diffraction confirming the existence 
of the6triple point in the phase diagram obtained by THOMY and 
DUVAL. The solid diffraction peaks wpre theoretically fit assu­
ming an average particle size of 500 K and a mosaic spread of 28°. 
The Xe interatomic separation at 80 K is 4.538 ± 002 A in agree-43 
ment with more precise than earlier measurement by VENABLES et al. 
using high energy electron diffraction. It was shown further that 
the Xe second layer atoms sit in the centers of the triangles for­
med by first layer atoms, as would be expected. 



374 M. B. WEBB AND L. W. BRUCH 

Though beyond the limited scope of this discussion, the Kr 
commensurate-incommensurate transition has been studied in oonsi­
derable detail using x-rays from a synchrotron4~ource which allows 
considerably improved instrumental resolution. 

The earliest direct structural information about physisorbed 
films was from low-energy electron diffracgion experiments. The 
pioneering work was by LANDER and MORRISON who sU:11yed a variety 
of gases adsorbed on basal plane graph\~e. PALMBERG studied Xe 
adsorption on Pd(IOO). CHESTERS et al. studiT~ t~ert gases on 
several metal surfaces. FAIN and collaborators ' have done a 
number of studies including the first observation of the commensu­
rate-incommensurate transition for Kr and of the orientational 
ordering of the inc~~nsurate Ar monolayer on graphite. Recently 
CALISTI and SUZANNE have observed the orientational ordering of 
Ne on graphite. 

Here we first make some general comments about LEED and then 
later illustrate its capability by s~gw£gg results for inert gas 
adsorption on smooth metal surfaces. ' 

The scattering cross section of electrons in the range from 
a few tens to several hundred eV are comparable to the atomic 
geometrical cross section and so the mean free path in condensed 
matter is the order of a few Angstroms. Therefore, the diffraction 
is surface sensitive; the scattered amplitude from a full adsorbed 
monolayer is roughly equal to the amplitude scattered by the entire 
substrate. This allows using single crystal substrates of essential­
ly any material compatible with the vacuum requirements. 

Very importantly, low energy electron diffraction is a power­
ful tool to characterize the substrate prior to adsorption. With 
present diffractometers the substra~7 diffraction profile all~~s 
the determination of step densities and other imperfections and 
the extent of the long range order if it is less than about 1000 .lL 
The same apparatus allows for Auger analysis of surface composition 
and relative work function measurements. 

Because of the strong interactions,multiple scattering or 
dynamic diffraction effects are important,making a complete LEED 
analysis complicated in general. This, however, is generally not 
a serious problem in physisorption studies. First, there is very 
little multiple scattering within the monolayer because the atomic 
scattering factor is peaked in the forward direction. Second, de­
termination of the lateral periodicity depends only on the conser­
vation of momentum to within a surface reciprocal lattice vector, 
no matter how complicated the scattering may be. Dynamic scattering 
is a more serious problem when determining the structure normal to 
the surface or when dealing with structures such as adsorbed mole­
cules with more than one atom per surface unit cell. 
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Presently lattice constants parallel to the surface can be deter­
mined to somewhat better than 0.01 ! in careful experiments and 13~9 
the overlayer substrate spacing can be determined to about 0.1 !. 

Since generally LEED is used in nearly backscattering geome­
try, there is a large component of the diffraction vector normal 
to the surface. Thus LEED is sensitive primarily to the thermal 
vibrations perpendicular to the surface. The Debye-Waller factor 
and thermal diffuse scattering are easily observed, but dynamic 
diffraction and the finite penetration make the lattice dynamic 
information available from LEED considerably less complete and 
precise than that from neutron diffraction. 

The same strong interactions which limit the mean free path 
can also cause desorptigo by the incident beam, particularly for 
the lighter adsorbates. One avoids serious difficul ties either 
by using very small incident currents and correspondingly sensitive 
detectors or by doing experiments at 3D gas pressures and tempera­
tures where the beam desorption is negligible compared to the ther­
mal desorption rate at equilibrium. A limitation of LEED is the 
maximum 3D pressure which can be tolerated because of electron 
scattering in the gas phase. This limit can b~9minimized by using 
a collimated gas flux incident on the sample. Still,the practical 
limit to the effective pressure is less than perhaps 10-3 torr, and 
generally speaking this limits studies to the solid and dilute 2D 
gas phases below the triple and critical points. In our view this 
is the most serious limitation of the technique. 

11.3. Inert Gases on Ag(lll) 

As an example of the use of the technique and the information 
which can be obtained we discuss a LEED study of the inert gases 
on the close-packed Ag(1 1 I) surface. Later we will use these results 
to discuss the intralayer interactions between the adatoms. Though 
the studies have been d01f3 E~r5te, Kr and Ar, we illustrate them 
mainly with the Xe data. ' , 

In these experiments the scattered electrons were detected 
and energy analyzed in a small aperture moveable Faraday collector. 
A collimated gas beam directed at the sample was used to expose 
the surface either to reproducible doses or to an accurately cons­
tant flux; gas atoms either not sticking or thermally desorbed were 
cryopumped away before they could return to the surface. 

The close-packed (1 I I) surface of the fcc Ag substrate gives 
a hexagonal array of diffraction beams. The substrate diffraction 
showed that the average separation between surface steps was greater 
than 1000 !. When the surface was at temperatures between 10 and 
50 K and was exposed to small Xe gas doses, a radially sharp ring 
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ef diffracted intensity develeped. This indicates the grewth ef 
islands ef incemmensurate 2D selid with randem azimuthal erienta­
tio.n and with leng range erder within the islands extending at 
least 500 !. If this film is annealed at abeut 55 K the ring cea­
lesces into. a hexago.nal array aligned with the substrate beams. The 
alignment fellewing this recrystallizatien is theught to. be due to. 
surface steps which reflect the substrate erientatien and is net 
an intrinsic pro.perty. This is suggested by the differences in 
annealing kinetics en different substrate preparatiens. The align­
ment is in fact 30° away frem that which wo.uld be expected frem 
registry ferces. In all the experiments there is no. evidence ef 
registry ferces, so. the adserptien appears to. be en a smeo.th uni­
ferm dielectric centinuum. Fig. 6 illustrates the diffractien 
pattern and the angular prefile of the diffracted intensity. 
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Fig. 6 : At the top is a schematic representation of a segment of 
the diffraction pattern from Xe covered Ag. Shown are the (00) and 
the Ag and Xe first order diffraction beams along with multiple 
scattering beams which arise from the seQuential scattering from Ag 
and Xe. At the bottom are data showing the current measured by the 
Faraday collector as it moved along the dashed line shown in the 
diffraction pattern. The data are for a standard unconstrained mono­
layer at T = 25K and an electron energy of 468 e V. The Xe and multi­
ple scattering spot intensities have been enlarged by a factor of ten. 
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The overlayer-substrate separation L and its mean square vi­
brational amplitude are determined from the interference between 
the overlayer and substrate scattered amplitudes. This interference 
is clearly seen in the ratio of the specular diffracted intensities 
from the clean and covered surfaces. The result is verified by dy­
namic LEED calculations. For Xe, L -A = 3.45 ~ O.l! (the uncer­
tainty is primarily due to lack of~no~ledge of the inner potential). 
This can be compared to the arithmetic mean of the spacing in the 
two bulk strucutres of 3.61!. If the atoms are considered hard 
spheres the Xe separations would be at 3.20 ! when it was in the 
threefold hollow, at 3.31 ! at the saddle point and at 3.61 ! on 
top of a substrate atom. The vibration amplitude is 
<U~>/T = 1.S3 ~ 0.3 x 10-4!2/K, compared to the corresponding va­
lues of 6.6 x 10-5 !2/K for the clean silver surface and 
9.5 x 10-4!2/K for bulk Xe. 

Fig. 7 : The interatomic spacing 
is shown as a function of tempera­
ture for : unconstrained monola­
yers (filled-in circles) a mono­
layer in eQuilibrium with a cons­
tant flux (open circlesJ, the 
initial appearance of monolayers 
at various fluxes (sQuares), and 
a 20 monolayer thick film (tri­
angle s). The dashed line is 
Lv X for bulk Xe. The (.-.-.) ... e- e . . 
llne lS the Quasl-harmonlc ap-
proximation; the ( .. - .. - .. ) line 
is the cell model approximation. 
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Relative interatomic lateral spacings within the overlayer solid 
phase can be determined to within O.OOS! by precise comparison 
of angular profiles of the diffraction peaks. These relative mea­
surments are put on an absolute scale with essentially the same 
precision by comparing them with angular profiles from bulk inert 
gas crystals subsequently grown on the surface and measured under 
identical conditions. The resul ts for the Xe-Xe spacing as a func­
tion of temperature are shown in Fig. 7. Two types of experiments 
are shown. 

The first, shown by the solid circles, are data for what we 
refer to as an unconstrained layer. These measurements are made 
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for coverages less than a monolayer and with no 3D gas present. 
The adsorbate remains on the surface at these temperatures only 
because of its near infinite residence time. Under these conditions 
the spreading pressure is negligible. For comparison the dashed 
line is the Xe-Xe spacing in 3D bulk crystals. Near 0 K the mono­
layer spacing is expanded by 1.9 % from the bulk value. (Inciden­
tally the Ag-Ag spacing is 2.878 and the 13 x 13 registered phase 
spacing would be 4.984. The misfit is " .j 1 %.) 

In the second type of experiment, the lattice parameter is 
measured as a function of temperature while a constant flux of gas 
is directed at the surface. This is e~zentially an equilibrium 
experiment done at oonstant pressure. The open circles are for 
a particular flux corresponding to an effective 3D gas pressure of 
3 x 10-8 torr. Above the data point at 75K there is no 2D solid 
phase. The highest data point at 75K represents the coexistence of 
3D gas, and 2D gas and solid. As the temperature is decreased be­
low this value the 2D solid contracts rapidly to the bulk spacing. 
As we shall see this is the point where the bilayer solid forms. 
The squares indicate the monolayer solid condensation temperature 
and spacing for different fluxes. The remaining data for these 
other fluxes are not shown for clarity. The rapid contraction of 
the monolayer is due to the addition of atoms in the monolayer 
that'take advantage of the strong substrate holding potential at 
the expense of the elastic energy to compress the film. 

In addition to the structural information one wants to mea­
sure the coverage. Usually this is done with Auger spectroscopy or 
work function measurements. Those methods have the disadvantage 
that they include that gas adsorbed at heterogenieties and so forth. 
In the case of incommensurate overlayers, the coverage of that gas 
adsorbed only on the coherently diffracting substrate can be deter­
mined separately. In this case,the only effect of the adsorbate 
on the susbstrate nonspecular diffracted beams is to attenuate them. 
This is shown in Fig. 8 where the Ag(10) diffracted beam intensity 
is measured as a function of temperature while a fixed 3D gas flux 
is directed at the sample. The monolayer, bilayer and multilayer 
condensations are evident; condensation of further layers can not 
be resolved in these experiments. From these data we know the 
temperature at which this flux of gas is in equilibrium with the 
bulk inert gas crystal and thus we know the effective pressure 
corresponding to this flux from the 3D phase diagram. 

The effect of the Ag Debye~aller factor can be removed from 
the data using the ~esults of a separate measurement. Incidentally 
it is interesting that the overlayer does not measurably change 
the D~bye~aller factor of the Ag surface. The attenuation of the 
substrate beam can be calibrated in terms of coverage from the size 
of the monolayer step and the lateral spacing measurement. An exam­
ple of the resulting coverage measurement as a function of 
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temperature at fixed pressure is shown in the upper panel of Fig.9. 

Fig. 8 : The Ag(10) intensity lS 

shown for a fixed flux of gas 
(Peff = 3 x 10-8 Torr) as the 
temperature is reduced. 
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Fig. 9 : (a) Fractional Xe covera­
ge calculated from the data in 
Fig. 8. (b) The fractional area 
covered by the Xe in (a), found 
by using the lattice constant 
from Fig. 6. 3.0 
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The slope of the first plateau is due to the thermal contraction 
of the monolayer mentioned above. This is demonstrated in the lower 
panel of Fig. 9 where we plot the area which would be occupied by 
the measured amount of gas at the interatomic separation shown in 
Fig. 7. This then sets an upper limit to the concentration of 
vacancies or second layer ada toms of less than 1%. 

The small tail of coverage at temperatures above the monolayer 
condensation is intrinsic 2D gas. We show this part of the data 
in more detail in Fig. 10. 

~r---r-~ "ll--~--~I~I ~---.----r---.---.-, 

Xe Kr Ar 

; 
I • 0 • / .10 I I 

0 l ;. 
a> I • ,. 
0' 0 

/ • ~ I / ., 
0 > I 0 0 l u 

I • 
/ • 

• 

1./ .01 ~ / 
II I 

.010 .011 .014 .015 .016 I .019 .023 

liT (K-I) 

Fig. 10 : Examples of measurements of disordered phase coverage as 
a function of temperature at constant 3D gas flux are shown for Xe, 
Kr and Ar. The data were measured for effective pressures of 
3 x 10 -6 torr for Xe, 9 x 10-6 torr for Kr and 13 x 10 -6 torr for 
Ar. The solid vertical line is at the temperature of monolayer 
condensation. 

The large (greater than 10 %) 2D gas density at monolayer coexis­
tence is an initial surprise and we will return to this interes­
ting point later. 

The 2D gas densities on Ag at the accessible temperatures are 
too small to allow observation of the scattering from the disor­
dered phase. Therefore to illustrate that scattering from a disor­
dered phase,we show data for Xe on Pd(IOO) where there is a much 
denser disordered phase. In Fig. II we show portions of the angular 
dependence of the liquid-like scattering for various Xe coverages. 
In this case the scattering is suggestive of a repulsive fluid. 
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As coverage is increased the integrated intensity rises, the ring 
moves outward as the average interatomic separation decreases and 
the peak narrows as there is less free area. Xe on Pd(IOO) is much 
more complex than the adsorpiton on Ag(lll) and as yet is not 
understood. 

Fig. 11 : Radial intensity distri­
bution across the liQuid-like dif­
fraction for Xe adsorbed on 
Pd(100) for. various Xecoverages. 

III. DERIVED QUANTITIES 
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The basic thermodynamic data for the physisorbed systems are 
in the form of coverage as a function of the pressure and tempera­
ture of the 3D gas. From these data we can derive heats of adsorp­
tion and other thermodynamic functions of state for the adsorbed 
layers. Some valuable insights into the properties of the layers 
are obtained simply by use of thermodynamic relations among the 
heats of adsorption, and we begin our dis5~s~!on of the derived 
quantities with a thermodynamic analysis. ' We follow this with 
an enumeration of mechanisms which contribute to the effective in­
teraction among the adsorbed atoms and the results which are ob­
tained from statistical mechanical calculations with models of the 
adatom interactions. 

III. I. Thermodynamics 

Viewed as a single thermodynamic system, the physisorbed sys­
tem at low 3D gas pressure is an exceedingly nonuniform one, with 
the adsorbed layers generally having small interparticle spacings 



382 M. B. WEBB AND L. W. BRUCH 

in two directions and the 3D gas having large interparticle spa­
cings in three directions. In principle, in attempting to regard 
the system as composed of coexisting 3D gas and adsorbed phases 
there are interfacial energies, proportional to the adsorbing area. 
Such terms give rise to the gas-surfaSS ~~rial coefficients studied 
extensively by HALSEY and co-workers. ' In our experiments, 
however, the ratio of the adsorbing surface to the total volume of 
gas is small, so that the properties of the 3D gas are little af­
fected by the interface terms, and the 3D gas is at such low den­
sity that it has little effect on the internal energy of the ad­
sorbate. The terms which give the gas-surfacS7virial coefficients 
are sometimes included in model calculations by treating dilute 
overlayers of gas above dense adsorbed layers. However here we 
proceed to develop the thermodynamic description of coexisting 
surface and bulk phases with no explicit reference to the (small) 
interfacial energy. 

The conditions for thermodynamic equilibrium] between the 
coexisting phases are the equality of chemical potential and of 
temperature. For coexistence of the surface phases there is additio­
nally the requirement of equality of spreading pressure. For the 
few-layer adsorbates which we discuss the total pressure tensor 
is very anisotropic and th] dominant mechanical stress is the 
spreading pressure. STEELE has presented a thermodynamic formalism 
which is applicabl>e to mul tilayers and permits one to trace the 
evolution from the few-layer spreading pressure coordinate to the 
bulk isotropic pressure; we restrict ourselves to the formalism 
which suffices for the few-layer case. 

With our description there are three thermodynamic coordinates, 
the 3D gas pressure p, the spreading pressure ¢, and the tempera­
ture T. It is an instructive preliminary to the presentation of 
the phase diagrams for the adsorption systems to review the coun­
ting procedure for the Gibbs phase rule in this context. Suppose 
the system has C c:omponents in P (bulk and surface) phases. The 
conditions of chemical potential equality among the phases give 
C(P-I) equations. To satisfy these equations one has the 3 thermo­
dynamic coordinates and the P(C-I) fractional compositions of the 
phases. As a result the combined system has 

F P(C-I) + 3 - C(P-I) C - P + 3 (1) 

degrees of freedom. For the one-component systems which we discuss 
the number of degrees of freedom is 

F 4 - P (C I) ; (2) 
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this is the Gibbs phase rule for the adsorption system. 

Therefore, the coexistence of 3D gas with a single surface 
phase has 2 degrees of freedom in the thermodynamic coordinate 
space; when projected on a p-T diagram the coexistence region is 
a plane. The coexistence of 3D gas with two surface phases, a con­
dition which we describe as a 2D phase transition, has one degree 
of freedom and is represented by a line in the p-T diagram. The 
coexistence of 3D gas with three surface phases, which amounts to 
a triple point for the surface phases and a coexistence of a total 
of 4 phases, is represented by a point in the p-T diagram. 

As a matter of convenience in presenting the data so that 
phase boundaries are approximately linear we use phase diagrams 
in the form of tn p vs I/T plots. The basic adjustable parameters 
in our equilibrium experiments are the pressure of the 3D gas and 
temperature, and the area is constant. We shall describe later how 
the spreading pressure at a point in the diagram is evaluated. 

The phase diagram constructed from our measurements49 of the 
Xe/Ag(lll) system is shown in Fig. 12. 

Fig. 12 : Phase diagram of Xe 
on Ag(111). The dashed line is 
the vapor pressure of bulk Xe. 
The squares are our data for 
the onset of third layer forma­
tion. 

The ~pproximately) straight lines mark the monolayer and bilayer 
condensation risers observed in the experiments such as Fig. 9. 
The dashed curve line marks the onset of bulkSSD Xe and is cons­
tructed from published data for the 3D solid. The path of a 
constant 3D pressure experiment, constructed from a constant flux 
experiment such as shown in Fig. 9, is a horizontal line in this 
diagram. The states of the 2D solid indicated by the open circles 
in Fig. 7, for decreasing temperature at constant 3D gas pressure, 
occur along the isobar moving from left to right beginning at the 
monolayer condensation line. We do not show a 2D melting line in 
this diagram, since the 2D liquid state has not been observed at 
the temperatures and pressures of the Xe/Ag(lll) experiments. The 
structure of the phase diagram for gases adsorbed on graphite is 
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more complex than this example, with additional phase boundaries 
marking commensurate phases. 

In addition to the phase boundaS!es, it is conventional to 
mark isosteres on the phase diagram. These are lines of constant 
2D coverage and are constructed from systems of isobars such as 
shown in Fig. 9 or from adsorption isotherms such as shown in Fig.l. 
We show examples of isosteres for the 2D gas region of the phase 
diagram in Fig. 13. 

01 o 
....I 

• '-0.01 

• "0.03 
.8-0.07 

• BaO.1I --... 

Fig. 13 : Phase diagrams of the disordered coverage preceding mo­
nol~er condensation are shown for Xe, Kr and Ar adsorbed on Ag(111). 

Another presentation of the data, which is most convenient 
for the 2D gas state, is a family of isobars, coverage vs tempera­
ture at constant 3D gas pressure. We show examples of this in 
Fig. 10. 

Several heats of adsorption can be de1i~~d in terms of slopes 
of these lines in the In p vs liT diagram.' The latent heat of 
adsorption is the slope of the coexistence line (2D phase transi­
tion) : 

q. 
1 

kBalnp/a(I/T) I .th ; 
1 coex. (3) 

it is sometimes termed the "integral heat of adsorption". The 
isosteric heat is the slope of a line of constant coverage : 
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(4) 

it is sometimes termed the "differential heat of adsorption". The 
isobaric heat is the slope of an isobar such as shown in Fig. 9 : 

(5) 

The heats q. and q are approximately temperature independent 
since they are prtmarilySaetermined by the holding potential and 
the internal energy (for dense 2D phases) and are large compared 
to the thermal energy kET. Values for the heats for gases adsorbed 
on silver, and the corresponding values for incommensurate phases 
adsorbed on basal plane graphite, are presented in Table 1. 

Table 1 Heats of Adsorption (meV/atom) 

Xe Kr Ar 

Bulk q 161 115 82 
bulk 

Ag(11!) q1 225 ± 5 151 ± 5 99 ± 7 

q2 173 ± 5 118 ± 4 89 ± 4 

qst(gas) 215 ± 15 110 ± 10 74 ± 7 

'V 
100 ± q (gas) 1000 ± 100 140 ± 20 10 

ql - € 
lat 

168 108 66 

II 
119 ± Graphite q1 239 ± 4 172 ± 2 2 

q2 '" 165 '" 120 "'85 

qst 163 118 93 

Compiled from data in references 51 and 61 

~ commensurate 2D solid. 
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As a point of methodology, we note that the isosteric heats 
for the 2D solids on silver were actually constructed from struc­
tural data such as are shown in Fig. 7 . From the thermal expansion 
of the lattice constant along the monolayer solid phase boundary, 
a, ~n~9the thermal expansion along an isobar,y, we evaluate the 
rat~o 

1/[1 - (a/y)] (6) 

(where ql is the latent heat of adsorption of the monolayer). In 
this way one bypasses the problem that the temperature range for 
which points of constant coverage are available in the solid is 
frequently too small to construct precise isosteres. 

There are also several heaT capacities which can be defined 
for the adsorption system. DASH has reviewed the definitions and 
the thermodynamic relations among them. Generally a measured speci­
fic heat includes a desorption term for the conversion of adsorbate 
to 3D gas. 

Thermodynamic calculus. From basic data, spreading pressures 
for the adsorbed phases and the lateral compressibilities can be 
constructed, in addition to the heats of adsorption just defined. 
To show this and to obtain relations among the heats of adsorption, 
we now develop the thermodynam~9 calculus of the chemical poten­
tials and their differentials. 

For the idealized adsorption system composed of homogeneous 
one-component bulk and surface phases, the chemical potential is 
the Gibbs energy per particle. For the 3D gas the chemical poten­
tial is then 

fl3 u - Ts + pv, (7) 

where u is the internal energy, s the entropy, and v the volume per 
particle. The differential of the chemical potential is 

- sdT + vdp. ( 8) 

In most of the physisorption experiments on few-layer systems the 
3D gas is at such low densities that it is nearly ideal, with the 
equation of state 

( 9) 
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Combining Eqs (7) to (9) then gives 

(10) 

where h3 is the enthalpy per particle, 

u + pv. (II) 

For each adsorbed phase the chemical potential is 

- Ts + (¢/n ), x x 
(12) 

where ¢ is the spreading pressure and n is the number density per 
unit area of the adsorbed phase. The ditferential of the chemical 
potential is 

d~ = - s dT + (lin )d¢, x x x 

and combining this with eq. (12) gives 

d(ll /T) = h d(I/T) + (I/Tn )d¢, x x x 

where the 2D enthalpy 1S 

x 
u + (¢/n ). 

x x 
h 

A Legendre transformation of Eq. (13) to 

dill - (¢/n ) I 
x x 

-s dT - ¢(I/n ) 
x x 

shows that there 1S a Haxwell relation 

Cl¢/ClTI 
n x 

dS /d(1/n )\T' x x 

( 13) 

( 14) 

( 15) 

(16) 

( 17) 
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To use these forms in the definition of the isosteric heat, 
Eq. (4), we note that at equilibrium between the 3D gas and a sin­
gle adsorbed phase "x" of density n the chemical potentials are x 
equal 

( 18) 

The slope of the isostere at this point in the p-T plane is obtain­
ed by combining eq. (18) with the differential 

const. ( I 9) 

The isosteric heat is then expressed in terms of the thermodynamic 
functions of the coexisting phases as 

For the latent heat corresponding to the coexistence line 
between two adsorbed phases xl and x2 we use the equations 

(21 ) 

to eliminate the spreading pressure differential and have 

(22) 

In one application of this result the coexisting surface phases 
are 2D solid (xI = 2s) and 2D gas (x2 = 2g). If the density of 
2D gas is much less than the density of the 2D solid, a good ap­
proximation to Eq. (22) is 

(23) 

Then the differance in slopes of the isostere and the monolayer 
condensation line at the point where the two lines intersect in 
the lnp - liT diagram is 

dU I 
qst - q 1 '" - n dn T' (24) 
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which gives a measure of the lateral stresses in the solid mono­
layer. 

The formal expression of Eq. (22) also applies to the latent 
heat of bilayer formation, q , where the coexisting surface phases 
are monolayer and bilayer sotid. For adsorbed layers which are not 
in registry with the substrate, the lateral lattice constants of 
the coexisting monolayer and bilayer are frequen4~Y5~earlY equal; 
experimentally they have been indistinguishable. ' If we make 
the simplifying approximation, then that the bilayer has twice 
the areal density of the monolayer, the expression for q2 becomes 

(25) 

spreading pressure of a single surf1ce phase is evaluated 
Gibbs adsorption isotherm relation. This Eelation is 
by equating the differentials in Eqs. (10) and (14) at 

The 
from the 
obtained 
constant T : 

(dT 0) . (26) 

15 SHAW and FAIN evaluated the spreading pressure in the monolayer 
solid of incommensurate argon on graphite at several area densities 
by integrating this equation. 

The isothermal lateral compressibility of a surface phase is 
defined by 

~ [n o¢/on ITJ- 1 • 
x x 

(27) 

From the Gibbs adsorption isotherm relation, Eq. (26), we have 

(28) 

Which was used by SHAW and FAIN60 to evaluate the lateral compres­
sibility for argon on graphite. Another expression is obtained 
from relating the partial derivatives of three variables : 

oXI 
oy Z 

(29) 
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We use 

d lnp Cln _ I I _X_I 
d(I/T) nx d(I/T)P 

(30) 

to obtain 

Ie = (T/q ) d(l/n )/ClTI • 
T st x P 

(31) 

For the low temperature monolayer solids observed in the low energy 
electron diffraction experiments there are very few thermally acti­
vated vacancies and only a small density of second layer gas. There­
fore, the number density of the solid is given in terms of the 
nearest-neighbor spacing L by 

n 
x 

The lateral compressibility ~s then 

(32) 

K = (13) LT ~~Ip' (33) 
T qst a 

The last factor is the slope of the monolayer lattice constant along 
an isobar; thus the slope of the line of open circles in Fig.7 
is simply prg~ortional to the lateral compressibility of the mono­
layer solid. 

The lateral compressibility also enters in6ihe comparison of 
the isosteric and isobaric heats of adsorption. The calculation 
is analogous to that in Eq. (30) 

'U 
q 

a In p 

- kB a( liT) In 

= q (kBT n K). st x T 

x 

a In p 

/ a In n T 
x 

(34) 

Values for the heat of adsorption difference q -ql and for the 
isothermal lateral compressibility ~ of sever~f monolayer solids 
are shown in Figs. 14 and 15. 
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FM' 14 : The values of the cal­
c ated and measured monolayer 
isosteric heats of adsorption 
with the measured monolayer la­
tent heats subtracted are shown 
as a function of lateral spacing. 
The calculated isosteric heats 
were derived from the lateral In­
teraction models of BRUCH and 
PHILLIPS, ref. 64. 

Fig. 15 : Calculated and mea­
sured isothermal lateral compres­
sibilities for Xe, Krand Ar mono­
layers are shown as a function of 
lateral spacing. Values are given 
in terms of corresponding states 
variables. Calculated values are 
from BRUCH and PHILLIPS, ref. 64. 
Ar on graphite data are from 
SHAW, ref. 60. 
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To emphasize the basic similarity of the 2D solids of the heavier 
inert gases, in the absence of significant registry effects, the 
data ar52plotted in a form suggested by the law of corresponding 
states. The depth £ ang3spacing R. of the 3D pair potential 
minimum of the inert gas are usedmtg form dimensionless ratios 
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(35) 

We shall discuss these figures in more detail after introducing 
the statistical mechanical calculations; here we note that the 
results for xenon, krypton, and argon on Ag(I!!) roughly follow 
a universal curv.e. 

Thermodynamic analysis. The thermodynamic calculus gives 
expressions for the heats of adsorption in terms of the thermodyna­
mic functions of the coexisting phases. We now use them to make 
two model-independent observations about the implications of the 
data for the 2D gases. 

First the sense of the difference between the isobaric and 
isosteric heats of adsorption for the 2D gases in Table I shows 
that significant attractive lateral interactions are present in 
these gases. The fact that q is greater than q t shows, according 
to Eq. (34), that the gas is more compressibleSthan an ideal gas. 
For Xe/Ag(lll) the fact that q/q t is large shows that this gas 
is very nonideal and that, becau~e of the relation between compres­
sibility and number fluctuations, it has large density fluctuations. 

Second, the low density isosteric heats of the 2D gases and 
the monolayer latent heat of adsorption q] give consistent values 
for the single adatom holding energy of Ar and Kr adsorbed on 
Ag(III). Combining Eq. (23) and Eq. (20) for a low density gas 
whose internal energy is primarily kinetic energy we have 

(36) 

The internal energy u 2 l is the lateral contribution to the internal 
energy of the 2D soliasand El is the lateral ground state energy 
of the 2D solid. The differen~~ between these is approximately the 
thermal energy 2 kBT of a 2D harmonic solid. In Table I we subtrac­
ted valuSr g! El t obtained in model calculations for the 2D solids 
from q. ' Ho~ever even a 25 % uncertainty in El causes less 
than Ib % uncertainty in ql - E so that for Kr aaa Ar we can get 
consistent and essentially modelarndependent results for the single 
atom holding energy obtained from ql and from the isosteric heat 
of the low density 2D gas. 
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111.2. Statistical Mechanics 

The interactions of adsorbed atoms. The concepts in the the­
ory of the interactions of physically adsorbed atoms are quite si­
milar to those for tg~ interactions of pairs of closed shell atoms 
in three dimensions. At large separations, in the absence of 
permanent multipole moments, there is a van der Waals attraction 
which arises from the correlations of the fluctuating electric di­
poles on the interacting species. The computation of the long range 
attraction is readily expressed, using perturbation theory, in 
terms of the dynamic optical response (polarizability or dielectric 
function) of the interacting species. Hence it can be evaluated 
with experimental data for the response of the separate species and 
is a fairly well known part of the total interaction. At short 
separations, the interaction is primarily an exchange repulsion 
arising from the overlap of the charge clouds of the species. It 
is termed the exchange-overlap repulsion or the Slater repUlsion 
and can be calculated in quantum chemistry with Hartree-Fock wave 
functions. The minimum in the potential energy of two closed shell 
atoms or in the holding potential of a physisorbed atom is thought 
to be formed as a balance between the van der Waals attraction and 
the exchange-overlap repUlsion. However a direct accurate computa­
tion of the potential minimum is ve&g difficult, even for as small 
a system as a pair of helium atoms. Consequently the interactions 
of pairs of inert gas atoms a~e mostly known from empirical deter­
minations. Estimates of the interactions in physisorbed systems 
are usually obtained by adding estimates of adsorption-induced 
processes to the empirically determined pair potentials. 

For physisorbed atoms it is convenient to divide the interac­
tions of the adsorbed atoms into terms for the interaction of a 
single atom with the substrate and terms for the interactions among 
the adatoms. Processes arising from the interference of one ada tom 
in the interaction of another adatom with the substrate are then 
included in the effective lateral interactions among adatoms. 

The interaction of atoms with the ~~strate is probed by gas­
surface virial coefft§iz8t measurements and by atom-surface scat­
tering experiments, ' as we17 as by analysis of theF.rnOdynamic 
da ta for mul tilayer adsorption. In spite 0 f its importance for 
the understanding of gas-surface kinetics ,there are few cases 
where the one-atom holding potential is known for a wide range of 
atom-surface separations. For helium adsorbed on basal plane gra­
phite, the holding. potential has been constructed from the energy 
levels observed by the selecti~n adsorption in the scattering of 
molecular beams from surfaces. For argon adsorbed on silver, the 
holding ~9tential was calculated with an electron-deasity formalism 
by LANG. This is the only self consistent calculation of the 
adatom-surface complex and of the resulting holding potential and 
charge densities. The silver was replaced by a jellium model but 
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the electron densities were calculated self-consistently so that 
the total electron density was not simply a sum of the densities 
of the interacting species. The minimum potential in this calcula­
tion was in good agreement with the holding energy derived from 
the experiments for Ar/Ag(lll); the dipole moment of the ada tom­
substrate complex was also calculated. 

For large atom~~rface distances,the interaction is a van 
der Waals attraction which varies inversely with the cube of the 
distance until such large distances that relativistic retardation 
effects become important. For a multilayer adsorption isotherm, 
then, the pressures at which the higher layers condense should varv 
as the inverse c~~e of the layer index. Such considerations give the 
Singleton-Halsey equation. For the adsorption of Xe, Kr, and Ar 
on gra~h~§e, step-wise condensation has been resolved up to the fifth 
layer.' Data follow the Singleton-Halsey equation but the coef­
ficient of the inverse-cube dependence on the layer index is appro­
ximately twice as large as th70value obtained from the theory of 
the van der Waals attraction. 

Another method of constructing the adatom-substrate holding 
potential is the summation of pairwise interactions between the 
adatom and the substrate atoms. This has been us7~ particularly 
for the inert gases adsorbed on graphite. STEELE showed how to 
separate the £esult conveniently into a laterally averaged holding 
potential and terms with the lateral periodicity of the substrate. 
For the case of helium on graphite, where molecular beam experiments 
have given the amplitude of the leading periodic term, the use of 
a spherically symmetric pair potential between the helium and the 
carbon atoms a~fiarently underestimates the amplitude of the perio­
dic·variation. There is also some uncertainty in this approach 
about the magnitude of nonpair-additive effects in the7~tom-sub­
strate energy'71 calculation by GERSBACHER and MILFORD based on a 
model of LUCAS showed substantial cancellations among appreciable 
highe7~rder terms, but a later treatment of the Lucas model by 
RENNE showed a much better convergence of the contributions of 
higher-order terms. 

As already mentioned in the introductory remarks, the largest 
part of the adatom-adatom interaction energy is the sum of thg 3pair 
potentials determined for the gases in 3D. The determinations, 
which lead to values of the pair potential minimum accurate to about 
5 % in the depth and to 1 % in the spacing, are based on a combina­
tion of information from ato~-atom scattering experiments, spectro­
scopy of inert gas dimers, thermodynamic data for the 3D gases and 
solids, and the perturbation theory of the van der Waals attraction. 
The results are expressed ~~ the form of multiparameter potential 
functions; BARKER reviewed calculations w~Sh these functions for 
the 3D inert gas solids. Later work of AZIZ gave somewhat simpler 
functional forms. A striking feature of the potential minimum for 
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like pairs of inert gas atoms is that there is a common shape. That 
is, the potential energy has the form hypothesized in the theory 
of corresponding states 

VCr) d(r/R . ), 
m1n 

(37) 

where members of a series differ only in the energy and length 
scales, E: and R . . 

m1n 

For the adsorbed inert gases on silver and graphite,the lar­
gest correction to the isolated pair potential appears to be an 

v /0 77 energy term proposed by SINANOGLU and PITZER and by McLACHLAN. 
It is similar to the van der Waals attraction in its origin : for 
the adsorbed pair, at large lateral separations,the images in the 
substrate of the fluctuating ada tom dipoles are included in the 
perturbation theory of the pair. Thus, there is an idealization 
of the substrate as a flat dielectric continuum and ideas of elec­
trostatic7~m,§es are used at length scales approaching atomic di­
mensions. ' To evaluate the strength coefficients of the inter­
action, dielectric data for the substrate are used; because the 
fluctuating dipoles on the inert gas atoms are at quite high fre­
quencies an appreciable part of the substrate response is due to 
interband transitions. The adatom frequencies are much larger than 
the plasma frequency of the substrate. In the language of the per­
turbation theory of intermolecular forces, this substrate-mediated 
energy can be described as a three-body energy term, where the tri­
ple consists of the ada tom pair and an extended third body (the 
substrate). In fact, the leading term in an expansion of the Sina­
noglu-Pitzer- NcLachlan energy in powers of the polarizability of 
the substrate atoms is the same as that obtained by summing the 
Axilrod-Teller-Muto triple-dipole enea 6Y over triples composed of 
the adatom pair and a substrate atom. 

Next there are terms reflecting the structure of the adatom­
substrate complex. There are the electrostatiTliYzeafctions of 
the adsorption-induced static dipole moments, ' , which includS2 
depolarization terms arising from the polarizability of the complex. 
Also, there should be a short-range overlap between the complexes. 
The only e§5imate for this is a density functional approximation 
of FREEMAN for argon on graphite which gave a term that appeared 
to be consistent with the McLachlan energy at separations near the 
pair potential minimum. 

The interaction of the ada tom with the substrate also deforms 
the substrate lattice. The indirect interaction of adatoms through 
the8~lastic distorti§~ of the substrate was formulated by KOHN and 
LAU and by KAPPUS. The elastic anisotropy of the substrate is 
included in their treatments. In estimates for xenon, the 
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contribution of this term ~n the 2D solid is less than the contri­
bution of the interaction of the adsorption dipoles. 

For adsorption on metals there is also an oscillatory long 
range intera§fiion which is similar to the Friedel oscillation in 
bulk metals. The wave number of the oscillation is 2 kF where 
kF is the fermi wave number of the metal. While this process can 
be quite important for the lateral interactions of chemisorbed 
atoms, in a physisorption case where it was estimated it was smaller 
than the McLachlan energy at intermediate separations and smaller 
than the interaction energy of the permanent dipoles at large se­
parations. 

Even when the 2D solid is incommensurate with the substrate, 
periodic components of the adatom-substrate interaction can contri­
bute to the energy of the 2D solid. The orientational alignment of 
the 2D ~9lid relative to substrate axes predicted by NOVACO and 
McTAGUE arises from such an energy term. When included in cal­
culations of the lateral compressibility, it gives important contri­
butions at latticS1constants which are notably different from com­
mensurate values. 

As for the 3D inert gas solids, there are non-pair-additive 
energies among the adsorbate atoms. The only one to be included 
in the monolayer calcul~8ions, and even it is relatively small, is 
the Axilrod-Teller-Muto triple dipole energy for the correlated 
fluctuating electric dipole moments of triples of adsorbed atoms. 

When the monolayer solid is treated as a solid of atoms in 
mathematical two dimensions, the effective "in-plane" interaction 
includes an averaging over atomic vibrations perpendicular to the 
adsorption plane. For the small root-mean-square vibration ampli­
tudes8~nferred from Debye-Waller factor data, this has been esti­
mated to be a negligible contribution to the effective interac­
tions. In treatment37o~othe monolayer solid which include the vi­
brations explicitly' this term does not occur. 

Finally, the ground state energy of the monolayer solid inclu­
des the energy of the zero-point motion. For the heavy atoms such 
as krypton and xenon this is a small part of the total energy. It 
is a significant term in the ground state energy of monolayer argon 
and neon and, of course, becomes a very large term for the quantum 
solids of helium and molecular hydrogen. 

Modelling. There are many quantitative similarities4~~~g the 
data for the 2D solids of inert gases adsorbed on silver' and 
between these data and the data for 1ge66036esponding incommensu­
rate 2D solids adsorbed on graphite. ' , We have already em­
phasized the similarities for the adsorption on silver by the 
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graphical presentation of the data in the form of corresponding 
states plots, Figs. 14 and 15. If the 2D solids of a series of 
adsorbates have lateral interactions which are of the form of Eq. 
(37) and quantum effects are .small, the thermodynamic functions 
can be obtained from each other by scaling the thermal energy by 
E and the specific area by R2 .• In constructing F~§s. 14 and 15 
we used the energy and lengtW1~cales of the BARKER series of 
3D inert gas pair potentials; this is appropriate when the effec­
tive interaction of an adsorbed pair is dominated by the interac­
tion of the isolated 3D pair. For helium and neon, so~Z departures 
from the corresponding states scaling are anticipated on the 
basis of quantum (mass-dependent) effects; however for argon, kry­
pton and xenon the mass effects are small. The data do i~1eed ap­
pear to follow universal curves. Model calculations show that 
some departures from the universal behavior should be anticipated 
because of departures of the 3D pair potentials from the common 
functional form of Eq. (37). Also, the zero point energy for argon 
and nonscaling behavior of the substrate-dependent interactions 
cause visible departures from a common behavior on the scale used 
for Figs. 14 and IS. However the principal conclusion to be drawn 
from the presentation in Figs. 14 and 15 is that the monolayer so­
lids of Ar, Kr, and Xe on Ag(lll) are a family which follow cor­
responding states scalings probably as well as the 3D solids do. 

The heats of adsorption for condensation of incommensurate 
monolayer and bilayer solids of Ar, Kr, and Xe on basal plane gra­
phite are included in Table 1. They are very similar to the heats 
of adsorption on silver. Additionally the isosteric heats of the 55 
low density 2D gases on graphite, obtained by HALSEY and co-~rkers 
are close to the values we infer for the single ada tom holding 
energies on Ag(lll). Thus the lateral inte~al energies of the 
corresponding 2D solids are quite similar. 

The adsorption of Ar on graphite has been modelled57 with 
effective interactions similar5~o those used for the 2D solids 
on Ag(lll). PRICE and VENABLES had previously discussed the in­
commensurate solids of Kr and Xe on graphite ~th models which 
differed from these mainly in the details of evaluating the 
Sinanoglu-Pitzer-McLachlan energy. Departures of the lateral com­
pressibility of Ar on graphite from the corresponding states sca­
lings for Ag(II) can largely be rationalized in terms of the 
Novaco~cTague orientational registry energy of incommensurate 
solids. Thus the o ·2D solids on Ag(111) and on graphite can be quan­
titatively understood with models which are quite similar. Although 
registry energy terms have quite visible effects in the adsorption 
of inert gases on graphite, the analysis of the incommensurate 
monolayer solids sho~ that for adsorption on graphite as well as 
for Ag(I!!) the total lateral energy depends little on the discrete 
structure of the substrate. 
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In these comments on the common features of the adsorption of 
the inert gases on Ag(lll) and on basal plane graphite we have 
anticipated the results of the statistical mechanical evaluation of 
properties of the adsorbed solids. We have done this to emphasize 
that there are many experimentally accessible systems for which 
modelling the role of the substrate by a smooth dielectric conti­
nuum is adequate to understand the principal features of the mono­
layer and bilayer adsorption. Additionally, with the modelling we 
can make comparisons with the properties of the 3D solids and gain 
a better appreciation as to which are the surprising new effects 
in the observations of the adsorption system. We can compute the 
effects of the change in effective spatial dimension, from 3 to 2, 
and can estimate what new substrate-induced ada tom interactions 
occur. We also, in the case of the dense 2D gases observed on Ag(II!) 
get an understanding of how large departures from expectations 
based on experience with the 3D solids can occur. 

Once a model of the adatom interactions is specified, the ther­
mal properties of the monolayer and bilayer adsorbates are evaluated 
using statistical mechanics. The me~20ds are basically "the same 
as for the inert gas systems in 3D. Low density gases are trea­
ted by vi rial series. Low temperature solids are treated by quasi­
harmonic theory, evaluating the frequencies of harmonic lattice 
vibrations. The solids at intermediate temperatures are treated 
with cell-model approximations, including quantum corrections when 
necessary. For extremely anharmonic solids and for9~e~~e disordered 
phases, Monte Carlo computer simulations are used. ' The domains 
of application of these methods are determined by finding overlap­
ping regions of validity. The extreme anisotropy of the few-layer 
adsorbates between directions in the plane and perpendicular to 
the plane of adsorption leads to some technical problems in the 
use of quasiha5??~&c and cell model approximations, but these have 
been overcome. ' 

The unconstrained 2D solids of Ar, Kr, and Xe on Ag(lll) have 
nearest-neighbor distances which are expanded by I to 2 % from the 
values for the 3D solids at the sublimation curve. The exPansion 
has been analY~9d most extensively for the low temperature solid 
of Xe/Ag(1 11). Calculations with the Lennard-Jones (12/6) pair po­
tential give an expansion of 2 % due to dimensionality alone. The 
expansion depends on the power law of the repulsion in the potential; 
for power laws of 1/r9 and I/rIS the expansions are 3 %, and 1.5 % 
respectively. For Xe the Axilrod-Teller-Muto triple-dipole energy 
accounts for 10 % of the cohesive energy of the 3D solid. For the 
monolayer, the relative contribution of this term is greatly redu­
ced, since many fewer triangles per atom can be drawn in a planar 
than in a 3D lattice. With the full model of the Xe interaction, 
about half of the expansion in the lattice constant comes from 
dimensionality in the two-body and three-body sums and half from 
the contribution of the (substrate-mediated) Sinanoglu-Pitzer-
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McLachlan interaction. 

13 
In early work on Xe/Ag(lll) the thermal expansion of the 

monolayer solid was found to be much closer to the thermal expan­
sion of bulk Xe than to that of the Ag substrate. This was used 
in support of the contention that the discrete structure of the 
Ag has little effect on the adsorbed layer because the thermal 
expansion depends sensitively on anharmonic effects in the solid. 
Calcuations of the thermal expansion of the 2D solid at its subli­
mation curve have been made with quas~harmonic and cell model ap­
proximations and with Monte Carlo simulations. As a matter of me­
thodology, the thermal expansion for a given potential model can 94 
be calculated accurately up to the melting of the monolayer solid. 
The calculated thermal expansion of the monolayer is larger than 
for the bulk. More precise measurements show this to be the case 
for the gases on Ag(III), although some discrepancies between the 
calculations and the observations remain at the highest tempera­
tures of the data. 

Comparisons of the observed and calculated lattice constants 
for the Xe/Ag(lll) are shown in Figure 7. We emphasize that the 
interaction model was not adjusted to achieve this agreement. As 
discussed in the enumeration of components of the interactions of 
the adsorbed atoms,the pair potential of Xe atoms determined in 
3D is the largest part of the effective interaction. The substrate­
mediated dispersion energy is IS % of the energy calculated with 
the 3D pair potentials. The interaction energy of the adsorption­
induced dipoles is 8 %. Other thermodynamic functions calculated 
with this model, and the corresponding models for Kr/Ag(lll) and 
Ar/Ag(lll), are shown in Figs. 14 and 15. The energy terms in the 
solid groun~ state are shown in Table 2. 

The transition from the monolayer solid to the bilayer solid 
occurs with very small change in the lateral lattice constant;49 51 
experimentally, no change has been detected at the transition. ' 
The transition from the nearest-neighbor spacing of the unconstrain­
ed monolayer to that of the bulk solids is almost complete by the 
time the bilayer condenses. The transition from the monolayer to 
the bilayer solid is now understood in terms of the condensation 
of the thermally excited second layer gas above a monolayer solid 
to form a re§}sgOred second layer of solid. Statistical mechanical 
calculations ' reproduce the observation that the lattice cons­
tant discontinuity at the transition must be very small; however. 
what would be an observable discontinuity was calculated with an 
interaction model which had appeared to give a fair account of the 
Kr/Ag(lll) monolayer. The calculations give values for the latent 
heat differences, qz - ql' which agree with the observed differences. 
The lattice constant of the bilayer is expected to be much closer 
to the bulk value than the unconstrained monolayer value because 
the atoms of the bilayer have out-of-plane near-neighbors and 
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because the effect of substrate-mediated interactions is much smal­
ler for pairs of second layer atoms. However the small lattice cons­
tant discontinuity and the fact that in observations the bilayer 
lattice constant has been indistinguishable (to 0.01 !) from the 
bulk value are both sensitive ts1details of the effective interac­
tions. This can be demonstrat§g with a lat~ice gas mod~l used 
by de OLIVEIRA and GRIFFITHS where approxunate analytlcal re­
sults show the dependence of the lattice constant discontinuity 
on the effective interactions of first and second layer atoms. 

We have already used the comparison of the isobaric and isos­
teric heats for the 20 gas of Xe/Ag(lll) to infer that the 20 gas 
is quite non-ideal. The coexistence of the 20 gas and 20 solid of 
Xe/Ag(lll) has glen calculated at 90 K using Monte Carlo simulations 
of both phases. The density of gas at the coexistence is found 
to be 14 %-of the 20 solid density; this is two orders of magnitude 
larger than the 0.24 % relative density of gas to solid at the 
triple point of 30 Xe. It is also one order of magnitude larger 
than the 2 % relative density cal~~1~4ed at the triple point of 
a 20 Lennard-Jones (12,6) system. ' Our resolution of this puz­
zle is shown in Fig. 16 where we have plotted the calculated chemi­
cal potential of the 20 gas of Xe/Ag(lll) as a function of density 
at 90 K. At low densities, it varies rapidly with density, but at 
intermediate densities it varies much more slowly, corresponding 
to a system with high compressibility and Gtrge density fluctuations. 
The severe clustering is shown in Fig. 17. In that range, rela­
tive small changes in the chemical potential of the 20 solid give 
large changes in the coexistence density of the 20 gas. The dif­
ference from the results for the 20 Lennard-Jones system occurs 
as a consequence of the substrate-mediated repulsions between ada­
toms which cause a raising of the energy of the solid by 10 to ]5 %. 
It is this increase which stabilizes the dense 20 gas against con­
densation and permits the occurrence of a low temperature gas with 
large clustering effects. 

Combining an analysis of the 20 gas states for Kr/Ag(1 II) and 
Ar/Ag(11 I) with attempted fits to the properties of their 20 solids 
leads to a proposal of a soft but appreciable repulsion between 
adatoms wh~Th may result from the overlap of the adatom-substrate 
complexes. Preliminary data for the adsorption of Xe on Pd(lOO) 
have also given evidence that large positive contributions to the 
adat9T-~gatom energy, which vary slowly with interparticle spa­
cing , may occur for inert gases adsorbed on metals. The iden­
tification of such a process is still largely speculation, but 
there are indications that in some cases the van der Waals attrac­
tion between adsorbed atoms can be severely disrupted. 
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Fig. 16 : The chemical potential calculated for the 2D gas of 
Xe/Ag(111) is shown as a function of density (and percent of the 
2D solid density) at 90 K. The values derived from the computer 
simulation are shown as circles; the chemical potential calculated 
with the truncated virial series is shown as the dashed line. The 
horizontal line at -885 K denotes the value of the chemical poten­
tial of the 2D solid at the approximate spreading pressure for 
coexistence with the 2D gas. The values of the density and chemical 
potentia~ for the coexistence of the 2D Lennard-Jones system at 
90 K with Xe parameters (£ = 230 K and R. = 4.5 ~) are shown by 
dotted lines. mln 
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Fig. 17 : Clustering in the 2D 
gas of Xe/Ag(lll) at 90 K. The 
particle positions are shown after 
4000 Monte Carlo moves per parti­
cle in a gas of density 0.005/~2. 
There are 224 particles in the 
basic unit of the periodically 
extended system. On average, in 
this configuration each particle 
has nearly 3 nearest neighbors. 

IV. SUMMARY AND DISCUSSION 

403 
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The development of highly uniform substrates and of techniques 
allowing investigation of single crystal surfaces has given a large 
base of detailed thermodynamic and precise structural data on phy­
sisorbed systems. Three aspects of the data are noteworthy: the 
substrates have minimized the effects of heterogeneities and finite 
coherence length so that contact can be made to theories of the 
intrinsic properties. Second, the precision of the data has been 
significantly improved in recent years. This is important since 
many aspects of the physics manifest themselves in small ways in 
the structural and thermodynamic properties. Finally, there are 
data for several adsorbates on the same substrates so that syste­
matic trends can be evaluated. So far the most extensive data are 
for the inert gases on basal plane graphite and on metals. 

One expects continued improvement in both the substrate per­
fection and S~e experimental resolution of the electron and x-ray 
experiments. Such improvements may,for example,elucidate the 
nature of the long-range order and melting in two dimensions. In 
addition one expects additional techniques to be employed in phy­
sisorption studies. We note the beautiful grazing-incidence elec­
tron microscopy experiments with dark-field illumination using 
overlayer diffracted beams which have been §9 interesting in stu­
dying reconstructed semiconductor surfaces. Such experiments 
might resolve the extended defects in the film which presumably 
play an important role in melting. Atom diffraction from the over­
layer with its absolute surface sensitivity and suitability to 
investigate lighter adsorbates is beginning to be used on physi­
sorption systems. It also has the capability of inelastic studies. 
Rutherford backscattering may give detailed information particular­
ly very near the commensurate-incommensurate transitions Where 
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displacements may be the same ma§ftitude as the shadow cone in chan­
neling and blocking experiments. High resolution electron loss 
spectroscopy, through both selection rules to identify the symmetry 
and vibrational characteristic losses to identify the bonds s~~uld 
give information particularly for adsorbed molecular species. 
S~milt7 information is available in a few cases from neutron stu­
d1es. 

In this paper we have emphasized the incommensurate structures 
of adsorbed inert gases in order to review what can be learned 
about the ada tom interactions. From the detailed data and from 
statistical mechanical modeling, a rather satisfactory picture of 
the intralayer interactions emerges for the adsorption on simple 
metals and on basal plane graphite. The primary interaction is that 
of the isolated pairs known from 3D physics. Indeed, the inert gas 
2D phases scale reasonably well with corresponding states ideas. 
There are, however, important modifications, the main one being 
the Sinanoglu-Pitzer-McLachlan substrate 'mediated interaction. 
This repulsive interaction reduces the depth of the attractive well 
considerably and is much more important than the permanent dipolar 
repulsions and other contributions. These modifications of the 
ada tom-ada tom interactions have the consequence that the 2D gas 
density prior to crystallization is very large. This very interes­
ting gas phase is exceedingly non-ideal with very large density 
fluctuations. Its counterpart in 3D would be a gas near its criti­
cal point. 

It is perhaps surpr1s1ng that, for Ag(1 II) and graphite sub­
strates, the 2D phase properties can be accounted for quite satis­
factorily with model potentials Which take no account of the de­
tailed electronic structure of the adatom-substrate complex or of 
direct overlap interactions between such complexes. Indeed there 
is evidence that the intralayer potentials are profo.undry diffe­
rent for the adsorption on Pd(IOO) where there is a large d-band 
density of states at the Fermi level and where "chemistry" is 
obviously important. Such cases are not yet understood. 

The details of the ada tom-substrate interaction at distances 
near the equilibrium separation are more difficult to understand. 

For He and H some details of this potential and its corrugation 
along the surface are known from selective adsorption in atom 
scattering. For other adsorbates one infers the depth of the poten­
tial well from thermodynamic data; there are, a few measurements 
of the vertical position of the potential minimum. The consequences 
of the corrugation of the potential are evident in the commensurate­
incommensurate transitions and the orientational ordering of over­
layers, but no quantitative analysis of these data to give the 
potentials have been made. 
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A reasonable description of the ada tom-graphite potential can 
be made by summing pairwise interactions with substrate atoms. This, 
however, does not give the magnitudes of the corrugations correctly, 
and anisotropic interactions have been invoked to explain the ato­
mic scattering data. Further evidence that this and similar ap­
proaches are inadequate is the permanent dipole moment accompanying 
inert gas adsorption. This latter clearly indicates a distortion 
of charge density from the unperturbed atom plus substrate density. 

The only quantum mechanical fully self-consistent calculation 
of the ada tom substrate potential and the distortion of the charge 
density is that by Lang. This calculation uses a density functional 
formalism and a local density approximation for the exchange and 
correlation and it treats the adsorption on "jellium" as is appro­
priate for simple metals. As such the calculation cannot recover 
the long-range van der Waals interaction which is inherently non­
local or the corrugation of the potential; however, it does give 
a good account of the well depth, spacing, permanent dipole moment, 
and core level binding energy shifts. Electron density-difference 
contours for equilibrium separations show increased density in the 
region between the a tom and the metal," •• an electron in the valence 
shell shows a preference for being on the metal side the exchange­
correlation g9le that forms around it is more effective in lowering 
its energy". This calculation then gives some conceptual insight 
and hopefully will stimulate further calculations. The results 
also may provide a starting point for more approximate estimates 
of the effect of the charge distortion on the intralayer adatom­
adatom interactions. 

It is evident that there has been a very constructive inter­
play between theory and experiment. With increasing experimental 
breadth and precision and with increasing theoretical sophistica­
tion it is likely to continue. 

Work supported, in part, by the National Science Foundation through 
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I. METALS ON METALS 

I. I. Introduction 

There are only five noble gases but some sixty five metals. 
Noble gases have a simple electron configuration which makes their 
theoretical treatment simpler. They have high vapor pressures which 
invites their study under equilibrium conditions. Not so the metals 
many have complicated electron configurations with several groups 
of electrons participating in bonding and many of them have low 
yapor pressures so that quasi-equilibrium studies can be done only 
with vapor beams impinging on surfaces heated to high temperatures. 
Condensed metal vapors have the unpleasant property of producing 
electrical shorts, emission centers on fluorescent screens and 
other disturbances, and hot surfaces frequently tend to be conta­
minated by carbon. Nevertheless, a large amount of information has 
been accumulated of which only a small amount can be presented in 
the.forml~~ typical examples. For additional information see recent 
rev~ews. 

This review is organized according to the atomic roughness of 
the substrate because experience has shown that this factor is more 
important for the structure of the adsorbate than the electronic 
structure of the substrate. Three types of surfaces will be distin­
guished : (i) smooth surfaces which contain 2 or 3 close-packed 
directions (hcp(OOOI) , fcc(III), (100) and bcc(IIO) surfaces); (ii) 
one-dimensionally rough surfaces containing one close-packed direc­
tion, e.g. fcc(IIO) and bcc(112); (iii) two-dimensionally rough 
surfaces which contain no close-packed direction, e.g. bcc(IOO) and 
(111) • For each of these types of surface the adsorbates can be 
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characterized by a few phenomenological parameters : (i) surface 
free energies of adsorbate (in its bulk state, YA) and substrate 
( Y s); (ii) electronegativity of adsorbate (XA) and of substrate 
(Xs); (iii) atomic diameter of adsorbate (dA) and substrate (dS)' 
Ys - YA determines to a large extent whether an adsorbed layer or 
tfiree~imensional crystals are formed initially. The amount of 
electron transfer between adsorbate and substrate, i.e. the charge 
on the adsorbed atom important for lateral interaction is determi­
ned by Xs - XA• The misfit between adsorbed layer and substrate, 
which is important for the orientation of the layer and its stabi-
lity upon adsorption or condensation·of additional material is 
determine~ by ~S - dA• The first three sec~ions are followed by 
a fourth 1n wh1ch alToy- and compound-form1ng adsorbate-substrate 
pairs (excluded in the preceeding sections) are discussed. The 
paper concludes with a brief review of metal atom adsorption on se­
miconduc tors. 

, 

1 
Diffusion :~gglomprati 

Reconstruction ,spreading 
, I 

Il 

• S to 1.S 
6-

Fig. 1 : Schematic phase dia­
gram of an adsorbate. 

It is customary to present the structural information on 
adsorbed layers in (two-component) phase diagrams (see Fig. I). 
The two components are the adsorbed atom and the vacancy. Instead 
of giving their concentrations it is usual to use the coverage 0. 
Two definitions for 0 are used: in one, 0 = 1 when the adsorbate 
has reached its monolayer saturation coverage (0A) which may con­
tain more or fewer atoms than the substrate surface; in the other, 
o = 1 when the number of adsorbate atoms equals that of the sub­
strate atoms (0 ). Because it is difficult to attain the equili­
brium configura~ion at low temperature T, the "phase transitions" 
are frequently irreversible. Therefore, such "phase diagrams" 
should not be interpreted in the usual manner. 

1.2. Smooth Surfaces 

Very little work has been done on hcp(OOOI) surfaces; as a 
result, no comparisons between different A-S combinations are 
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Rossible. Therefore only the adsorption of Cd on Ti(OOOl) will be 
mentioned, the only system for which a complete LEED structure 
analysis of a metal monolayer and of multilayers was performed. 
All layers formed a (I x I) structure; in the first layer the Cd 
atoms took fcc sites, that is C sites in the ABAB ••• stacking 
sequence'4but the following Cd layers continued in hcp fashion 
(CACA ••• ). 

For fcc (III) surfaces the following examples will be consider­
ed7i 9(i) (XA« XS) : Na on Ni and Al ; and (ii) (XA ~ Xs) : Pb on 
Cu and Ag 9-11, Ag on Cu and Cu on Ag. 

When XA« XS' there is considerable charge transfer to the 
substrate in the first group, irrespective of the electronic struc­
ture (free electron (Al) or d-electron (Ni) metal). At low coverage 
the dipole moment resulting from the charge transfer is large so 
that bonding to the substrate is strongly ionic and lateral inter­
actions are repulsive. 

Fig. 2 : Work function change as 
a function of coverage for Na on 
~i(111) .. The5coverage is given 
ln eS unltS. 

work FunC"OII 'IS Covtroge 
NilIiO-No 

.2 .3 .4 
Atomic Cowratt 

-30 

~~~~~,-7.-7'-+'-+"I~O'I~I·I~2~13~IA~" 
.. llO"li5 lo1oms/cJ) 

With increasing coverage depolarization occurs; finally the atoms 
come so close that the layer becomes metallic. These changes can 
be seen clearly in the work function change (Fig. 2), in the 
desorption energy decrease and in the LEED pattern. The structure 
of the layer is determined by the repulsion between the atoms and 
by the potential modulation of the substrate. On Ni(XA« XS) the 
strong repulsion causes a uniform distribution of the atoms without 
long range order at low coverage (e < 1/3), at least at room tem-
perature. At high coverage (1/3 < eSs < 1/2 = e .) the . saturatlon . atoms form an lncommensurate hexagonal layer whose snteratomlc 
distances are continuously decreasing with coverage. On Al (XA< ~) 
the weaker repulsion does not manifest itself so strongly so tnat 
the substrate periodicity is more apparent. The first structure 
seen is a (/3 x 13)R30° structure which saturates at 0 = 1/3 6 
and transforms into a (2 x I) structure saturating at ~s B 1/2. 
This structure is not a densely packed layer of Na atoms as on Ni 
but has in one direction rather large interatomic distances, which 
is difficult to understand. 
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In case (ii) the only diffraction feature from the adsorbed 
Pb seen on Cu(lll) is a (4 x 4) coincidence ~~9tern that can be 
attributed to 2.7 % contracted Pb(lll) plane, while on Ag(lll) 
a (13 x 13) R30° structure is formed initially; from this densely 
packed Ag(III) monolayer islands develop which are §£Tited 4°_ 5° 
with respect to the substrate ("rotational epitaxy"). On the 
other fcc(1 II) surfaces studied (AI and Au), these rotated islands 
form without preceeding superstructure. With Ag as an exception 
it can be said that in general two-dimensional densely packed 
islands form which means that the interactions are attractive. The 
adsorbate-substrate pair Ag-Cu has been somewhat puzzling because 
according to the simple YS - YA criterion Ag should form an adsor­
ption layer on Cu but not Cu on Ag whi12_r~e opposite has been 
reported for room temperature studies. A recent very careful 
re-investigation of this system with AES on very clean surfaces 
has shown h~~ever, that the systems behave according to the YS - YA 
criterion; Ag forms on Cu 2D densely packed islands which grow 
together to a monolayer while Cu on Ag grows in 3D islands from 
the 'very beginning. 

The fcc(IOO) surface is atomically somewhat rougher than the 
fcc(lll) surface. It has a relatively deep potential minimum in 
the center between 4 atoms which provides a preferred adsorption 
site (S4)' Consequently, the structure of the adsorbate is deter­
mined more by the substrate potential than on the (I II) surface. 
For Na on Ni(IOO) at room temperature, the atoms are initially 
uniformly distributed over the S4 sites and develop with increasing 
coverage a c(2 x 2) 19n9 range ordered structure. Its completion 
marks the saturation. For Na on AI(IOO), a similar sequence is 
found but, due to the larger lattice constant of AI, a hexa~onal 
close-packed structure is still formed at higher coverages. Why 
such a densely packed monolayer is not seen on thel~II~) surface is 
not clear. The c(2 x tA_~lructure of Na on AI(IOO) , and in 
particular on Ni(IOO) is one of the few metal adsorbar5_~9ruc-
turza subjected2To a complete structure analysis with LEED 
APD and (NPD) (see Chapter "The Structure of Clean Surfaces" 
further called SCS) with the resul t that the Na atom is positioned 
as expected on the basis of atomic radii and potential minimum 
considerations: about 2.IK and 2.21 above to topmost Ni plane 
in the S,. position. 

The deeper potential wells on the (100) surface as compared 
to the (II I) surface introduce more ordered structures only in some 
systems with XA ~ Xs but not in others.An example is Pb on Cu(IOO); 
this forms only a c~4 4) structure for which several models were 
suggested 7,22,23 but which is probably a hexagonal packing dis­
torted into a coincidence layer 3. Similarly, the adsorption layer 
of Ag on Cu(IOO) is a close-pa~ked layer distorted to achieve co­
incidence with the substrate. 2 
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The bce( 110) surface is intermediate in roughness between the 
fcc(1 I I) and (100) surfaces. Accordingly, an adsorbate behavior 
similar to that of both faces is expected. A comparison with the 
alkali adsorption data on fcc surfaces is difficult, however, be­
cause none of that work was done at sufficiently low temperatures 
or under sufficiently clean conditi~~s, whic~6are extremely impor­
tant factors. An example is Na on Wand Mo. While in room tenry-6 
perature adsorption studies on Mo(] 10) no ordered phase was foun~, 
a whole series of phases was observed on W at T lOOK, corresponding 
to optimum coverages 8 = 1/6, 1/4, 1/3, 3/8, 2/5 and an 
incommensurate hexagonaf close-packed layer (Fig. 3) .25 

Fig. 3 : Ordered structures of Na 
on W(110) for (a), 82 = 1/6 (b), 
1/4 (c), 1/3 (d), 3/13 (e), 2/5 
(f) and the incommensurate close­
p~cked layer (g); ~~) is the mul­
t llayer structure. 

In the first three phases (b-c), all Na atoms are assumed to be 
in the potential minima of the surface, in the second two (e,f) 
they are on inequivalent sites and in the last one (g) their loca­
tion is determined by the requirement of closest packing. A detai­
led analysis of the lateral interactions necessary to produce such 
a sequence qf structures shows that the interaction cannot be simple 
dipolar ("':::3"") but must be non-monotonic, e.g., the interaction with 
the 6th-ne~res27neighbor must be weaker than that with the 7th-nea­
rest neighbor. Therefore it is assumed that indirect interactions 
via the substrate electrons (which are oscillatory in nature) make 
a significant contribution. For indirect interactions to be strong, 
the electronic density of states at and near the Fermi energy must 
be large because these electrons mediate the interaction. The Fermi 
surface is anisotropic and consequently the indirect interactions 
are also anisotropic. Deviations from an isotropic distribution 
due to repulsive lateral interactions such as in Fig. 3(b) may 
therefore not only be caused by the anisotropy of the surface poten­
tial but also by the anisotropy of the indirect interactions. At 
present too ~i~§le is known about indirect interactions (see, e.g., 
Some reviews' for further discussion of this subject. 

It should be mentioned that at sufficiently low temperature 
and with clean conditions there is no reason ~y on fcc(lll) and in 



416 E.BAUER 

particular on fcc (100) surfaces a whole set of ordered structures 
should not also occur because W (and Me) do not excel with a par­
ticularly large density of states at the Fermi energy. These expe­
rimental conditions have been fulfilled nearly exclusively by the 
Kiev group and in all cases which they have studied (mainly alkali 
and alkaline earths on Wand Mo(IIO) and (112» several ordered 
structures have been found. There is a~gexcellent review of this 
work and its theoretical implications. On3~ an example of a 
typical phase diagram, that of Sr on W(IIO), will be shown here 
(Fig. 4). 
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Fig. 4 : Phase diagram of Sr on 
W(110). The coverage is given 
in 0 units (0A = 1 for 
6.6 ~ 10 14 , Sr atoms/em? 30 

Here ~ is a hexagonal phase with coverage-dependent unit mesh di­
mensions, S is a commensurate phase, y a close-packed and D is a 
disordered phase. The phase transitions at constant coverage caused 
by T changes are reversible. 

An h · . l ' 31 . h 11 1 ot er 1nterest1ng examp e 1S Be. It 1S t e sma est meta 
atom; although the free atom has a high ionization energy and the 
basal plane of crystalline Be has a high work function (5.1 eV), 
it behaves on W(IIO) like an electro-positive adsorbate with a 
pronounced work function minimum. For several reasons, such as 
small atomic size (so that the atom sits particularly "deep" in 
the surface potential minima1 strong bonding to the substrate and 
probably strong indirect interactions, several ordered phases 
- (8 x I), (I x I), (6 x I), c(9 x 2) and c(l3 x 2) - are formed 
with increasing coverages up to 0 = 1.25 (0A = I when 22 x 10 14 

atoms/cm2 (atomic density of the ~e(OOOI) plane) are adsorbed). 
The desorption energy oscillates as a function of coverage (Fig.5) 
with maxima approximately at the optimum coverages of the (8 x I) 
and (6 x I) structures and with a minimum for the (I x I) structure 
where one would expect a maximum on the basis of misfit considera­
tions. Apparently electronic interactions believed to be responsi­
ble for the formation of the (8 x I) and (6 x I) structures are, 
in this case, more important for binding than geometrical fit. The 
c(9 x 2) and c(13 x 2) structures are coincidence structures 
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between a distorted (0001) and (1010) plane, respectively, and 
the substrate. It is interesting to note that unlike most other 
systems, a thick Be layer does not have its closest packed plane 
parallel to the substrate but rather a prism plane which gives a 
small misfit in one direction. 

Fig. 5 : Desorption energy of Be 
from W(~~O) as a function of co­
verage. 
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The metals with X~ Xs adsorb quite differently on bcc(IIO) 
surfaces, the general cnaracteristics being the formation of den­
sely packed islands in the early adsorption stages and the absence 
of coincidence structures. This is a consequence of attractive 
lateral interactioris between the adsorbed atoms. FIM studies show 
that in the very early stages of adsorption the "islands" may be 
linear along the densely packed directions in the surface. At room 
temperature these islands are usually quite small so that the com­
plete monolayer is frequently quite disordered unless the layer 
is annealed. Examples for such adsorbates are Pd and Au whose 
layers have to be annealed in order to obtain sharp diffraction 
spots. In the absence of dominating dipole-dipole and indirect elec­
tronic interactions the adsorbate structure is largely determined 
by misfit minimization. Furthermore, the first monolayer often 
does not screen the substrate forces enough to suppress adsorption 
of a second or even third layer. 

Illustrations for these general statements are Cu, Pd and Pb 
on W. The first monolayer of eu is pseudomorphous. A second layer 
is adsorbed on top of it. While this layer grows, it reorganizes 
the first layer into a common one-dimensionally incommensurate 32 
structure which may be considered to be a distorted fcc(111) layer. 
Pd forms only one truly adsorbed layer. This is probably due to a 
specific interaction between Pd and refractory metal substrates, 
which causes a quite different adsorption behavior on Pd mono layers 
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as compared to bulk Pd. For example, the Pd monolayer does not 
adsorb CO. The packing density and structure of the first layer 33 
depends upon temperature and upon the presence of additional Pd. 
Pb also forms only one monolayer, but in contrast to Cu and Pd has 
a coverage-dependent packing density. 34ig. 6 indicates how the unit 
mesh dimensions change with coverage. Like in many other adsorba­
tes, e.g. in the alkalis, the saturated monolayer has a signifi­
cantly higher packing density than the Pb(lll) plane in the bulk. 
For a more detailed discussion see Ref. 35. 
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Fig. 6 : Change of the reciprocal ~~) and real (b) lattice unit 
mesh of Pb on W(110) with coverage. 

1.3. One-Dimensionally Rough Surfaces 

The one-dimensional roughness of those surfaces which consist 
of ridges and troughs parallel to the close'-packed directions is 
considerable, even taking the contraction of the topmost layer into 
account (see SCS). Mobility along the troughs is large, across the 
ridges small. Furthermore, the atomic roughness along the troughs is 
small. As a consequence, a wide range of packing possibilities 
exists within the troughs, but in general only multiples of the 
trough distance occur for the packing in the perpendicular direc­
tion. The adsorbate rows in the various troughs may be shifted 
relative to each other as indicated in Fig. 7 for two coverages 
of Na on Ni(1 10), depending upon the relative magnitude of the 
lateral interactions para5lel and perpen1~cular to the troughs. In 
the case of Na on Ni(1 10) and on W(I 12) these seem to be rather 
isotropic3)dipole-dipoI3Sinteractions). In other cases, e.g. Li 
on W(I 12) and Mo(l 12) they are very anisotropic leading 
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initially to equidistant rows perpendicular to the troughs. This 
has been attributed to the dominance of indirect elec tronic inter­
actions over the dipole interactions. 
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Fig. 7 : Structure models and corresponding LEED patterns 50r two 
coverages, (a) 8S = 1/9 and (b) 8S = 1/4 of Na on Ni(110). 

In adsorbate-substrate combinations in which XA ~ XS' a much 
smaller variety of structures has been observed and the22 have been 
studied3~n much less detail. Examples are Pb on Cu(1 10) and 
Ni{IIO) for which a c(2 x 2) structure is observed at 8S = 1/2 
and several coincidence lattices «3 x I), (4 x I) and (5 xl)) 
corresponding to increasing packing density along the rows at 
higher coverages. Saturation occurs in all cases when a densely 
packed monolayer is reached. Usually annealing is necessary in 
order to obtain long range order. 

Fig. 8 : Elastic interaction model 
for c( 2 x 2) structure on a fcc 
( 1 10) surfac e . 

The appearance of a c(2 x 2) structure on (110) surfaces is in con­
trast with the adsorption behavior on smooth surfaces on which 
densely packed islands are formed from the beginning, Pb on Ag 
excepted. This suggests stronger indirect interactions on the 
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rougher surface which appears plausible because the atoms "sink" 
deeper into the substrate, or elastic interactions (see Fig. 8). 

1.4. Two-Dimensionally Rough Surfaces 

The (100) surfaces of Wand Mo are practically the only ones 
of this type on which metal adsorption has been studied fa some 
detail. In adsorption of atoms for which X «X, large dipole 
moments again occur which cause repUlsive tatera! interactions. 
Apparently these are so strong that they can induce distorted 
hexagonal arrangements ~8 the square substrate as indicated in 
Fig.9 for Ba on W(IOO). In the adsorption of alkalis which have 
smaller dipole moments, a hexagonal arrangement is observed only 
in the saturation structure, while at the lower coverages only 
square structures (p(2 x 2) and c(2 x 2» are seen. 
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Fig. 9 : Structure models for 
various coverages of Ba on 
W(100). a) c(4 x 2), Os = 1/4 
b) Os = 13/30; c) Os = 1/2; d) 
Os = 0.58 (0A = 1). Ref. 40. 

Adsorption of atoms with XA ~ Xs will again be illustrated 
by Cu, Pd and Pb on W. No ordered structures are obtained during 
room temperature adsorption for the smaller atoms (Cu, Pd) which 
are apparently trapped in the potential minima of the substrate. 
Pb, however, develops the same c(4 x 2) structure as Ba at ° = 1/4 
(see Fig. 9a). A well-developed c(2 x 2) structure can be ob~ained 
with Cu arid Pb if the substrate is heated during or after adsorption 
at higher coverages (OS ~ 1/2). The formation of this ordered struc­
ture is always connected with a considerable work function decrease 
so that itis not cl32r3~t present if the surface reconstructs in 
this process or not. ' In Pd on W(lOD) the work function de­
creases, too, but no c(2 x 2) structure is formed. Here ordered 
structures are observed only at hh¥her coverages of which the3~irst 
two monolayers are truly adsorbed just3~s in the case of Cu 
while only one Pb monolayer is adsorbed. 
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1.5. Alloying and Compound-Forming Adsorbate-Substrate Systems 

A considerable amount of work has been done with such systems 
but there are considerable discrepancies between the various results 
which have to be clarified. At the beginning of this chapter the 
criterion for two-dimensional phase formation was simplified by 
omitting the "interfacial" energy YAS ' This quantity contains the 
strain energy and the chemical affin1ty of S and A aotms which can 
be characterized by the heat of mixing. If the heat of mixing is 
large, its contribution to YAS may become sufficiently large so 
that YS - YA + Y A > 0 although YS - YA< 0 so that a two-dimensio­
nal A phase may ~e formed. The question is : does this really occur 
or is a surface alloy formed from the beginning ? If no alloy is 
formed because the temperature is too low for the necessary place 
exchanges, does a two-dimensional or three-dimensional A phase 
then form ? 

Before embarking on this discussion the simpler case Y < YS 
in which two-dimensional A phase formation would be expecte~, also 
without YSA contributing, will be discussed. A good example, though 
not for arToying but for ~~~a~und formation, is Pb on Au which has 
been studied extensively.- On all surfaces studied, that is 
(Ill), (100), (lID) and the vicinals (11,1,1), (911), (711) and 
(511) of the (100) surface, Pb is adsorbed without alloying until 
a densely packed monolayer is formed. Only thereafter compound 
formation commences with initially t~~-dimensional growsS. This 
compound has been shown on the (100) and on the £211) surface 
to be AUZPb and not AUPbZ as suggested originally. It is interes­
ting to note that in the submonolayer range Pb on Au behaves like 
combinations which do not form compounds. 

Fig. 10 : Reciprocal unit meshes 
of Pb on Au(100) observed in the 
submonolayer (8A) coverage range. 
A) 8S = 4/7, B) 8S = 2~3' C) 
8S = 4/5, D) 8S = 5/6. 
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As an example, a whole series of coincidence lattices is: formed 
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at eoverages above 8 = 1/2 which can be understood as transitional 
structures between tHe square symmetry of the c(2 x 2) structure 
at 8 = 1/2 and the hexagonal closepacking at 8A = I (Fig. 10). 
Repufsive lateral interactions must be invoked again to understand 
this behavior. In contrast to Pb whose (sub) monolayer structures 
are obtained in well-ordered form only after heating (without al­
loying) Sn has been reported to form a two-dimensional surface 45 
alloy with the composition AuSn at temperatures as low as -100°C. 
The evidence presented for this interpretation is, however, insuf­
ficient and more detailed studies are necessarY'40Two last examples 
for 24YA<YS are the adsorption of Ag on Pd(lll) and of Au on eu 
(100). Ag condensation takes place monolayer by monolayer 
wLthout alloying up to 200°C, above 250°C a surface alloy is for­
med. Au on Cu( 100) forms a surface alloy at room temperature, but 
a pure Au monolayer at -50°. Thus the situation for YA < YS in 
alloying systems is not clear at present. 

Thi~si~8e49n more true i~st~o case YA > YS' Here Pd on Ag,47 
Pd on Cu ' , and Cu on Au' are examples. Pd has been repor­
ted to be adsorbed in monolayer islands on Ag(lll) at 150°C but 
the islands observed in transmission electron micorscopy (TEM) may 
as well be alloy islands. Pd condenses on CU(lll) at room tempera­
ture monolayer by monolaye~8according tg ref. (50) but other work 
indicates for this surface or proves that alloying occurs from 
the very beginning of "adsorption". The change in surface lattice pa~ 
rameter with film thickness is then not to be interpreted in terms 
of elastic strains in the Pd layer but simply by the change of 
lattice constant with alloy composition. Also on Cu(IOO) a~§ (110) 
there is no doubt that alloying occurs at room temperatuEe. The 
adsorption of one mono!Byer of Cu on Au( I I I) before three-dimensio­
nal Au crystals appear probably must be interpreted in the same 
way and not as a Cu monolayer. Adsorption may occur not only from 
the outside of the crystal but also from within as in the case of 
surface segregation in alloys. For a recent review of this subject 
see Ref. (51). 

Looking critically at the available evidence the following, in 
part still tentative picture emerges. In the case !A> YS' an adsorb­
ed pure A monolayer is always unstable and can eX1st only due to 
kinetic limitations (too low temperature). At temperatures at which 
place exchange can occur in the surface region but in which bulk 
diffusion is still extremely small (room temperature is in general 
sufficient for that) a (quasi) two-dimensional surface alloy is 
formed which grows predominantly laterally but also inward similar 
to the monolayer by monolayer outward growth in non-alloying sys­
tems. This model can explain the TEM, AES, "misfit" strain and 
other results, in particular the two-dimensional growth in these 
systems. 
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II. METALS ON SEMICONDUCTORS 

11.1. Elemental Semiconductors 

Al though metal adsorption on semiconduc tors producs2 some 
of the first stunning LEED patterns nearly 20 years ago the 
large scale study of this subject began only a few years ago in 
connection with the attempt to understand the metal-semiconductor 
interface, except for the study of alkali adsorption which began 
in the early years of LEED, however, with initial disappointments 
no new ordered structures were found during room temperatur53ag~or­
ption of Na, K and Cs on Si and Ge(lll) and (lOa) surfaces. ' 
Adsorption of these atoms weakened only the LEED pattern of the 
clean surface (c(8 x 2) and (7 x 7) for Ge and Si(11 I)) ending in 
a faint (I x I) pattern on a strong background. Na on Ge( Ill) was 
an exception by converting the c(8 x 2) structure in a strong well­
developed (I x I)-structure, i.e. it re-reconstructed tS3 surface 
at saturation into the lateral periodicity of the bulk. Similarly, 
the intensity of the (2 x I) patterg40f the (lOa) surfaces iSSen­
hanced by saturation with K and Cs. A detailed later study 
of Cs adsorption on well-prepared Si(IOO) surfaces actually revea­
led two ordered phases, a (2 x 3) structure at intermediate cove­
rage and a (2 x I) structure at saturation (8s = 1/2). The varia­
tion of the relative intensities of the fractlonal order LEED 
beams and of the work function with coverage and oxygen co-adsor­
ption leads to the structure model shown in Fig. 11. 

Fig. 11 : Structure models for c~ 
on Si(100) for various coverages. 
For details, see text. III • 
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At low coverages Cs is adsorbed only on top of the (asymmetric) 
dimers of the clean Si(IOO) - (2 x I) structure (see SCs) without 
correlation between sites on neighboring dimer rows (Fig. 11a). 
At GS = 1/6, correlation within and between rows is enforced by 
the repulsive interactions (Fig. lIb). Between 85 = 1/6 and 1/3 
the sites in between the atoms in (b) are occupied (Fig. llc). Fi­
nally, beyond the work function minimum, condensation into a one-
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dimensional metal with one Cs atom per Si dimer occurs (Fig. lid). 

Long-range order can be obtained also on (Ill) surfaces by 
heatings5he adsorbate. Thus a (3 x I) structure occurs in Na 0~6 
Ge(III) and a (6 x 1) structure in K on Ge(III) at as = 0.4. 
Although at room temper~~u57 no long-range order ocsyrs on (Ill) 
surfaces, work function' and thermal desorption measurements 
indicate the presence of several distinct binding sites. In the 
work function change (~$) measurements the sites appear in linear 
segments as function of coverage, separated by sharp breaks at 
multiples of 1/8 on Ge (with c(8 x 2) structure) and of 1/7 on Si 
(with (7 x 7) structure). Apparently, the surface maintains its 
superstructure during adsorption providing different substrate sites. 
Similar breaks also occur on the Ge(I II) - (2 x I) structure and 
have been associated with spe5~fic configurations of atoms adsorbed 
on identical substrate sites. These two interpretations are not 
necessarily in contradiction, because of the difference between the 
two surfaces and the higher stability of the c(8 x 2) structure. 

With most other metals the problem to be immediately confron­
ted is the question of pure metal adsorbate versus compound forma­
tion. Two much studied examples, Ag and Au on Si(III) illustrate 
this. Au easily forms metastable alloys with Si while Ag shows 
much less (if any) alloying tendency. Therefore there is little 
doubt that a Ag adsorption layer consists only of Ag while Au could 
form a two-dimensional surface alloy from the very beginning. Thus, 
in the case of Ag mainly the structure is disputed, in the case of 
Au also the composition of the adsorbed layer. Three ordered 
structures occur for Ag on Si(111) : a(6 x I) and a (3 x I) at 
Os = 1/3 and a (l3x I3)R30° structure, at e = 1. This latter 
assignment has been a subject of discussion ~or a long time but 
it appears now that es = I on a very clean surfac59~gtle a < 1, 
e.g. as = 2/3 on part~ally contaminated surfaces. Of t~e two 
models of the (3 x I) and (6 x 1) structure shown in Fig. I2a 
and b , the one with Ag on top of Si atoms (b) is favored6~n the 
basis of comparative AgSi and AgSi3 molecule calculations. The 
molecular orbital considerations basic to these calculations also 
make plausible the hexagonal ring model (Fig. 12c), proposed for 
the (/3 x I3)R300 structure with coverage as = 2/3. In this model 
the Ag' atoms are above the topmost Si plane because of the orien­
tation of the dangling bonds to which the Ag atoms link. A variant 
of this model in which the Ag atoms are immersed into the S~3surface 
(Fig. 12d) has been deduceg4from LEIS experiments (see SCS) and 
work function measuremeng~ and supported by a quasi-kinematical 
LEED intensity analysis. These deductions are, however, not unam­
biguous ~~ are also the theoreticaS6arguments used for the on-top 
hexagon. It has been pointed out that the maximum overlap 
principle used in RefS2 (62) would favor trimer formation as is pos­
tulated in the oldest (13 x 13) R30° structure model for as = 1 
(Fig. 12 e). Although possible, it appears unlikely that there 



CHEMISORPTION OF METALS ON METALS AND SEMICONDUCTORS 

a 

b 

Clsl51 OAo 
82nd51 

lOll) tm! 

t I ~tT01' 
~[!11l 

•

,,1/,11<' 
'~:' .":~.. .~. 

.~':.~. l·:.· ~"$' 
.. ~~. .::~. ;:"/ 

.~;. .:::, .. :~: 
~:.. ,.. . .~~ .. 

• :.::. ...:- 1..:.-
.:;,.. "::: .. :.:. 

primary 
beam 

" -12m 

~ 

425 

c 

e 

Fig. 12 : Structure models for Ag on Si(111).(a,b) : (3 x 1) and 
(6 x 1) structure for threefold hollow (a) and on-top adsorption 
(b); the arrows indicate possible dis~~acements~hich transform 
the (3 x 1) into a (6 x 1) structure. c): (13 x I3)R30 0 struc­
ture; the Si atoms are located at the corner of the triangles, 
the opgn circles indicate Si dangling bonds bent towards Ag atom 
pairs. 2 d): (/3ix I3)R300 structure, immersed Ag model; top: 63 
Si(111) - (1 x 1), bottom: top and side v~2w o~ Ag distribution 
e) : (13 x I3)R30 Q structure trimer model. 
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are two well-defined structures corresponding to 8S = 2/3 and 
8S = I. It is also improbable that the impurities oelieved to be 
responsible for saturation at 8S = 2/3 interact with Ag just in 
such a way that Ag hexagons are formed - possibly with the impurity 
in the center. It is more likely that the saturation structure 
with 8 = 1 forms only on part of the surface so that this structure 
can sa~urate over a wide coverage range depending upon the fraction 
of the surface on which its formation is not hindered. The trimer 
model (Fig. 12e) is supported by the saturation coverage 8 = 1 
reported by many groups (see e. g. Ref. 61) and by thg8angutar depen­
dence of the photo-electron spectra from this layer. It is inte­
resting to note that similar spectra for the (13 x I3)R30° struc­
ture observed for Al at 8S = 1/3 lead to the conclusion that the 
Al atoms are located ~§ove the centers of the triangles formed by 
the topmost Si atoms. 

The saturation monolayer (8 = I) structure of Au on Si(llI) 
obtained upon adsorption or anne~ing at high temperatu67 ~§ 
(6 x 6). It has been attributed both t0 75 pure Au layer ' and 
to a 7,ixed two-dimensional Au-Si layer. ~re recent HEIS (see 
SCS) and combined AES, LEED and ELS work indicates that the 
Au-Si reaction does not set in until a critical a~unt of Au has 72 
been condensed which is reported to be either one or about five. 
monolayers. The photoelectron spectrum of a thick agglomerated Au 
laye73is similar to that obtained after deposition of 1.5 monola­
yers. This all supports the view that Au of the order of one 
monolayer does not react but rather forms a pure Au adsorption 
layer. The LEED pattern of this layer may be attributed to a Au(11 I) 
plane which is certainly distorted locally to satisfy the steric re­
quirements of bonding. This is also true for Au ads~9Ption on other 
Si surfaces such as (100),(110) and (113) surfaces. For the (100) 
surface the presence of an unreacte~ A~4layer ~ 2 monolayers thick 
is again supported by HEIS results. I, On Si(1 II) at lower 
coverages two additional structures, a (13 x I:f)R30° structure at 
8S = 1 and a (5 x I) structure at 8S = 2/5 appear which can be in­
terpreted in a way similar to the Ag adsorption structures. It 
should be noted that both for Ag and Au, elevated temperatures 
are necessary in order for the surface to transform from the re­
constructed clean surface structure into the coverage-dependent 
equilibrium structure. As to the growth of the ordered structures, 
much should be learned by high 7Sesolution reflection electron 
microscopy as preliminary work indicates. 

In addition to the work on Ag,Au and Al there is a huge amount 
of work on the interaction of transition metals such as Pd, Pt, 
Ni, Fe but most of it was directed at the understanding of silicide 
formation. Very little reliable quantitative information on the 
adsorption process in the range 8 of I can be extrac ted from the 
published data. At higher coverage there is always silicide forma­
tion which may occur even at liquid nitro·gen temperature. There 
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have also been a number of studies of the adsorption of less ag­
gressive adsorbates such as Pb, Sn, Sb, Ga, in which in general 
leads to (13 x I3)R30° structures on Si(ll!) as mentioned above 
for AI. For metal adsorption on 76' only two examples77hould be 
mentioned briefly, Sn on Ge(1 II) and Ag on Ge(III). The first 
work is remarkable because in addition to a metastable (13 x I3)R30° 
structure (with 8S = 1/3-1) stable (7 x 7) (8 = 0.3 -0.8) and 
(S x S) (BS = O.S - 0.9), structures were founa similar to structures 
on Si(III). These may be important for the understanding of the 
Si(lll) surface structures. Ag adsorption on a slightly misoriented 
(0.9°) (I II) surface (which is stable in the clean state) produces 
not only several ordered structures on this plane but also causes 
the formation of (S44) facets. 

11.2. Compound Semiconductors 

78 79Cs adsorption has been studied in great detai~_on GaAs(110)S8, 
, and less extensively on GaAs(lOO), (III), (III), GaP and 

GaSb(IOO), (110), (III) and (11"i)7ltrfaces. For GaAs(IIO) , multi­
layer formation has been reported but here only the first layer 
will be discussed. This is completed on all (110) surfaces at about 
8S = 1/2 and has a c(4 x 4) structure which is a compressed Cs(110) 
layer with [0011 II [1101s' At room temperature no ordered struc­
tures are seen at lower coverages except on GaP where linear double 
spaced arrangements parallel to the GaP chains ([1101) form. Adsor­
ption at elevated temperature or annealing produces also on GaAs 
and GaSb ordered structures which can be attributed to ordered 
linear adatom distributions along the [110] directions with various 
coverages (1/6,1/2). In these adsorption sites the bonding is con­
siderably stronger than in the close-packed structure as clearly 
evident in ad- and desorption kinetics. ~~-measurements show sharp 
breaks at characteristic coverages similar to Cs on Ge(lll) which 
are attributed to specific adsorbate configurations. S8 

Although much work has been done on many metal-compound semi­
conductor interfaces, information on the coverage range from 0 to 
about I monolayer is scarce for metaa6 other than alkalisSIPhoto­
emission studies of Au on GaAs (110), GaSb and InP (110), for 
example, show that Au is initially present in atomic form before 
massive intermixing with the substrate occurs but nothing is known 
about the structure of the initial layer. Adsorption of column III 
elements Al and Ga on GaAs (110) does not change the lateral perio­
dicity of the surface. The atoms adsorbed at room temperature might 
form two-dimensional, not necessarily ordered islands ("rafts"), 
Which are sufficiently densly ~2cked to produce a free-electron 
like UPS spectrum, e.g. 8~r8Ua, or randomly adsorbed on top of 
the surface, e.g. for AI.' However, if a crystal covered with 
> 1 /2 mmolayer of Al is annealed at 450°C, Al replaces the Ga 
atoms in the second atomic layer beneath the surface, according to 
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d '1 d . . l' 83,84 I h' I a eta1 e LEED 1ntens1ty ana YS1S. n t 1S rep acement reac-
tion the structu£e of the topmost GaAs layer of the clean surface 
is retained, but with a relaxation of o.IA towards the second 
AlAs layer (see also Ref. 85). In contrast to the column III atoms, 
the column V atom Sb leads even at room temperature to a major 
c~a~ge §~ the surface structure without changing the lateral perio­
C1C1ty. 

On II-IV semiconductor surfaces (of which the zincblende 
(110) and wurtzite (1010), (1120) surfaces were studied) LEED 
studies suffer from the dissociation of the surface by the electron 
beam. Photoemission, work function and electrical studies indicate 
however, tha~ massive in-diffusion of Au, Ag, Cu, Al and In occurs 
into Cd chalcogenides at room temperature even at very low covera­
ges. This is a field in which a considerable amount of information 
will certainly become available in the next few years. 

III. CONCLUDING REMARKS 

Although some metal adsorbates on metal and semiconductor 
surfaces such as the alkalis have already been studied rather 
thoroughly, the present understanding of the adsorption of most 
other metals is still quite rudimentary. Even in alkali adsorption 
the lateral interactions responsible for the appearance of ordered 
structures are known only very qualitatively. As a consequence, 
general statements about metal adsorption are necessarily of a 
rather sweeping type while specific statements based on the rather 
limited (and in many cases not very reliable experimental data) are 
apt to be overturned by future experiments. In the hope that this 
may not already be the case at the time of printing, the author 
has, therefore, tried to stay away from such statements. 
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CHEMISORPTION ON SINGLE CRYSTAL AND HETEROGENEOUS CATALYSIS 

ABSTRACT 

J. OUDAR 

Laboratoire de Physico-Chimie des Surfaces, 
Rcole Nationale Superieure de Chimie de Paris, 
II, rue Pierre et Marie Curie, 
75231 Paris Cedex OS, France. 

In the first part of this paper, the equilibria of adsorption 
and segregation are treated in a symmetrical manner, referring 
to the Fowler-Guggenheim isotherms. 

In the second part, examples of first order transition on well 
defined surfaces (single crystals) are given for 

i) sulphur adsorption on silver 

ii) carbon segregation on nickel. 

In the last part, the interest of heterogeneous catalysis on 
single crystals is illustrated by two examples : CO methanation 
on nickel and CO oxidation on platinum. 

I. ADSORPTION AND SEGREGATION EQUILIBRIA 

When a metallic surface at high temperature is in contact with 
a reactive gas such as oxygen, sulphur or a halogen, two types of 
interactions must be considered. 

If the pressure is higher than the dissociation pressure of 
the most stable bulk compound, (oxide, sulphide or halide) this 
compound can be formed. The reaction may go on until consumption 
of the metal is complete, or, it may give rise to a surface layer 
whose growth is limited by diffusion. 
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When the pressure is lower than the dissociation pressure of 
the stable compound, interactions result in the formation of adsor­
ption layers. Due to the high affinity between gas and metal resul­
ting from the unsaturated metallic surface bonds, the adsorption 
bonds are of chemical nature and of high energy. Later we will see 
that these bonds can be even stronger than in the bulk compound. 
Adsorption stops when the whole surface is completely covered. 
In the process of oxidation, the adsorption stage can be considered 
as the precursor stage of bulk compound formation. The adsorption 
layer can be obtained not only from the gas phase but also by se­
gregation of atoms dissolved in the bulk phase. However, in that 
case, the temperature must be high enough to allow diffusion to 
the surface. A unified treatment of adsorption and segregation 
phenomena can be made using equilibrium concepts. The only distinc­
tion between the two is in the expressions for the chemical poten­
tial of the adsorbed species. For adsorption, the chemical potential 
is referred to the vapor phase pressure. In case of segregation, 
it is referred to the bulk concentration in the condensed phase. 
Equilibr'ium segregation concepts can be extended to other types of 
defects such as grain boundaries, dislocations and vacant lattice 
sites (Fig. I). A new distribution of active species between phases 
in equilibrium occurs when defects are present. It essentially 
results in a lowering of the total free energy of the system. 

0 0 0 0 
0 0 

0 
0 

0 
Stacki~ 

fault 

0 
0 

0 
~ 

Surfac 

Solid 
P~~.-

Vacancy <1t' 
complex 

Fig. 1 : Adsorption or segregation 
on external and internal surfaces 
and on various defects. 

As for the treatment of solid solution-surface equilibria, 
only dilute binary systems will be considered here (systems in 
which dissolved atoms are in low enough concentrations not to 
interact each other in the bulk of the crystal). 

A useful way of studying such systems is to construct adsor­
ption isotherms. The superficial concentration of adsorbed atoms 
is measured as a function of the chemical potential, expressed in 
terms of gas pressure or of bulk concentration. 

We will first show how different interactions between adsorbed 
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atoms influence the properties of the theoretical isotherms. Later, 
comparison of these results with real examples will be made. 

II. ADSORPTION AND SEGREGATION ISOTHERMS 

To obtain an analytical expression for an adsorption isotherm, 
the chemical potentials in both phases, vapor and superficial, for 
the various constituents are set identically equal. The segregation 
isotherm is obtained in the same way by referring not to the gas 
but to the condensed phase. We shall restrict ourselves here to 
the special cases of a vapor phase behaving as a perfect monoatomic 
gas and a condensed phase behaving as a dilute solid solution. 

According to statistical thermodynamics!, the chemical potential 
of the atoms of a monoatomic gas is given by the relation : 

(! ) 

where P is the gas pressure, m is the mass of the atom, and kB 
is the Boltzmann constant. 

Assuming that dissolved atoms have access to only one kind of 
surface site, their chemical potential, in the dilute solid solution, 
is given by the equation : 

( 2) 

where Eb represents the potential energy of a dissolved atom, X 
is the atomic fraction of dissolved atoms, and fb (T) is the vibra­
tional partition function of the dissolved atoms. 

A simple model to describe the adsorbed phase is based on the 
following assumptions 

i) adsorbed atoms are localized on well defined and equivalent 
sites of the substrate; 

ii) interactions are restricted to nearest neighbors; 

iii) there is a random distribution of adsorbed atoms on sub­
strate sites (regular solutions). 

The degree of coverage e of the surface is defined as the ratio 
between the number of adsorbed atoms and the number of adsorbed 
atoms when all adsorption sites are occupied. Let E be the potential s 



436 J.OUDAR 

energy of a surface site and let w be the energy of interaction 
between adsorbed nearest neighbors with 

w > 0 in the case of a repulsive interaction, 

w < 0 in the case of an attractive interaction, and 

Z the maximum number of nearest neighbors (two dimensional 
coordination number). 

In the Bragg-Williams approxlination, the term Zw6, which 
represents the energy of interaction weighted by the number of 
neighbors Z6, is added to the chemical potential of the adsorbed 
atoms. The chemical potential of the adsorbed atoms then becomes 

)l = E + Zw6 + kBT In _6_ - k T In f (T) s s }-6 B s 

where f (T) is the vibrations partition function of an adsorbed 
atom. S~tting)l =)l and)l = )lb' the isotherms of adsorption and 
of segregation ~espeetivelyStake the following forms 

6 P = I=-e a.(T) exp 
E + Zw6 

s 

x 6 Zw6 - E 
-} _ 6 a.' (T) exp k T 

B 

with E = Eb - Es. 

These relationships are known as FOWLER-GUGGENHEIM isotherms~ 

A convenient representation of the isotherms is to plot 6 as 
a function of l.n[1?(6)/P(l/2)] or l.n[X(6)/X(l/2)] for different 
values of Zw/kBT. This shows the symmetry of the curves with respect 
to 6 = } /2 (Fig. 2). For Zw/kBT < -4 the isotherms show a. shape 
with the two loops characteristic of a phase transition. The dotted 
portions of the curves represent unstable parts of the isotherms. 
For Zw/kBT = -8, for example, a surface equilibrium exists between 
a dilute phase with degree of coverage 6A and a dense phase with 
degree of coverage 6 • The relative proportion of each of these 
phases is given by tRe rule of moments applied to the three points, 
6, 6A and 6B. The critical temperature at which the phase change 
occurs is T = - Zw/4ks , corresponding to an isotherm with a ver­
tical tange&t of inflection (Fig. 2). Finally, the Langmuir isotherm 
zw/kB = 0 separates the isotherms into two types depending on the 
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type of interaction, attractive 
merits of the Fowler-Guggenheim 
to predict phase changes in the 
tractive interactions. 

Fig. 2 : Fowler-Guggenheim iso­
therm of adsorption. The shape 
gf the isotherm of segregation 
is the same if log x(e)/x(1/2) 
is plotted instead of 
log p(e)/p(1/2) 

or repulsive. One of the chief 
isotherm is that it makes it possible 
adsorbed layer in the case of at-

e 

2 4 6 
In [p(e)/ P(1/2)j 

III. ADSORPTION AND SEGREGATION ON WELL-DEFINED SURFACES 

111.1. General Considerations 

The above adsorption isotherm model is based on the assumption 
of a homogeneous surface (only one kind of adsorption site). In 
order to experimentally approach this ideal situation, it is 
necessary to use either bulk single crystals or lamellar compounds 
with all crystals having a preferential orientation. Such compounds 
have been widely used in studies of physisorption. With such sub­
strates it is possible to achieve both the homogeneous character 
of the surface and a large specific area. Conventional techniques 
for determining coverage of adsorbed gases, such as volume try or 
gravitmetry, can then be used. 

Physisorption studies allow us to formulate very general concepts 
concerning phase changes in adsorbed layers. The field has been 
widely developed since the first significant r2sults were obtained 
for rare gases adsorbed on exfoliated graphite. Since then, a 
large number of systems with very different substrates and gases 
have been studied by volumetry and calorimetry. More recently, the 
field of low pressures on mono3rystals has been explored by means 
of Auger spectroscopy and LEED. From the set of isotherms, various 
phase transitions ha~e been observed such as 2D gas + 2D liquid or 
2D liquid t 2D solid. a Changes in enthalpy and entropy associated 
with phase changes have been measure~ precisely from adsorption 
isotherms or directly by calorimetry. 
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Attempts have been made to explain the experimental results 
of physisorption with simple models such as the localized model 
with lateral interactions, described above, or a Van der Waals 
type fluid. The agreement with experiment of these two approaches 
is rather disappointing. One of the main difficulties when treating 
the problem theoretically comes from the fact that the substrate 
may undergo appreciable perturbations. Such perturbations were for 
a long time considered to be negligible in physisorption. It is 
now recognized that they must be considered in the interpretation 
of the measured entropy changes. These changes are due not only 
to the loss of degrees of freedom of the adsorbed molecules, but 
also to variation's of the vibrational modes of the substrates 
surface atoms. 

In chemisorption, forces are generally greater than those 
involved in physisorption so that reality is even farther away 
from theoretical models. Adsorption on a site may significantly 
modify the electron density and consequently the reactivity of 
neighboring sites. It is now recognized that interactions between 
adsorbed atoms are transmitted by conduction electrons. These 
interactions,in certain cases,may operate over several interatomic 
distances, as shown by the variations in work function caus~d by 
adsorption. 

On a homogeneous surface, for example that of perfect {III} 
or {IOO} faces of an f.c.c. metal, different adsorption states 
characterized by different binding modes for the same adsorbate 
(bridge position, linear, etc.) may follow each other as a function 
of the degree of coverage, or they may even coexist. Additional 
complications may come from the dissociation of the molecule or 
from the restructuring of the surface by adsorption (e.g. faceting). 

Contrary to physical adsorption, reversibility is attained in 
chemisorption mostly at high temperatures and under very low pres­
sures of the reactive gas. In addition to the difficulties related 
to observation at high temperatures, other phenomena such as disso­
lution of the adsorbed atoms in the interior of the metal, or eva­
poration of the metal itself, may be superimposed on the adsorption­
desorption phenomenon. 

111.2. Adsorption of Sulphur on Metals (Ni, Fe, Cr, Mo, Pt) 

Adsorption of sulphur on transition metals (Fe, Ni, Mo, Pt, Pd) 
and IB metals (Cu, AS'6Au) has been extensively studied by BENARD, 
OUDAR and coworkers.' Structural and kinetic data were obtained 
by means of Low Energy Electron Diffraction (LEED) and sometimes 
Reflection High Energy Electron Diffraction (RHEED). Thermodynami­
cal data were obtained by plotting the adsorption-desorption iso­
therms of H2 S-H 2 mixtures. 
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Superficial concentrations of adsorbed atoms were measured by 
using radioactive sulphur (35S) and Auger electron spectroscopy. 
The calibration of the AES was based on a radiotracer method. The 
relative precision of the con entration measurements was better 
than 5 percent. 

In most investigations, a low index face is placed under a low 
hydrogen sulphide partial pressure. The first adsorption state 
observed comes from dissociation of hydrogen sulphide when it is 
put in contact with the clean metallic surface. At this stage of 
the reaction, sulphur atoms are mobile and randomly distributed 
on the surface. In a first approximation, interactions between 
adsorbed atoms can be neglected. When a critical concentration is 
reached, a new dense phase appears. 

Growth-proceeds, at medium temperatures, by nucleation of 
islands and can be characterized by LEED. Thin spots can be obser­
ved at a coverage much lower than that of the completed structure. 
Such a phase is sometimes called bidimensional (2D) sulphide. 

It is possible (at least theoretically) to distinguish between 
the two adsorption states described above by varying the sulphur 
partial pressure, at a given temperature. Figure 3 represents the 
theoretical adsorption-desorption isotherms that shows the exis­
tence of the two adsorption states. Both states are in equilibrium 
with each other at pressure PI' and their transformation into one 
another is first order. 

Fig. 3 : Theoretical adsorption 
isotherm with first order tran­
sition. (Note that contrary to 
fig. 2, P is plotted rather than 
log p). 

surface 
concentration 

I 
I 

rc -----------i-----:=-
I 

? pressure 

! precursor st.te 1 (20 compOUnd) l(30 compculd) 

rA and r B represent the compositions of the equilibrium phases at 
a given cemperature. The sulphur concentration of the initial 
state may vary form zero up to r , and the 2D sulphide from rB 
to re' In the latter concentrati~ range the 2D sulphide is non­
stoichiometric. The difference between P2 and PI if expressed in 
terms of free energies indicates the excess stability of the bidi­
mensional sulphide compared to the tridimensional. 
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To illustrate the nucleation process, ~e will consider adsor­
ption of sulphur on {loa} Ag. The isotherm obtained at 190°C 
is very close to the one represented in figure 3. The composition 
r A of the dilute phase corresponds to approximatively I sulphur 
a~om for every 4 superficial silver atom; and r B (of the dense 
phase) to I sulphur atom for every 2 silver atoms. For concentra­
tions between rand r , these two phases are both present and can 
be "frozen in" ~y qui~ quenching under vacuum (their respe~tive 
proportions are given by the rule of moments). These phases can' 
be seen by a decoration technique based70n selective electrodepo­
sition of silver from an AgN03 solution. The micrograph of figure 4 
corresponds to a mean coverage of 3S/8Ag, i.e. approximately 
to identical proportions of both phases. The regions covered by 
silver deposit are black. In those regions, the local sulphur 
concentration is that of the initial dilute adsorption state 
(IS/4Ag). The electrodeposition is,however, totally inhibited in 
the regions covered by the dense phase (IS/2Ag) which remain white. 

If we could carry out systematic experiments to extablish 
adsorption desorption isotherms at different temperatures, we would 
get essential data concerning phase transitions in adsorbed layers. 
However, because of the strong affinity of transition metals for 
sulphur, the conditions in which adsorption is reversible are dif­
ficul t o"r even impossible to obtain. It is very difficult to obtain 
gaseous mixtures of very low hydrogen sulphide concentration, even 
with a hydrogen-hydrogen sulphide mixture. 

~~ : 2D sulphide nuclei 
(white region) shown by selective 
electrodepositi9n of Ag (after 
Rousseau et al. ). 

These experimental difficulties can be overcome ,on metallic 
monocrystals, for some specific systems such as sulphur-silver. 
In many cases, only the upper part of the isotherms was observed. 
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·This permits the characterization of the saturation state when 
the surface is totally covered with the 2D sulphide, but does not 
give any information concerning its equilibrium with the precursor 
state. 

In addition, even in the most favorable cases mentioned pre­
viously, the shape of the isotherms is very sensitive : 

i) in the lower region, gO the presence of crystalline defects, 
monoatomic steps for example which are more active than the rest 
of the surf ace, 

ii) i~ the upper region, to the existence of several 2D adsorbed 
sulphides. 

The coexistence of these different phenomena makes the 
interpretation of results more complex, especially considering 

. the rather poor precision involved in measuring the isotherms. 

Another way to study reversible equilibria between the precursor 
state and the surface compound requires conditions such that the 
surface can be assumed to be an isolated chemical system. To do 
this, exchanges between the adsorbed layer and the vapor phase, 
and between the adsorbed layer and the solid solution must be 
minimized. This can be realized by carrying out experiments under 
ultra high vacuum because adsorption states have a very high stabi­
lity. Moderate temperatures are required in order to avoid any 
phenomenon of solubility. The system is then entirely defined by 
the temperature and the superficial concentration of adsorbed 
atoms. With a certain mobility of the adsorbed atoms, which can 
be checked by the absence of any hysteresis phenomenon, realistic 
diagrams of equilibrium between adsorbed phases can be obtained. 
The method is based on the use of Low Energy Elr6tron Diffraction 
data and has been described in detail elsewhere. 

Studying sulphur segregation at the surface of metals requires 
great care because of the highly tensioactive character of this 
element. As an example, for a temperature of approximatively BOOoe, 
a critical concentration of a few ppm on iron or copper, is enough 
to reach the upper plateau of the isotherm. On the other hand, the 
collection of thermodynamical data concerning both adsorption and 
dissolution phenomena permits, by their difference, deduction of 
thermodynamical data concerning the segregation phenomenon. Fig. 5 
shows the different energy levels for cgRper. One seey1here ~nd 
in several other systems such as S-Ag, ,S-Ni, S-Ru ) that sul-
phur is more tightly bound in the surface phase than in the bulk. 
In polycrystalline copper, energy of segregf~ion of sulphur at 
the grain boundaries has also been measured (Fig. 5) 
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As far as crystal orientation is concerned, it is observed 
that the more rough the face is (on an atomic scale) the more 
tightly bound the sulphur is. This phenomenon seems to be a rather 
general rule. 

Provided the partial pressure of the reactive gas is sufficient, 
a 3D compound (oxide, sulphide or halide) can appear. Numerous 
works were carried out between 1950 and 1960, in particular by 
Benard and his coworkers, to study the process ?~ y~cleation in 
the growth of oxide, sulphide and halide layers.' The most 
favorable experimental conditions are high temperature and low 
reactive gas pressure. The growth of oxide or sulphide nuclei can 
be easily explained by surface diffusion phenomena, whereas the 
origin of nucleation phenomena is rather poorly understood. In 
some cases, metal defects such as dislocfsions are at the origin 
of the growth process of the 3D compound. If it is assumed that 
such defects playa favorable role, especially in conditions of 
weak supersaturation, they still do not justify the determining 
role of pressure and crystal orientation on the number of nuclei. 

It is well known that 3D nuclei are formed after the completion 
of the adsorbed layer. It may then be asked what influence the 
crystalline fefects of the adsorbed layer have on the nucleation of 
the 3D compound. It can be assumed that some of these defects are 
preferential paths of diffusion of the metal. In this case they 
would playa role comparable to that of grain bound,u;ies or lines 
of dislocation in the growth of thin films of oxide. 
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Recently, the formation of NiO on single crystals of Ni by an 
anodic process has been extensively studied. It appears that OH­
anions play anl~mportant role as a precursor for oxidation in 
acid solution. Sulphur ,adsorbed on the surface in the range of 
one'monolayer can suppress the adsorption of OH- fHi7~s and conse­
quently the formation of the passive film of NiO. ' 

111.3. Carbon Segregation at a Nickel Surface 

25e2~u2~ace segregation of carbon in single crystals of ni-
ckel " has been precisely studied using LEED and,AES. On 
Ni(11 I), it was found that sharp changes in coverage versus tem­
perature occured as shown in fig. 6 
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Fig. 6 : Schematic equilibrium temperature dependence of carbon 
coverage on the (111) surface of a carbon doped nickel single 
crystal. A phase transition from a low coverage to a condensed 
state occurs at the segregation pO~5~2~S' Graphite precipitation 
starts at T (after BLAKELY et al. ). 

p 

Three different states can be identified. In the high temperature 
region, the fractional coverage is very low and may be approxima­
tely equal to the bulk atomic fraction (dilute phase). In the 
intermediate temperature range, a surface condensed phase (inter­
preted as a carbon monolayer) exists and has a range of stability 
of 100 K. At lower temperatures, the surface is covered by a thick 
precipitate of graphite. The sharp change in carbon coverage at 
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temperature T may be described as a first order phase transition. 
The origin ofSthe transition was attributed to strong adsorbate­
adsorbate interactions and to the excellent geometrical fit of 
the ordered phase to the metal substrate. It is possible to deposit 
a hexagonal carbon monoatomic layer on Ni(lll) with the same arran­
gement and similar interatomic distances as the basal plane of 
graphite. 

Results have been analysed by assuming that the chemical poten­
tial of carbon in the dilute bulk solution is equal to that in the 
two-dimensional phase at T and to that in bulk graphite at T . 
With such conditions, the ~ariation of the phase transition tRmpe­
rature T with bulk composition can be represented by the following 

. s 
equatlon : 

t.H - T t.S seg s seg, 

where x is the mole fraction of carbon in the bulk, and t.H and 
- .. f .seg 

~S are the partlal atomlC heat and entropy 0 segregatl0n res-
pe~nvely. 

Experimental values for segregation are compared with the solu­
bility curve in fig. 7. 
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Fig. 7 : Solubility curve of C in Ni. The experimental values of 1/T 
that determine the doping levels of the various sample are marked p 
on this curve. The corresponding values of VT determine the segre-. . s . 
gatlon curve. The slope of the two curves YleId the heat o~o~~~utlon 
and heat of segregation respectively.(After Blakely et al. ) 
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From the value of ~H (-0.55 eV) one can conclude that the binding 
energy for a carbon ~~6m in the monolayer phase is approxllna~ely 
10 % greater that for bulk graphite. Other orientations of Ni (low 
index22nd vicinal planes) as well as other metals have been stu­
died. Depending on the system, the same behavior as on Ni(1 II), 
or behavior fitted to a Langmuir model was observed. In some cases, 
the carbon exhibits no detectable preference to accumulate on the 
surface. 

IV. CATALYSIS ON SINGLE CRYSTAL SURFACES 

IV. I. Interest of this Way of Studying Catalysis 

The increased understanding of catalytic reactions on single 
crystal surfaces provided new interest in heterogeneous catalysis. 
Modern techniques such as LEED, AES, XPS, UPS, SIMS are now used 
for surface characterization. They permit determination of chemical 
composition and structure of the surf.a.c.e layers with a much better 
prec1s10n than on dispersed substances. In addition, the surface 
structure of a metal varies with its orientation and thus its 
effect on catalytic activity can be studied. In particular, expe­
riments have been carried out on vicinal surfaces with defects 
such as monoatomic steps and kinks whose nature and densities can 
be controlled. Such an approach makes it possible to specify the 
nature of the sites responsible for catalytic activity. It has 
been shown by using such surfaces, that on platinum, monoatomic 
steps are mainly responsible for breaki2§ of C-H and H-H bonds, 
and kinks for the breaking of C-C bonds. Such mechanisms are 
involved in reforming and catalytic cracking, which are fundamen­
tal to the petroleum industry. 

One could speculate whether catalysis experiments with single 
crystals are realistic or not. For industrial purposes, experiments 
are carried out on divided substances, possibly dispersed, on a 
support, having a large specific active surface. Most reactions 
sensitive to the surface structure are also sensitive to crystallite 
size. A common explanation for this is based on the fact that a 
change of crystallite size modifies the respective proportion of 
the different active sites. In particular, for crystallites of 
smaller size, the proportion of atoms of low coordination number 
in edge or vertex positions becoriJ.es much higher.· These size effects 
are most significant for crystallite sizes between 10 and 50 K. 
In this range, the proportion of atoms of high and low coordina­
tion number varies considerably. The influence of the surface struc­
ture on catalytic activity can be shown unambiguously on single 
crystal surfaces of various orientations presenting surface atoms 
whose coordination number can be varied at will. However, for 
highly dispersed catalysts, the influence. of the support must also 
be taken into account. 
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Two types of experiments have recently appeared in the studies 
of catalysis on single crystals. The first type uses low experimen­
tal pressures. The structure and the composition of the surface 
may be determined in situ by previously mentioned techniques. The 
second type uses middle or high pressures. The initial and final 
states of the surface can be characterized only before and after 
reaction when the sample is under ultrahigh vacuum. The first type 
of study gives essential information about the mechanisms, but it 
requires experimental conditions which are far from being realis­
tic in catalysis. Numerous examples are now well known which prove 
that the nature of the reaction intermediaries and, consequently, 
the involved mechanisms are very dependent on the reactive pressures. 

In addition to the fundamental structural aspects, the chemical 
composition of the surface is also an essential factor. To inter­
pret results in terms of kinetics, knowledge of the nature, the 
concentration of adsorbed atoms or molecules, of their· arrangement, 
and their mobility is important and sometimes absolutely needed. 
For example, consider the apparently simple case of a bimolecular 
reaction : 

It is well known that one of the main functions of a catalyst 
consists of adsorbing one or both reactive species, thus lowering 
the activation energy of the reaction compared to the reaction in 
a homogeneous gaseous phase. Let us imagine that A and B may be 
simultaneously adsorbed : 

Further suppose that A is much more tightly bound than B d so 
that it will be in gre~~er proportion on the surface. Two ~ossi­
bilities must be considered : 

1) Islands of A d are formed on the surface and B d is adsorbed 
in the surface regi~ns between the islands. Consequently, the reac­
tion will take place on the edge of the islands, provided that B d 
is mobile enough. a 

2) A mixed layer of A d and B d is formed. The reaction will 
take place anywhere on th~ surfac~ where bimolecular collisions 
occur, provided that A d or B d (or both) are mobile enough. . a a 

It is clear in both cases that the kinetics of the reaction, 
and in particular its order with respect to one or the other 
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reactants, will be slightly different. It may be more complex if 
the adsorption of one reactant modifies the adsorption energy of 
the other one, or even totally inhibits its fixation and/or disso­
ciation on the surface. Complex changes in the kinetics are then 
observed when the degree of coverage of the various adsorbed spe­
cies varies. These different situations have been correlated 2~ 
kinetic data in the case of the oxidation of CO on palladium. 

In certain reactions involving hydrocarbons, a carbonaceous 
deposit is formed on the surface of the catalysts. It comes from 
the partial or total dec~position of a reactant or of an inter-
mediary of the reaction. This deposit has been characterized 
for the reaction of methanation of CO on nickel. Its character 
depends on experimental ,conditions and it can be correlated to the 
catalytic activity of the metal (to be discussed later). 

Finally, any correlation between structure and catalytic acti­
vity must necessarily take into account the possible modifications 
of the structure of the metal in the course of a reaction. It is 
recognized that the surface of a metal may be transformed by adsor­
ption phenomenon. Some crystallographic planes may become unstable, 
undergo restructuring, and change into planes o~5~~aferent crystal-
lographic orientation stabilized by adsorption. The coalescence 
of steps, which occurs due to surface diffusion of the metal, ~s 
one of the usual processes which can account for this type of 
structural mOdification. 

Monoatomic steps can also change into steps with different 
crystallographic orientation. It is now becoming accepted that 
these phenomena (known as two or one-dimensional faceting), are 
particularly important in heterogeneous catalysis. They can change 
the nature of the sites of the sllrface and explain the existence 
of some transient mechanisms observed in the beginning of reactions. 

We will restrict ourselves to analysis of two examples of model 
catalysis on single crystals. Both examples underline the impor­
tance of good surface characterization to understand mechanisms of 
heterogeneous catalysis. 

IV.2. CO Methanation on Nickel 

The formation of methane by carbon monoxide hydrogenation on 
nickel has been the subject of a large number of studies using 
both divided substances and single crystals. This metal can disso­
ciate CO according to the following dismutation reaction : 

2 CO -+ C~ + C. 

'" 
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Experiments with nickel (100) have clarified the influence 
of the so formed carbon on the reaction kinetics. The experimental 
conditions were a temperature between 450 and 7002~ under a total 
pressure of 120 Torr and a ratio H2 : CO = 4 : I. 

Two Itypes of deposits were distinguished by their Auger 
29b 

spectrum (Fig. 8). The first is associated with a surface active 
to the methanation reaction and can be obtained by heating at 600K 
under CO gas. It corresponds to an amount of carbon which does not 
exceed one monolayer and its spectrum is analoguous to that of bulk 
nickel carbide (hence the name "carbodic"). It can be easily reduced 
at 700 K under hydrogen. 
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Fig. 8 ': Comparison of AES Carbon 
signals on Nickel (100) crystal 
with those from single crystal 
Graphite and Nickel Carbide. 
a) Following 1000 sec heating at 
700 K in 24 Torr CO; b) Single 
crystal Graphite; c) Following 
1000 sec heating at 600 K in 
24 Torr CO; d) Nicke29~arbide 
(After Kelley et al. ) 

The other deposit corresponds to several graphite carbon mono­
layers and can totally poison the surface. It is formed by heating 
at 700 K in a CO atmosphere. It is, however, much less easily.re­
duced by hydrogen. Others authors have shown that the active carbon 
is formed and is reacting during the entire methanation reaction. 
This ;arb~6 3tn be assim11ed as a true intermediary compound of the 
react1on. ' 

It is tempting to compare these carbon deposits with the ones 
that are formed by surface segregation when cooling a carbon-nickel 
alloy (see above). In both cases, a surface phase and a bulk phase 
can be obtained depending on the temperature. 

Finally note that the catalytic activity, defined as the ratio 
between the number of methane molecules and the number of surface 
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sites (Turnover Number~~ is very similar on both single crystals 
and on divided metals. This is a good example of a model cata­
lysis reaction on single crystals. Analogous studies should allow 
a better understanding of the formation of carbon-carbon bonds. 
They always come from a CO and H2 mixture and lead to the synthesis 
of hydrocarbons of higher atomic weights (Fischer-Tropsch reaction). 
It is also interesting to find additive compounds which could pre­
vent graphite formation without completely inhibiting the formation 
of active carbon. 

IV. 3. S Poisoning of the CO Oxidation 

It has long been recognized that sulphur is a drastic poison 
of numerous hydrogenation or oxidation metallic catalysts. The 
oxidation of ~9 on platinum (110) was the subject o£ a study by 
BONZEL and KU which provided a better understanding of the poi­
soning mechanisms for that reaction. It was carried out with the 
aim of getting a better comprehension the sulphur desactivation of 
platinum catalysts, utilised in the purification process of exhaust 
gases. The production of CO as a function of the amount of adsorbed 
sulphur was continuously measured with a quadrupole mass spectro­
meter. At the experimental temperature (260°C), sulphur is quasi­
irreversibly adsorbed and does not react with oxygen. The results, 
presented in figure 9, show that above a critical sulphur concen­
tration of about 1 S per 3 superficial platinum atoms, CO 2 is no 
longer formed, although CO adsorption continues. The authors con­
cluded that sulphur inhibits oxygen dissociation. On the basis of 
a model proposed for the structure of the sulphur adsorption layer 
corresponding to the critical degree of coverage, some hypotheses 
were mad6b oYsthe nature of the sites favorable to oxygen disso-
ciation.' They point out the existence of two effects : a 
blocking geometrical effect due to sulphur atoms and an electronic 
effect which induces the disactivation of sites neighboring the 
sites occupied by sulphur atoms. 

Most poisoning effects result from the superimposition of these 
two mechanisms which cannot always be separated from each other. 
Work in progress in our laboratory shows that sulfur can have an 
opposite effect on the rate of equilibration in th33B2-D2 exchange 
on Pt (III) depending on the surface concentration. 
At low concentration, the rate is increased. The presence of adsor­
bed sulphur seems to change the vibrational properties of the 
activated complex. (electronic effect). 
At medium and high concentration, the rate decreases and the sur­
face is entirely poisoned at a critical sulphur concentration 
(S/pt = 0.66). 
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Fig. 9 : Sulphur poisoning of the CO oxidation on Pt (110). Surface 
normalized quantities of adsorbed CO are also shown. (Sulphur cove­
rage 8 is the ratio between the number of adsorbed sulphur atoms 
and the number of me3~11ic atoms in the first layer of metal); 
(After Bonzel and Ku ). 
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GROWTH BY VACUUM EVAPORATION, SPUTTERING, MOLECULAR BEAM EPITAXY 
AND CHEMICAL VAPOR DEPOSITION. 

ABSTRACT 

R. CADORET 

Laboratoire de Cristallographie et 
Physique des Milieux Condenses 
Universite de Clermont II 
63170 Aubiere, France. 

Thickness homogeneity and chemical purity of thin film depo­
sition by vacuum evaporation with point and planar sources are dis­
cussed. High pressure, low pressure, and assisted sputtering methods 
(deposition of atoms having 10 to 103 times higher energy than eva­
porated atoms) are presented and their relative advantages discussed. 
The discussion of molecular beam epitaxy is focused mainly on sur­
face kinetic studies performed to gain more insight of the GaAs 
deposition process. Finally, the chemical vapor deposition of 
{100} GaAs in a Ga - AsCl3 - H2 system and of {111}Si from silane 
diluted in hydrogen at reduced pressures are analysed on the basis 
of surface reactions. 

I. GROWTH BY VACUL~ EVAPORATION 

1.1. Vacuum Evaporation: General Considerations 

Evaporation techniques are often employed for the production 
of thin films when high structural quality and chemical purity is 
not required. The requirements of semi-eonductor epitaxial films 
for electronic devices, however, often demand the use of chemical 
vapor deposition (CVD), liquid phase epitaxy (LPE), or molecular 
beam epitaxy (MBE). This leads us to discriminate MBE from vacuum 
evaporation. The molecular beam is defined as a directed ray of 
molecul~s produced by heating a source material in an effusion 
cell. No appreciable collisions should occur among the beam mole­
cules and between the beam and the background vapor. Therefore 
ultra-high vacuum is required. In classical thin film deposition 
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the source material is transformed into a gaseous state by heating 
it in a crucible. The vapor expands into the evacuated space between 
the evaporation source and the substrate eventually condensing on 
the substrate, the other cold surfaces, and the walls of the vacuum 
system. There is no directed beam. An appreciable increase of the. 
background pressure occurs during the evaporation time. 

1.2. Thickness Distribution of Vacuum Evaporated Layers 

A homogeneous thickness distribution over large areas can be 
r:al~zed by designin~ evaporation,sour1e2 with specific characte­
r~st~cs. A great var~ety of techn~ques' are used for the heating 
methods (resistive, flash evaporation, arc-evaporation, laser­
evaporati~n, R.F., electron bombardment"')'4The thickness can be 
monitored and measured by different methods. The simplest evapo­
ration sources are the point and small area type. The former is 
obtained by bombarding the tip of a wire of the source material with 
electrons. A small drop of melted material is then formed under 
the striking electron beam and acts as an evaporation source. The 
molecular evaporation flux per unit solid angle, time, and radial 
section is spherically symmetric. The number of molecules evaporated 
per unit time in a narrow beam of solid angle dw is then 

dri 
s 

n dw/41T 
s (1) 

Where n is the total number of atoms (molecules) leaving a point 
source ~er unit time, given by the well known Knudsen formuia : 

n 
s 

p 

(21Tm k T)1/2 
B 

( 2) 

(P is the partial pressure of the molecules, m is the mass per 
molecule, kB and T the Boltzmann constant and absolute temperature 
respectively). For a receiving element of area dA = r 2dw/cos e 
of a planar substrate located at a point of spherIcal coordinates 
(r,e,~) with respect to the source (Fig. J), the number of mole­
cules adsorbed per unit time and area is 

(3) 
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provided that there is no activation adsorption (usually the case 
for atomic condensation) and that condensation is complete.a ~alled 
the sticking coefficient) is the probability for an atom to be 
trapped when striking the surface. In the case of chemical bonds, 
a '" 1 • 

For molecules (3) includes a proportionality factor exp -£ /k T 
where £ is the activation energy of adsorption. This activati~n B 
energy ~epresents the potential barrier met by molecules in the 
vicinity of the surface. The complete condensation hypothesis 
assumes first that the desorption flux can be neglected (if the 
substrate is cold enough). With this condition the adsorbed mole­
cular flux is proportional to the source pressure as seen from (1) 
(2) and (3). Introduction of the temperature dependent desorption 
flux modifies this resul t in the sense that the adsorption flux 
becomes proportional to the difference between source pressure and 
the equilibrium pressure at the temperature of the substrate. This 
point is discussed in IV. 1. 

A further assumption of the complete condensation hypothesis is 
that the substrate plane is a kinked face, or a flat face with a 
free path x of the adsorbed molecules shorter than the mean dis­
tance betwe~n steps or between clusters. The case of incomplete 
condensation on a surface containing steps with average equidis­
tance yo introduces a corrective term proportionas to 
[(2x /yo) tanh (Yo/2x )] due to surface diffusion. Incomplete 
cond~nsation due to t&o-dimensional nucleat~on leads to a non-linear 
dependence of the adsorbed flux on pressure. This subject will be 
developed in the chapter "Interface Kinetics in Nucleation and 
Growth". 

Fig. 1 : Geometric parameters of 
a planar substrate with respect to 
a parallel planar source. 

, 

--0 
In most experiments the substrate is cold and the desorption 

flux may be neglected. The number of molecules condensed is then 
according to (3) : 
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(4) 

where d is the source-'substrate distance. Thus, thickness is 
proportional to the inverse third power of r. 

Crucibles usually have the evaporation characteristics of a 
small planar source. Assuming a planar substrate parallel to the 
source, the molecular evaporation flux in the solid angle dw of 
direction (e,~) (fig. 1) and the number of molecules adsorbed per 
unit time on the receiving element dA are respectively : 

r 

dw 
dn n cose s s 11" (5 ) 

dn cos2e n d2 
c an s ---= a 

dA s 11"r2 11"rlt 
(6) 

r 

The thickness decrease (with increasing r) is more rapid than 
for the point source. An increase of the source-substrate distance 
reduces the thickness inhomogeneity, but also the deposition rate. 
Therefore source configurations with an inherently greater unifor­
mity of evaporation characteristics than displayed by point and 
small area sources have been researched. The use of several ring 
sources, as well as the use of rotating shutter or rotativg4s~b8 
strate, improve the thickness homogeneity and many papers " 
deal with this subject. 

1.3. Background Impurities 

Along with the improvement of thickness homogeneity reduction 
of the background impurities is one of the most important problems 
that experimentalists have to face, particularly for thin semi­
conductor layers. The background impurities may come from any hot 
parts, crucibles, heating wire, inside the bell jar, from the 
substrate, and rr.ore generally from the residual gas environment. 
Contamination from the hot parts can be reduced by using high vapor 
pressure materials. Surface preparation either by in situ chemical 
attack, flash evaporation, or cleavage is necessary to eliminate 
the usual contaminated top layer of the substrate. Impurity diffu­
sion from the substrate to the growing layer can be avoided by 
using the lowest substrate temperature compatible with the quality 
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desired (transitions from monocrystalline to textured, then poly­
cristalline to amorphous film occur by decreasing the subsLrate 
temperature). Contamination from a residual gas component, propor­
tional to its partial pressure, can be minimized by improving vacuum. 
Two types of contamination processes should be considered : 

(i) Adsorption of impurities. This decreases the fraction of 
surface sites available for autoadsorption (kinetically manifested 
by a decreased sticking coefficient). Impurity atoms can be trapped 
during the transition from a dilute to a dense monolayer particu­
larly when lateral interactions inside the layer are not too strong. 

(ii) Incorporation of impurities into kink sites of the growing 
layer. This produces residual doping and structural defects. 

The effect of background impurities on layer properties and 
growth rate is not limited only to vacuum evaporation methods, but 
is common to all other methods of growth from the vapor phase. 
Surface inhibition by the gas species is one of the peculiarities 
of chemical vapor deposition so this question will be addressed 
in part IV of this chapter. 

II. SPUTTERING 

11.1. Sputtering Process 

Sputtering is the process of ejection of atoms from the surface 
of a material (target) by bombardment with energetic particles. 
When bombarding particles are positive ions the process is referred 
to as "cathodic sputtering". Material erosion for SIMS and Auger 
analysis, thinning of material for transmission electron-microscopy, 
and condensation of the sputtered atoms to form a thin film are 
some of the technological ap.plica tions. This section is devoted 
to the last case. Several methods of condensation have been deve­
loped during the last thirty years with low pressure deposition 
by ion beam methods being the most recent and powerful for research 
purposes. The sputtering process has been subjected to a great 
number of experimental and theoretical works and several excellent 
review papers dealing with the sputtering mTc~~f~sm or applications 
to thin film deposition have been published.' For a good under­
standing of these papers it is first desirable to review the Pfg­
perties of a glow discharge by reading the book by J.D. COBlNE 
devoted to electrical conduction in gases. 

The main characteristic of sputtered atoms is their high kinetic 
energy, which spans a range of a few to 100 eV instead of the few 
10-leV of the evaporated molecules.The energy distribution is 
Maxwellian below the peak, with a long tail which increases in 
length and area with increasing energy while the peak is only 
slightly shifted towards higher energies. 
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Fig. 2 : Typical energy distri­
butions of sputtered atoms for 
different energies of bombarding 
ions. Ion energies increase from 
1to 3. 
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Fig. 2 represents typical energy distributions for increasing 
energies of bombarding ions. The peak position and tail length 
depend on the crystallography of the target and on the angle of 
ejection with respect to the normal of the target surface. Along 
the more closely packed directions the mean energy value may be 
about 3 to 4 times and thel~eak energy two times higher than 
along the other directions. The peak enerri increases with the 
angle of ejection up to 60° then decreases. 

Thflejected particles are mainly neutral atoms or clusters of 
atIDms. With a copper target. Cu and CU2 molecules were detected 
with 2 KeV Ar ion bombardment. With an aluminium target, molecules 
up to Al7 were detected with 12 KeV Ar ion bombardment and clusters 
of Al atoms up to AIlS were observed with 12 KeV Xe ion bombardment. 
About 1 per cent of ejected particles from metals, germanium and 
silicon are charged. With f III-V target material, neutral mole­
cules are ejected for GaSb while 99% Ga and As neutral atoms and 
1% neutral molecules GaAs arYl emitted with a GaAs target with 
0-140 eV Ar ion bombardment. It then appears that the nature of 
the ejected particles depends on the target and on the energy and 
nature of ions used for bombardment. The effect of the nature of 
ejected particles on the structural quality and the compos~t~on 
homogeneity of the deposited film can be studied by a mass spectro­
metry analysis. 

The sputtering yield, defined as the average number of atoms 
ejected from the target per ion, increases 

i) with increasing mass and energy of ions, 

ii) with increasing angle between the normal to the target 
surface and the ion beam direction, 

iii) with the closeness of atomic packing of the crystalline 
target along the beam direction. 

iv) strongly with decreasing heat of vaporisation of the target 
material, 
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v) with the target temperature. 

A sputtering threshold between 5 and 25 eV exists for most metals. 
A saturation of the sputtering yield occurs at high energies, the 
higher the heavier are the bombarding ions. Current theories consider 
sputtering as a momentum transfer process (see ref. 9-15) of a 
primary knock-on atom at the target surface which loses energy 
by collisions with other lattice atoms, when moving several atomic 
layers into the target. A fraction of these atoms diffuse to the 
surface and leave it as sputtered atoms. 

11.2. High Pressure Sputtering Methods 

The well-known phenomenon of glow discharge l6 due to an applied 
electric field between two electrodes in a gas at low pressures 
provides the simplest source of ions for sputtering. 

Fig. 3 : Glow discharge .: a) 
glows, dark spaces and positive 
column in a tube, b) voltage 
distribution c) charge density 
distribution. a 
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Fig. 3a represents the gas discharge in a tube operating at 
a few torrs. Immediately in front of the cathode is the very short 
"Aston dark space" followed by the "cathode glow", the "cathode 
dark space" called Crookes or Hittorf dark space, the "negative 
glow", the "Faraday dark space", the "positive coltnnn, the "anode 
glow" ,and the "anode dark space". The negative glow is the brightest 
of the glowing regions. By reducing the space between the electrodes 
or decreasing the gas pressure, the negative glow and the Faraday 
dark space expand at the expense of the positive column which 
finally disappears. When the cathode is closed to the anode there 
is no more discharge in the tube. This property prevents glow 
discharge between the back side of the cathode and the neighboring 
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support materials. 

Figs. 3b and 3c represent respectively the voltage distribution 
and the net charge density in the glow discharge tube. Notice that 
positive ions are produced in the cathode dark space, accelerated 
by the electric field that prevails between this region and the 
cathode, and strike the cathode at a high velocity. Sputtering of 
the cathode results from this bombardment. The simplest experimental 
system for deposition of films by sputtering is the diode arrange,­
ment shown shematically in Fig. 4. The substrate is placed on the 
anode. Sputtering of the back side of the cathode is prevented by 
using a grounded shield close to it. Ty~ical conditions are 1 to 
5 KV applied potential at 1 to 10 rnA/cm current density. 

HT 

c 

s 
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Fig. 4 : Diode system for deposi­
tion by sputtering. C : cathode; 
A : anode; S : substrate. 

The substrate in a glow discharge system acquires a negative 
potential of several volts relative to the anode, attracting gas 
ions and impurities. An asymetric alternating applied current 
instead of dc allows removal of the adsorbed gas during one half 
cycle. Due to the asymmetry, less material.is removed on one half 
cycle than is deposited on the other cycle. Sometimes a precoating 
retained the oxide layer which is thought to improve the bonding 
of the deposited film. This method is called "ac sputtering". The 
"bias" method reduces the contamination from the environment by 
inserting an insulator between the anode and the substrate. The 
substrate is then held at a sufficiently negative potential to allow 
steady ion bombardment throughout its growth. This removes the adsor­
bed gases which are trapped in the film in ~he conventional dc glow 
discharge method. The effect of sputter cleaning of a film is used 
in the "ion plating" method. With this method, the film is obtained 
by evaporation from a heated filament which forms the anode of a 
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diode. Electron bombardment of the anode aids evaporation, while 
the ion bombardment of the substrate, placed on the cathode, cleans 
the film during its growth. 

Another method of reducing impurity contamination from the 
environment is called "getter sputtering". Here two cathodes of 
the material to be sputtered are symetrically located with respect 
to a Ni anode on which the substrate is placed. Then, with respect 
to the "glow discharge" method, another cathode is used behind the 
anode to maximize the backside anode gettering of active gases 
which may enter from the pump. 

11.3. Low Pressure Sputtering Methods. 

All the methods described above are more or less improved "glow 
discharge" methods. A gas pressure of 10-2 to 10- 1 Torr is necessary 
to produce sufficient sputtering and deposition rate. The expected 
advantage of low pressure systems is the reduction of film conta­
mination by impurities. To obtain sufficient sputtering rate, one 
can increase the sputtering gas ionization by raising the ionizing 
efficiency of the available electrons, by increasing the electron 
densities, or by using an ion beam source. 

The electron ionizing efficiency may be increased with a longi­
tudinal magnetic field in a diode geometry. There is no effect on 
the electrons moving parallel to the field, but all other electrons 
are displaced towards the system axis and their path length is 
increased. A transverse magnetic field can also be used but since 
it concentrates the discharge on one side of a planar cathode it 
is normally used with cylindrical cathode. An increase in the sput­
tering rate by a factor of 30 at a pressure of 10-5 Torr can be 
obtained by these methods. 

Ionizing electrons supplied thermoionically from a filament 
and accelerated by the anode potential give rise to "triode sputte­
ring". The ionizing efficiency is further enhanced by adding a 
transverse magnetic field with respect to the filament-anode direc­
tion. Such a system allows fine control of the sputtering rate. 
(Fig. 5) 

Insulator sputtering by the afore-mentioned methods encounters 
great difficulties because of the buildup of positive surface. charges 
repelling the bombarding ions. This disadvantage can be overcome 
by bombarding the insulator with an electron beam or placing a 
metal grid near the surface target. The best and most commonly used 
method is to apply a radio frequency alternating potential between 
the electrodes. The insulator capacity produces a dc voltage on 
the front of the corresponding electrode. The electrons oscillating 
between the electrodes collide with atoms increasing the random 
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component of their velocity until they build up sufficient energy 
to make an ionizing collision with a gas atom. Appreciable poten­
tials develop symetrically on the front of each electrode if they 
are made of conducting materials, while a dc voltage appears in 
fr~nt of the smalt2r area electrode if there is a capacitor in the 
external circuit. The ions, having a mass greater than electrons, 
do not oscillate but follow the mean dc gradient voltage and bom­
bard the target. Insulating material may then be sputtered. Conduc­
ting material may also be sputtered if either a capacitor is placed 
in the external circuit or an rf potential superimposed on the dc 
voltage of a "glow discharge" system. A magnetic field parallel to 
the rf field can improve the sputtering yield by concentrating the 
electrons between the electrodes. 

A + 

l F <> 
I----

11.4. Ion beam sputtering 

Fig. 5 : Triode sputtering. F : 
filament; A : anode; C : cathode; 
S : substrate; M : magnet. 

The low pressure methods described in the previous section 
operate over 10-5 Torr. This vacuum is not sufficiently good to 
enable optimal deposition of high quality material. It prevents the 
utilization of in situ analysis methods such as Low Energy Electron 
Diffraction (LEED), Reflection High Energy Electron Diffraction 
(RHEED), Electron Spectroscopy for Chemical Analysis (ESCA), Auger 
Electron Spectroscopy (AES) which require at least a 10-8Torr 
vacuum. In the larf few years beam methods which can be divided 
into three groups have been developed. 

i) Iop.-beam sDuttering me thod. An ion beam produced in a high 
pressure chamber, then introduced into a high vacuum chamber through 
an aperture with the aid of suitable electron and ion optics, is 
used to sputter particles from the target. 

ii) Low-Energy ion implantation method. The target is bombarded 



VACUUM EVAPORATION, SPUTTERING, EPITAXY AND DEPOSITION 463 

by an ion beam gun for sputtering, while the growing film, fed by 
the sputtered atoms, is subjected to a variable energy ion source 
used for element implantation. Silicon nitride Si 3 Ni4 has been 
produced by this method. Diamond-like carbon layers were also 
produced by directly condensing carbon ions with 40 eV energy gene­
rated in a special gun. 

iii) Condensation of low energy ions method. The activation 
energy required for the growth of a thin film material is supplied 
by producing ions accelerated to an energy that spans a range of 
5 to 100 eV. The ion neutralization is carried out by electrons 
emitted from hot filaments. 

11.5. One Component Film Deposition 

Metal, alloy and semi-conductor layers have all been grown by 
sputtering methods. One of its greatest advantages is to enable 
the deposition of refractory materials such as Pt,Nb, Zr, Ta, Mo, 
W. 

The normal growth rate ~s generally much lower (a few hundred 
to thousand 1\ hour-I) than in an evaporaHon or chemical vapor 
deposition process (a few to hundred microns hour-I). The film 
adhesion is usually higher than in the other vapor condensation 
methods and is better if the material has a high-melting point 
temperature. Perfect cleaning of the substrate is necessary for 
good adhesion. In addition to the necessary chemical cleaning, a 
low-energy ion bombardment or a substrate heating should be per­
formed. The formation of an intermediate oxide between a metal 
layer and a glass substrate, as well the use of high energies, 
improve the film adhesion to a great extent. Adhesion improvement 
with high energy sputtering is alf~ obtained for metal on metal 
deposition, for examplel~d on Fe. Systematic studies of gold 
nucleation on rock salt by sputtering and evaporation methods 
have shown that the exponential increase of the saturation cluster 
density with the reciprocal substrate temperature is 3 to 4 times 
higher for sputtered than for evaporated gold. On the other hand 
a decrease in the lowest substrate temperature necessary to have 
an epitaxial layer is observed at low rates. This comport~~nt has 
been studied particularly for the case of Ge homoepitaxy. Poly­
crystalline to monocrystalline and monocrystalline to amorphous 
transi tion temperatures are much less growth rate dependent than 
polycrystalline to amorphous ones. The substrate cleanliness has 
a strong effect on these transitions,an intermediate oxide layer 
increasing the epitaxial transition temperatures. 

In the high pressure methods, the sputtered atoms suffer many 
collisions with gas atoms before reaching the substrate, leading 
to back-sputtering onto the target surface and a decrease of their 
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ejection energy. The atomic flux arrives at the substrate with 
a wide range of incident angles giving rise to a "back coating" 
effect. The ion bombardment on the target, the electron bombardment, 
and energy dissipated by ion-electron recombination at the substrate 
surface cause heating, particularly for an insulating substrate. 
This increase of aeposition temperature may change the epitaxial 
conditions during growth. Out-gassing of the walls occurs as a 
result of the plasma-discharge heating and can contaminate the 
deposited materials. The ion beam methods must be chosen when the 
film properties are very sensitive to impurity incorporation as 
in electronic compounds. Contamination of si deposited layers with 
W, Fe and Ta originating from the cathode, the an~§e, and She 
extraction electrodes up to a concentration of 10 to 19~ cm- 3 
has been observed even in the ion-beam sputtering method. Ar 
implantation at the same level also occurs, probably due to the 
backscattering of bombarding ions on the target. This implantation 
cannot be prevented by electrostatic or magnetostatic lenses since 
the backscattered ions are neutralised. Ion source impurities are 
thought to be prevented by coating the elect~odes with silicon. 
Intentional doping remains at a low level when the doping atoms 
are high pressure components like phosphorus, an additionnal source 
is then necessary to supply the atoms. With respect to MB~ ion 
beam sputtering has the advantage of allowing implantation of low 
sticking coefficient atoms. This is because of the high energy of 
condensing atoms. Structural defects, however, are also inherent 
to the high energy of sputtered atoms. The ion beam methods seem 
to be very attractive in the future for a better understanding 
of the processes of sputtered atom deposition. 

III. MOLECULAR BEAM EPITAXY (MBE) 

111.1. General Considerations 

Originally molecular beam epitaxy was considered as an improved> 
method of material deposition from pure vapor. The improvement 
originates from using Knudsen effusion cells as material sources 
and ultra high vacuum (UHV) in order to minimize collisions among 
beam molecules and between the beam and background vapor. An UHV 
environment makes possible the use of in situ. analysis methods such 
as LEED, RHEED, AES, SIMS as in ion beam sputtering (see 11.4.) 
The term MBE should not be considered limited to condensation of 
elementary molecules, but more generally as a deposition of mate­
rial from an elementary or chemical species beam onto a substrate 
held at a suitable temperature. Nevertheless, most experimental 
results published so far deal with thin film condensation from the 
deposited compound or its constituent eleT9~2~' This subject has 
been.disc~ssed in several reY~~~2articles in tge last few years, 
deallng wlth III-V compo~§s , II-VI compoun2~ or II-VI, 
IV-Vt6and III-V compounds ,experimenta27design ,surface pheno­
mena ,and semiconductor superlattices. The object of this part 
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of the chapter is not to describe the basic technology of the MBE 
process, but to report on the growth mechanisms and surface kine~~£34 
They have been particularly well established in the case of GaAs 
so the discussion will be focused only on GaAs. 

111.2. Experimental Processes 

The characteristics of thin film MBE are 

i) a growth rate of about 600 X to 1.8 ~ hour- 1 for GaAs. Such 
a low value gives the possibility of producing a layer thickness 
of only 50 X - 5 X. 

ii) a low growth temperature, which allows reduction of the 
dopant diffusion 

iii) the ability of abruptly changing the dopant concentration 
as well as the composition of the layers by using several Knudsen 
effusion cells. 

Thermal beams are generated in an UHV chamber from materials 
heated in Knudsen effusion cells with temperatures accurately 
controlled to ± 0.02%. Each source is provided with an externally 
controlled shutter. For surface kinetic studies, modulation of the 
incident2~r3?~3~rbed beam is easily obtained by using rotating 
shutters. ' The experimental system is schematically illus-
trated in Fig. 6. 

The intensity of a beam impinging on a substrate under an angle 
e is 

J. 
~ 

a P. 
~ cos 

TI d 2 (2TI mi kBTi ) 1/2 

e [molecules]. 
cm2 sec 

(7) 

P. is the equilibrium vapor pressure of the considered species i 
iA the ith Knudsen effusion cell at the temperature T., m. is the 
molecule mass, d is the substrate-cell aperture distaAce,~a is the 
area of the cell aperture. 

A requirement for the source furnaces is a very low production 
of impurities originated either from outgassing or from reaction 
of the crucible walls with the source material. pyrolitic BN is 
prefered to refractory oxides with gallium or aluminum because of 
the reduction properties of these compounds. The group III elements' 
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flux is always monatomic, while the group V elements can be either 
diatomic or tetratomic depending on the source material. For exam­
ple, AS2 and AS4 molecules are produced with gallium arsenide and 
arsenic sources. The molecular flux of each species, arsenic, 
gallium, dopants, impinging on the substrate, are controlled by 
adjusting the temperature of the appropriate effusion cells. It 
is essential that the effusion cells have good thermal isolation 
from the rest of the vacuum chamber, thus reducing outgassing from 
the walls to the lowest level possible. This is achieved with a 
liquid nitrogen shroud which surrounds either groups of cells or 
individual cells. The latter arrangement requires a larger space 
between the individual cells resulting in a larger angle of inci­
dence distribution of the beams and, therefore, in a loss of homo­
geneity. Larger distances (> 100 mm) between substrate and cell 
orifices can be used to compensate this effect. Higher cell tempe­
ratures for keeping the growth rate at the same level are then 
required. 

Auge .. electron 
spectrometer 

Fig. 6 : Schematic cross-section of a typical molecular beam epitaxy 
system for GaAs deposition after G. LAURENCE-. 

It is essential for the substrate to be carefully prepared 
before deposition bYSpolishing and then in situ cleaning. After 
the polishing stage the substrate, for example {tOO} GaAs, is 
contaminated principally by carbon and oxygen impurities 
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(characterized by AES) after its introduction in the UHV chamber. 
The outermost oxygen layer is intentionally produced by a special 
etching to passivate the GaAs surface against further carbon 
contamination during loading into the bell jar. This outermost 
layer is easily removed by simply heating the substrate to 525-535°C. 
The carbon contamination is generally limited to less than 0.1 
monolayer. Nevertheless i 35may induce faceting at a coverage as 
low as 6 x 10-2 monolayer and affects Hall mobilities of very 
thin layers. Though the required purity may be achieved by a care­
ful chemical etching, the va¥iations observed from sample to sample 
have led to employment of Ar ion sputter cleaning. An annealing 
at 350°C is then necessary to recover the crystallinity of the 
damaged surface. Another method to remove carbon consists of hea~ing 
the substrate at 580-610°C in 10-6 Torr partial pressure of water 
vapor or oxygen. The oxide formed during this treatment can be 
easily removed by heating in UHV as described above. 

111.3. Surface Kinetic Studies 

In view of the potential, applications forGaAs MBE for electro­
nic devices, a considerable effort has been devoted to the studies 
of the fundamental processes that interfere in the (I II)A (gallium 
side), (III)B (arsenic side), and particularly in the (100) growth 
of this compound. The latter direction is generally preferred for 
thin film deposition. 

Changes in the structure of the outermost layer of atoms was 
first observed from reflection electron diffraction patterns, 
RHEED and LEED. A variety of surface reconstructions have been 
reportT~ 1~r the {lOa} GaAs surface during simple heating and MBE 
growth. ' The two principal stable structures for practical 
condi tions of growth and substrate heating are the C(2 x 8) and the 
C(8 x 2). The first structure, called "As stabilized" occurs in the 
low temperature and/or high As 2/Ga flux ratio ranges' (for example 
740-860K with As 2/Ga = 5 to 10). The second structure called 
"Ga stabilized" appears in the high temperature and/or low As 2/Ga 
flux ratio range (for example 770 to 860K with As 2/Ga = I to 5). 
A 20% decrease in the ratio of the low energy As to Ga Auger peak 
heights results in transition from As stabilized to Ga stabilized 
structure for both {lOa} and {II I}B surfaces. 

uS~6g flash desorption and mass spectrometric measurements, J.R. 
ARTHUR has correlated this surface structure change with a loss 
or gain of arsenic. The time dependence of the AS2 flux leaving an 
initially Ga stabilized {III}B or {lOa} face exposed to an AS 2 beam 
of 3 x 1013molecules cm-2sec-1 was measured at 845K and 450K. On 
both surfaces the As stabilized structure was obtained after 20 to 
30 seconds with a gain of 1.7 x 1014 AS 2 molecules cm-2 • Once the 
beam was turned off, this structure remained at 450K while the 
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surfaces reverted to the initial (845K) structure with a loss of 
arsenic corresponding to 1.6 xI014As2 mo1eau1es cm-2 • Adsorption 
and desorption rates did not follow a first order rate law. Flash 
desorption from the two As stabilized and Ga stabilized surfaces 
heated at a constant rate gave additional information on the surface 
processes. The Ga desorption rate was considerably lower than the 
AS2 one and independent on the initial structure. On the As stabi­
lized surface and for a {IOO} substrate heated at 4 deg/sec., the 
desorption rate is weak below 600K, increases continously in the 
range 650-750K, then remains constant up to 875K (which is the 
temperature giving complete conversion to the Ga stabilized struc­
ture), and finally increases sharply (Fig. 7). On the Ga stabilized 
surface, the onset of the AS2 desorption occurs in the range 800-
850K and increases sharp1y,while the AES does not show evidence of 
any change in surface composition. This means that stationary bulk 
desorption occurs through an intermediate surface state. Ga droplets 
appear with further heating. 

C.T. FOXON and B.A. JOYCE33 have measured the gallium and 
arsenic desorption rates of {100} GaAs as a function of the inten­
sity of an incident AS 2 beam and of the substrate temperature, with 
the modu13fed molecular beam technique, using mass spectrometric 
detection . The AS 2 desorbed flux increases from 300 to 600K 
remaining constant with further increasing temperature, while the 
AS 4 desorbed beam intensity increases from 300 to 450K then de­
creases up to 600K. Above this temperature there are no more AS4 
molecules in the desorbed flux. The AS 4 desorption rate was first 
order with respect to incident AS2 flux. The surface life time of 
AS 4 molecules was about I. By modulating incident and desorbed 
fluxes the same authors showed that below 600K the desorbed beam 
arises from the adsorbed molecules produced by the impinging flux, 
while in the range 600-900K contribution of the AS2 desorption from 
the GaAs bulk progressively appears. This leads to the Ga stabili­
zed surface and to an increase of the AS 2 sticking coefficient 
towards unity. The increase of the latter parameter with Ga surface 
atom population was assessed at 600K as a function of a gallium 
flux. 

C.T. FOXON and B.A. JOYCE20, 21 ,31-32 using the modulated mole­
cular beam technique, have measured the thermal accomodation, sti­
cking coefficients, surface life time, desorption activation energy 
and desorption reaction order of AS 4 molecules adsorbed on {IOO} 
GaAs as a function of AS4 and Ga incident beam intensities and 
substrate temperatures. In the range 300K-450K, the thermal acco­
modation coefficient was unity, the desorption activation energy 
was 0.38 eV and the surface lifetime varying from 5 x 10- 3 to 10-4 
sec, in the absence of Ga flux. The predeposition of' Ga atoms at 
10 15 atoms cm- 2 corresponding to about one monolayer, increases 
the surface lifetime of AS4 ten times without sensitive change at 
the desorption activation energy (0.36 eV). Similar results were 
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obtained with simultaneous Ga and As~ fluxes. The As~ sticking 
coefficient was not measurable without Ga ada toms population, and 
the desorption process was.first order. With a modulated As~ beam 
and an unmodulated Ga beam impinging simultaneously on the substrate, 
the As~ sticking coefficient aA increases with the reciprocal 

s~ 

temperature reaching a value close to unity at 300K. AS2 molecules 
were never observed as desorbed species. 
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Fig. 7 : TYpical behaviour of AS 2 flash desorption as a function 
of T according to (34) : 1) As stabilized surface structure, 2) Ga 
stabilized surface structure. T2 is the tElmperature of the structure 
change'" 875K. 

In the range 450-600K, the sticking coefficient aAS4 was zero, 
increasing towards 0.5 with an increasing unmodulated Ga beam, 
but remaining independent of the substrate temperature. Up to a 
relative arrival rate J A /JG of 1, each Ga atom supplied consumes 
an As atom. For JG /JA ~alu~s exceeding unity, the aA value is 
0.5, but stopping the ea beam did not lead to its zeros~alue until 
an amount of arsenic molecules sufficient to account for each Ga 
ada tom had been supplied. The desorption reaction was second order 
with respect to the As~ beam intensity in the JA /JG «1 region 
and first order in the JAs /JGa»1 region. s a 

In the range 600-900K, the sticking coefficient aA always has 
S4 

a measurable value, even if there is no Ga flux to the surface. It 
increases with T without exceeding 0.5 (highest value observed} The 
variation of the order of the desorption process with respect to 
the AS 4 flux to the surface has the s.ame behaviour as in the 
450-600K temperature even without a supply of Ga adatoms. AS 2 
molecules were detected in the desorbed flux so that the essential 
Ga adatoms are probably supplied from bulk AS 2 desorption. 



470 R.CADORET 

At temperatures in the range 870-950K the Ga surface lifetime 
on {Ill} GaAs faces varies from 1 to lOs, corresponding to an acti­
vation desorption energy of about 2.5 eV. Below 750K its sticking 
coefficient on {I DO} and {! II} is unity. Regardless of the substra­
te temperature the Ga desorbed flux remains at a relatively low le­
vel with respect to AS2 or AS4 fluxes. 

The sticking coefficients of several dopant elements,Sn,Mg,Mn, 
Zn and Te on a GaAs substrate as a function of temperature have 
also been measured. In the range 300-900K their values are close to 
unity for Sn,Mg,Mn and Te. The Zn sticking coefficient is time 
dependent and varies from unity to zero depending on the surface 
composition at 300K and is zero at substrate temperatures above 
37"3K. The Zn desorption rate is proportional to the surface cove­
rage, its order is less than one, and its activation desorption 
energy varies between 0.7 and 1.37 eV depending on Zn surface 
coverage. Like Zn, Cd has a zero value of sticking coefficient at 
T>373K. Tellurium is strongly segregated on the surface, presumably 
by forming the stable compound GaTe. Magnesium has an anomalously 
high diffusion rate from surface to the bulk through interstitial 
sites, giving an effective doping of about 10-5 per atom. Up to 
820K, manganese remains on the surface as three dimensional islands, 
depleting the Ga atoms' population in its surroundings. Tin shows 
a tendency to segregate to the surface with a surface limited incor­
poration rate. 

111.4. Kinetic Models 

The value close to one of the Ga sticking coefficient on GaAs 
at all growth temperatures leads to a growth rate R in the 11001· 
direction that depends only on the gallium flux according to the 
relation 

R (8) 

where nis the volume of a GaAs molecule in the lattice and J Ga is 
deduced from (7). 

The behaviour of AS2 and AS4 molecules, thermal accomodation 
and sticking coefficients, surface lifetimes, desorbed fluxes and 
their reac~ion orde: with respect to incident flux3~_~~ve b:en 
analY~5d w~th the a~d of the precursor state model. Th~s 
model assumes a two layer surface adsorption. The first layer 
corresponds to a shallow potential well (less than 5 Kcal per mole) 
where molecules are physisorbed. The second one corresponds to deep 
potential wells where molecules are trapped in a chemisorption state. 
The characteristics of such a model are : 
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i) a low value of the adsorption coverage and a short life 
time in the physisorbed layer 

ii) a possible high value of the adsorption coverage and a long 
life time in the chemisorbed layer. 

The physisorbed flux does not depend on the contaminatio~lo13 
the chemisorbed layer. Applying this model to AS2 adsorption ' 
gives the following reactions and relations 

~ 

+ VI +--- As 2 (9) 

(10) 

(11 ) 

Subs~ripts g and b mean respectively gaseous and bulk states. VI 
is a vacant site in the first physisorbed layer, V2 is a vacant 
site in the second chemisorbed layer. Further : 

nal 6 J '" J (12) 
vI AS2 AS 2 

nl 
nel Ll 

nlvl exp -E1/kBT (13) 

n k 6 2 nl ( 14) 
a2 a2 V2 

n Ie 
x 

e2 e2 n2 (15) 

n3 k3 (16) 

6 1 and e 2 are respectively the surface coverages with vacant 
sYtes in ¥tie first and second layers (6 l~ I). Subscripts a and 
e denote respectively adsorbed and evap~rated or desorbed flux, 
vI is an entropy term arising from the molecule vibration frequencies 
in the first layer,Ll is the surface lifetime in the first layer, 
nl and n2 are respectively the number of AS 2 molecules and As 
atoms in the first and second layers per unit area, n . and n . 

a~ e~ 
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are respectively the adsorption and desorption fluxes of the ith 
layer per unit area. 

The s ticking coefficient Ct is def~ged as the ratio be tween the 
chemisorbed and the impinging fluxes 

Ct = 
J J 

(I 7) 

The order of reaction x depends on the limiting stage of the 
desorption reaction. When this stage is the association of tW~3As 
atoms occupying random sites as considered by FOXON and JOYCE j 

x = 2. The rates of change til and Ii2 of adsorbed AS2 molecules and 
As atoms are 

nl n al + n 
e2 - n a2 - n el (18) 

D.2 2 U + Ii3 - 2 Ii 
a2 e2 

(19) 

In the steady-state approxima t ion nl = U2 = O. 

This set of equations has been used to descr~8e flash desorption 
experiments and the change of surface structures bY3~ssuming a 
lateral interaction between As atoms. FOXON and JOYCE have improved 
this model by considering the reactions 

(20) 

(21) 

below 600K, and the reaction 

As + Ga-+ AsGa (22) 

above 600K. 

In the latter case, equation (18) is valid and u3 must be 
replaced by -JGa with a sticking coefficient of unity. 
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= 2 n a2 - J - 2 n Ga e2 

33 In this case,with the steady-state approximation we have 

30 In the flash desorption case n 
al 

0, thus 

473 

(23) 

(24) 

(25) 

Below 600K, ARTHUR30 found agreement with experiments by assuming 
n3 = 0, and n = 0, (i.e. negligible AS 2 desorption flux3~rom the 
bulk and rate 5t association of As atoms). FOXON and JOYCE obtai­
ned an AS4 desorption rate equal to half the value of the impinging 
JA flux by considering that below 600K the association in AS 4 

94 
molecules occurs in place of the AS2 dissociation in 2 AS2 atoms, 
and that ne1« nal • 

Two basically different mechanisms for the interactio~2of AS 4 
and Ga on GaAs surfaces were considered by FOXON and JOYCE, one 
below 450K and one above. Below 450K, AS 4 chemisorption without 
dissociation was considered following a precursor physisorbed state. 
The rate of chemisorption was assumed to be controlled by AS 4 
surface diffusion, an AS 4 molecule requiring an encounter with a 
Ga atom during its lifetime on the physisorbed layer to become 
chemisorbed. This model explains the increase of AS 4 sticking coef­
ficient aA towards unity with increasing Ga beam intensity. The 

. s4 
relation between aA and the activation energies for AS 4 desorption 

s4 
from and AS 4 diffusion ~g the physisorbed layer, En and EA is that 
proposed by G. EHRLICH. 

-------,-~ = (En - EA) (I 
a(l/kBT) 

a a AS 4 AS 4 
---+ 

2 3 
..• ) (26) 

The va~ues ~ = 0.3~ eV and EA = 0.24 eV were found to be in agree­
ment w~th the exper~mental results. 

Above 450K, the observed one half maximum value of the sticking 
coefficient aA ,and the fact that the kinetics are second order 

s4 
in the region of low aA value, suggested that AS4 chemisorption 

84 
was dissociative following a reaction. 
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(27) 

The dissociation was then considered a result of a pairwise interac­
tion between Ga sites and two AS 4 physisorbed molecules, with one 
AS4 molecule desorbed and one dissociated into two AS2 molecules. 
Such a model is in agreement with the absence of species other than 
AS 4 in the desorbed flux. 

When the physisorbed n 1 and chemisorbed n desorption rates 
. 1 hIe h . e2. are respectlve y muc ower t an the physlsorptl0n na1 and the che-

misorption na2 rates, we have 

17 
from. 

and (28) 

(29) 

In 
2 

addition, we have n 1 = JA ,n - k nand n - k a s4 e1 - el AS4 a2 - a2 
nA • 

S4 
At a zero value of the sticking coefficient aA n 1 = n l' 

s4' a e 
the AS4 desorption flux is n az 
with the second order kinetics 

= k JA2 /k2 . This is in agreement 
a2 S4 e 

observed. 

IV. GROWTH MECHANISMS IN CHEMICAL VAPOR DEPOSITION 

IV.I. Experimental Analysis 

Chemical vapor deposition is a common and reliable process for 
growing thin films of various materials. Its main characteristic is 
that the vapor species and the condensing species are not the same. 
The first problem to solve is then the determination of the vapor 
composition as a function of temperature and partial pressures of 
the introduced species. Once the deposition reaction is known, it 
remains to measure the effects of the gas flow dynamics and the 
reaction kinetics near the surface or on the surface. Industrial 
systems are always open systems (Fig. 8). The chemical species are 
diluted by a gas flowing through a tube where the substrate is 
placed. Most of the systems operate at atmospheric pressures but 
there is a trend now to perform deposition at reduced pressures. 
Due to the requirement of high quality layers for electronic de­
vices, the silicon and gallium arsenide depositions especially have 
been studied, providing a good understanding of the surface reactions 
involved in the growth processes. 
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Fig. 8 : Schematic illustration of a GaAs chemical vapour deposi­
tion system. 

Since the deposition reactions are well known for these systems 
it remains to understand the gas flow dynamics. Generally a simple 
boundary layer model is introduced to account for the flow and its 
effect on surface kinetics. There are several boundary layers to 
consider : 

i) the viscous boundary layer arising from the viscous drag 
exerted by the substrate on the flow, 

ii) the diffusion boundary layer caused by depletion of source 
species and accumulation of the vapor species from the deposition 
reaction near the surface, 

iii) the thermal boundary layer arlslng in front of the heated 
substrate in cold wall reactors for endothermic deposition reactions. 
We shall consider the simplest case of the diffusion boundary layer 
with only one source species. This case can easily be applied to 
the systems of silicon deposition from silane or chlorosilanes di­
luted in hydrogen. Assuming a negligible effect of thermo-diffusion 
and a first order surface reaction we have : 

J 
v 

D. P. - P. 
l l lS 

k. T 0 
B 

(31 ) 

for the diffusion flux in the vapor phase per unit area, and 

k (P. - P .) 
lS Ol 

(32) 

for the number of molecules deposited per unit area. 
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D. is the source species diffusion coefficient in the vapor phase, 
p~ and P. are respectively the source species partial pressures 
at the orr~side limit of the boundary layer and near the substrate, 
o is the boundary layer thickness, kB the Boltzmann constant, k 
the surface specific rate, and P . tne partial pressure of the 
source species in equilibrium wi~fi the deposited material. When 
the steady state is established : 

P. Y 
J Ii 1 = v 8 l) kBT(n.- + y + I 

k 

(33) 

1 

P. 
with y 1 

- I (34) 
P 
oi 

called the relative supersaturation of the system. 

At this stage we have to discriminate between low supersatura­
tion (y«I) and high supersaturation systems. For the former, the 
condensation flux per unit area and the growth rate are respecti­
vely 

P. 
Ii 1 

k TCL + 1...) 
y 

B D. k 
1 

(35) 

R Ii S2 

where ~ is the molecular volume in the solid state. 

The dependence of the growth rate on the substrate temperature 
T mainly originates from the supersaturation and the specific rate. 
When the surface is not inhibited by impurity adsorption, the growth 
rate increases with liT for exothermic deposition reactions and 
this increase does not depend on the limiting step diffusion in 
the vapor or surface kinetics. GaAs growth from arsenic and j,g~o 
molecules diluted in hydrogen is an example of such a system 
(Fig. 9). With the same conditions, a decrease in R with increa­
sing liT values is expected for endothermic reactions, however most 
endothel~ic systems are highly supersaturated. 

For highly supersaturated systems : 
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P. 
1 

ksT(D~ + k) 
1 

Fig. 9 : {100}GaAs growth rate 
R as a function of 1fT in a 
Ga/AsC13/H2 system. 
Full line 37experimental curve 
after Shaw . 
Dotted line : theoretical curve 
after ref. 40; 
PG Cl = 7.53 x 10-3 atm, 
PH~L = 9.66 x 10-4 atm, 
PA = 2.14 x 10-3 atm. 

s4 

Rpm/h 

40 
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(36) 

10Yl 

• 10 

The growth rate dependence on the substrate temperature origi­
nates only in the specific rate which generally decreases with 
increasing values of lIT for endothermic systems while it increases 
for exothermic systems if there is no surface inhibition. A non 
dependence of R on lIT is generally characteristic of a deposition 
process limited by diffusion in the vapor, ~~though an independence 
of k with liT may be expected4tn some cases. Silicon deposition 
from silane and chlorosi12nes and GaAs deposition from trimethyl­
gallium (TMG) and arsine are two examples of highly supersaturated 
endothermic systems showing regions of independance of R on lIT. In 
the case of silicon deposition, an R decrease due4fo4~ ~~ observed 
at the lowest values of the substrate temperature ' , (Fig. 10 
region 3) 

The variation of R as a function of liT reported for first order 
deposition reactions may be considered as qualitatively unchanged 
for other orders. 

since D. is proportional to lip and 15 is proportional to I liP, 
when. the tfiickness of the boundary layer is less than the substrate­
reactor wall distance, D.18 oc II/P. In the opposite case, 8 is 
independent of P and D./~ oc IIp. When (D.18)«k the deposition pro­
cess is limited by diffusion in the bounAary layer and R oc Di /8. 
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R 

2 

1 

1/T 

Fig. 10 : Typical growth rate as a function of 1/T in silicon 
deposition from silane or chlorosilanes. The increase 1 is due to 
a depletion of source species from homogeneous nucleation. 2 is the 
region of limitation by diffusion in the boundary layer. 3 is the 
kinetic region. 

The order of the deposition reaction with respect to the intro­
duced partial pressures of source species, is one in a vapor diffu­
sion limited proc~fs, as observed in silicon deposition from ~}lane 
and chlorosilanes and in GaAs deposition from TMG and arsine. The 
reaction order is also one in a deposition process limited by ~ljE~~­
ce adsorption or di.ffusion towards steps of the source species 
(D/o»k) .Here the y2 dependence arising from surface diffusion did 
not occur, the supersaturation having generally too high a value. 
The deposition reaction order is always. more than one when nuclea­
tion without complete condensation occurs as obs~5ved in the growth 
rate of silicon from silane at reduced pressures. The activation 
energy is increased for this process with respect t04~ ~5owth 
controlled either by surface adsorption or diffusion.' The 
adsorption of an impurity on a surface leads to a negative order 
of aeposition reaction with the corresponding impurity partial pres­
sure. An order of reaction of -1/2 with respect to hydrogen and of 
one with respect to silane has4~e~~ observed in the case of {I II} 
silicon deposition from silane.' The apparent activation energy 
was 12 Kcal mole-I. To assess the hydrogen inhibition, a careful 
study of monocrystalline and polycrystalline deposition at reduced 
pre~~u46s was performed on silicon and silicon nitride substra-
tes ' respectively. In situ and post analyses were carried out. 
The polycrystalline deposition reaction was order 1.5 with respect 
to silane and -\ with respect to hydrogen. The apparent activation 
energy was 40 Kcal mol-I. The difference between monocrystalline 
and polyc~stalline growth rates was accounted for by nucleation 
processes . Surface inhibition from the GaCl source species was 
encountered for GaAs deposition from GaCl and arsenic molecules in 
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39 40 42 . a (Ga/As C13/HZ) system. ' , As a result, the growth rate ~n-
creased with PG Cl at low GaCl surface coverage, then decre~7~aO 42 
wh:n this cover~ge was greater than 1/2 by increasing PGaCl ' 
(F~g. II). 

Fig. 11 : {100} GaAs growth rate 
R as a function of P (i Cl' 
Full line :31xperimen~~I curve 
after Shaw. Dotted llne : 
Theoretical curve after 40. 
PHCl 9.66 x 10-4 atm, 
PA = 2.14 x 10-3 atm. 

s4 
70 , 1075 K 

40 

- 1027K 

--------- ---970K 

atm. 

IV.2. Kinetic Model of {IOO} GaAs Growth in a Ga/AsC13/H2 System. 

The vapor species diluted in HZ are mainly AS4 , GaCl, HCI and 
A Th d .. " 39,40,42 s2' e epos~t~on react~on ~s : 

(37) 

The chemical potential variation produced by the deposition of 
a GaAs molecule in a kink site is 

(38) 
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K37(T) is the equilibrium constant of the reaction (37), P. the 
partial pressure of the i species. ~ 

The relative supersaturation y is defined as 

y (39) 

As a result 

(40) 

The relation between the relative supersaturation and the free 
volume enthalpy variation arising from the GaAs chemical vapor 
deposition in a kink site is the same as in a condensation process 
from GaAs gaseous molecules. By applying the reaction (37) to an 
equilibrium with GaAs gaseous molecules we obtain : 

y + I PG A Ip 0 a s GaAs 
(41) 

The definition of relative supersaturation is independent of 
the deposition process. It allows for surface adsorption of all 
the chemical species of the vapor phase. 

The decreasing growth rate with increasing values of liT, 
(Fig. 9) is characteristic of a surface inhibition. The decrease of 
R with increasing values of PG Cl observed at the lowest substrate 
temperatures and highest P Clavalues shows that the surface inhi­
bition results from GaCI a~~orption. Limitation of th39g~8W&9 rate 
by the chlorine desorption reaction was then assumed. ' '39 48 
This assumption was assessed by a careful surface analysis. ' 
It should be emphasized that the kinetic analysis of experimental 
R curves was so accurate that chlorine desorption could be ascribed 
to H2 molecules, resulting in hydrogen adsorbed atoms and HCI 
molecules for the desorption process. The observed proportionali ty 
of growth rate with PH was in agreement with this conclusion and 
led to the supposition2that adsorption of hydrogen atoms did not 
inhibit the deposition process, taking place in an intersticial site 
or remaining unaffected by the type of site, Ga or As. Fig. 12 
shows the {IOO} surface state schematically. The Ga atoms are 
considered to be the reference surface state. A Ga atom is bound 
to two arsenic atoms. The reference surface state has kink sites 
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for As adsorption only. The As adsorbed atoms are bound to two Ga 
atoms. The assumption that the deposition process is limited to 
Cl desorption implies fast arsenic and GaCl adsorption kinetics 
with respect to Cl desorption. Equilibrium between adsorbed and 
gaseous molecules was then supposed : 

1 V + - AS4 ----+ As 4 g +-

As + GaCl ---+ AsGaCl 
g+--

V + l AS4 + GaCl ----+ AsGaCl 
4 g g+ -

Fig. 12 : Schematic illustration 
of the {100} GaAs surface state. 

( 42) 

(43) 

(44) 

Atoms or AsGaCl molecules are considered randomly adsorbed on 
the reference surface state. The degree of coverage with vacant 
sites is then: 

e 
v 

eAs/ev = pl/4/K (T) AS 4 42 

where Ki(T) is the equilibrium constant of reaction i. 

(45) 

(46) 

(47) 

At the AS4 partial pressures typically used (10-3 to 102 atm) 
computation of eA from partition functions show that regardless 
of the PGaCl valu~, (~0_3 to 10-2 atm), the fraction of adsorbed 
As atoms per Ga atom lS close to one. The Ga atoms of ~5sorbed 
AsGaCl molecules were considered bound to two As atoms. Such a 
treatment is valid only for sufficiently high partial pressures of 
As 4 · 
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The number of GaAs molecules produced per unit area and time. 
by Cl desorption, n , and the number of CI atoms adsorbed on Ga 
surface atoms per u~it area and time are deduced from the opposed 
reactions -+ and 0+- by applying the theory of rate processes : 

AsGaCI + H2 --+ GaAs + H + HCI 
g+ -- g 

The resulting growth rate is 

R h-1 llm 

with E 

(48) 

E is the activation energy of Ga chlorination from HCI (reaction 48 
etowards -+), EH the adsorption energy of H atoms. T; is an appa­

rent vibration temperature accounting for the vibration state of 
the activated complex of reaction (48). 

The equilibrium constants K42(T~9a~5 K44(T) were calculated by 
methods of statistical physics. ' The bond energy of Ga and As 
atoms was assumed to have a value of -39 Kcal mol~per bond. The 
bond energy of a AsGaCl molecule was considered to be 

EAsGaCI = -4 x 39 - 114.5 + 6¢o + a 8AsGaCl (51 ) 

in Kcal mol-I. The GaCl molecule energy in the gaseous state 1S 
-114.5 Kcal mol- I .6¢o is the change of a GaCI bond energy between 
the adsorbed and gaseous state, a is a lateral interaction term 
introduced to account for the decrease of R(PG l)(Fi g . II). The 
Einstein approximation was supposed valid for ~r the vibration fre­
quencies. The resulting vibration temperature (200K) was deduced 
by matching the experimental and theoretical expressions of K37 (T). 

ThJ7~~Sues of 6¢o and a were deduced from SHAW'S experimental 
values of a Ln R/a Ln PGaCl ' giving Mo = 29.9 Kcal mol- I and 
a = - 5.2 Kcal mol-I. 

. 37 38 By fi~ting the theore tical and SHAW'S exper1mental R( I /T) curves ' 
the TE and E val ues were ob tai ned. 

* TE = 131 .3K E = -14.9 Kcal mol-1 

The activation energy E of Ga chlorination from HC1 must be posi-
tive. Considering that e EH -104.2 Kcal mol-1 gives 

2g 
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E < - 67 Kcal mol- 1 
H 

483 

Measurements by GREGORY and SPICER49 indicate that H atoms are 
strongly chemisorbed. 

IV.3. Kinetic Model of {Ill} Si Growth from SiH4 at Reduced Pressures 

Silicon substrates were 3 0 disoriented, so that the surfaces 
were formed by {I I I} terraces, Yo = a oi3/6 tan 30 wide,bordered by 
a o l2/6 high steps (a o is the lattice parameter). Silane was diluted 
in hydrogen. Experiments were carried out between I to 100 Torr 
at temperatures in the range 1100-1400K. The substrate only was 
heated. First order in silane, -1/2 in hydrogen and 12 Kcal mol- 1 

actix~!~gn energy w~r~ measure~ fo~ the monocrystalline growth 
rate. The depos~t~on react~on ~s 

Si H4 --+ Si + 2H2 
g+-- g' 

The relative supersaturation ~s 

y ------ 1. 
p2 K (T) 

H2 52 

(52) 

(53) 

At IIOOK, PSiH4/PH2 = 6 x 10-3 , y ~ 5 x 106 when PH2 = 10 Torr and 

y = 6 x 104 when PH2 = I atm. This system is highly supersaturated. 

Silicon nucleation in the vapor never appears at reduced pressure. 
although it should, according to the results at atmospheric pressures. 
The existence of a very thin thermal boundary layer is probably the 
explanation. Pyrolisis of silane in the thermal boundary layer is 
not to be expected in a reduced pressure system, although it pro­
bably occurs in an atmospheric pressure system. This difference 
could explain why a value of 40 Kcal mol- 1 with a reaction order 
of one with respect to silan~ is observed at I atm. This value was 
observed with a reaction order 1.5 with respect to silane and only 
in the polycrystallinedeposition region at reduced pressure. From 
this it can be concluded that silane molecules impinge on the sur­
face before dehydrogenation and diffuse towards the steps . Silane 
molecules lifetime on the surface depends on the activation energies 
of their desorption and dehydrogenation. By considering a unit 
sticking coefficient and a one layer model, the adsorbed flux is 

n = e PS' H (2TImS'H k,T)-1/2 exp(-~ S'H /kT) (54) 
a v ~ 4 ~ 4 B a ~ 4 B 
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where E S' is the activation energy of SiH4 admolecules, Assu­
a 1H'f 

ming that the desorp5ion frequency is not lower than the dehydroge­
nation frequency43,4 , the deposited flux is 

Ii - Ii 
a e 

Ii-Y--=Ii 
ay+l a. 

(55) 

By taking into account surface diffusion towards the steps, the 
following relation is obtained 

R 
2x 

n Ii [_S 
a Yo 

Yo 
tanh --J 2x 

s 

where x is the mean free path on the surface. 
s 

(56) 

The -1/2 reaction order with respect to hydrogen supposes 
hydrogen adsorption at a surface coverage close to one, so that 

(57) 

Computations of e as a function of the bond energy of the H 
adsorbed atoms and of ~ as a function of the difference between 
the activation energy f8r desorption of silane E and activation 
energy for surface diffusion U , permit construcfion of theoretical 
curves with the parameters E S~H ' (E - U )S'H ' and EH• Agreement a 1 4 e s 1 '+ 
with experimental growth rates was obtained with E S'H = 0, 

a 1 4 
(E - U )S'H ~ 16 Kcal mol-1, E = -74 Kcal mol-i. The latter value 
. e s 1 4 
is the same as that calculated by A.A. CHERNOV.50,51 The mean free 
path of silane admolecules lies between 0.15yo and O.07yo for 
temperatures ranging from 1100 to 1500K. 

When admolecules coverage is not negligible, R. GHEZ52 has 
established that the mean free path x = (D L )1/2(D is the sur­
face diffusion coefficient and L theSsurfa~eslifeti~e) must be 

c; 
replaced by a corrected mean free path 

(58) 

where 8 0 is the degree of coverage with admolecules at y = O. 

The generalization of the theoretical treatment of 9HEZ to a 
surface mainly recovered with hydrogen gives for {I II} Si 

(59) 



VACUUM EVAPORATION, SPUITERING, EPITAXY AND DEPOSITION 485 

The GHEZ correction arises from the fact that the impinging flux 
depends on the vacant site surface coverage a , while the desorption 
flux depends on admolecules coverage. When thX surface is mainly 
recovered with foreign molecules the desorption and adsorption 
fluxes depend on the same way as when a ~ 1 - aR, and the correc­
tion term disappears. From the hydrogenVreaction order, the mean 
free path x appears independent of a . The diffusion coefficient 
expression ~hrough vacant sites is ge~erally given as 

D . 
SJ 

a 2 k . e 
o SJ v 

(60) 

where a is the jump length and k . the jump frequency of the j 
species~ sJ 

According to (60) a (-3/4) order with respect to hydrogen should 
be expected. The departure from this expected order must be resear­
ched in the definition of D 43. For this purpose, let us consider a 
one-dimensional model. The ~umber of j type molecules jumping per 
unit length from their position x to a neighboring vacant site 
x + a is 

o 

ri. 
J+ 

k • a C. (x) 
sJ 0 J+ 

(61) 

c. (x) is the number of j molecules located at x per unit area 
ha~ing a vacant site at a jump distance a 

o 

C. (x) = N a . (x) a (x + a ) 
J+ S J v 0 

(62) 

N is the number of surface sites per unit area, a.(x) is the 
s8rface coverage of j molecules at x, and a (x + aJ ) is the-surface v 0 -
coverage of vacant sites at x + a . 

o 

Similarly, the number of j type molecules jumping per unit 
length from their position x + a to a neighboring vacant site x is 

o 

n. r k . a C. (x + a ) 
SJ 0 J- 0 

(63) 

C. (x + a ) is the number of j molecules located at x + a having 
aJ;acant ~ite at a jump distance (- a ) 0 

o 

C. (x + a ) 
J- 0 

N e.(x + a ) a (x) 
s J 0 v 

(64) 
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As a result the flux of j type molecules at x is 

J. nJ.+ - n. = N k .a [e.(x) e (x + a ) - e.(x + ~ )e (x)] 
J J - s sJ 0 J v 0 J 0 v 

de. de. 
N k . a 2 [e.(x) d'\l - e (x) d J] (65) 

s SJ 0 J x v x 

where e (x) 
v 

constant, J. 
J 

with D = e k . a 2 
s v SJ 0 

according to (60). 

(66) 

The relation (60) is valid when the equilibrium concentration of 
vacant sites is reached. That is not the case of a growing flat 
surface since a depletion of molecules occurs near the steps. An 
independence of D . on e occurs when the molar fraction of the 
j species is cons~ant ov~r all the surface. From the definition 
e (x) = ] - L. e.(x) and from (65) is obtained the relations: 
v J J 

de. de. de. 
J. -N k • a 2 [--.l.. - _J L e. (x) + e. (x) L _J] (67) 

J s SJ 0 dx dx i 1 J i dx 

dN. 
and J. - k . a 2 _J (68) 

J SJ 0 dx 

when 
e. (x) 

J 

de. 
_J 

dx 
de. 

1 
L­
i dx 

As a result 

D • 
SJ 

k . a 2 
sJ 0 

e. (x + dx) 
J 

L e. (x + dx) 
i 1 

(69) 

(70) 

This probably explains the independence of D . on e . A -3/4 
. / S1. h v rather than a -] 2 order of the growth rate Wlt respect to 
hydrogen pressure should be observed if equation (70) was not 
valid. 
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MELT GROWTH 

ABSTRACT 

R.F. SEKERKA 

Department of Metallurgical Engineering 
and Materials Science 
Carnegie-Mellon University 
Pittsburgh, Pennsylvania 15213 
U.S.A. 

Fundamental aspects of the growth of crystals from the melt 
are discussed with the aim of providing a quantitative link between 
the structure and dynamics of the solid-liquid interface and phe­
nomenological solutions of the transport equations that describe 
solidification. The results of simple statistical models and com­
puter simulation are used to motivate kinetic laws for the local 
growth rate and nonequilibrium solute segregation. Examples include 
the solidification of a pure crystal of spherical shape, the uni­
directional solidification of a binary alloy, and ,a brief descrip­
tion of morphological stability. 

I. INTRODUCTION 

This chapter is concerned with fundamental aspects of the 
growth of crystals from the melt. The many experimental techniques 
and apparatus for melt gr~~§h will not be covered here but may be 
found in several reviews. Instead, we will be concerned with 
a mathematical description of the solidification process with 
emphasis on those aspects that relate to the structure, properties, 
and dynamics of the solid-liquid interface. We shall see that a 
mathematical description of the solidification process may be given 
in terms of the solution to phenomenological partial differential 
equations; but the boundary conditions to be satisfied by these 
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equations at the solid-liquid interface depend on its structure 
and the atomic (or molecular) dynamics in its immediate vicinity. 

II. THERMODYNAMIC CONSIDERATIONS 

The thermodynamics of solid-liquid equilibrium sets the stage 
for more complex kinetic considerations. Solidification is a first 
order phase transition which means that at least some of the first 
derivatives of G, the Gibbs free energy, are discontinuous at the 
melting point. Let 6 applied to any quantity indicate its value 
in the liquid minus that in the solid. 
Then a(~G)/aT = -~S and a(~G)/ap = ~V where T is temperature, S 
is entropy, P is pressure and V is volume. Derivatives with respect 
to composition will be considered later. 

II. I. Latent Heat 

The change in entropy ~S is pos~t~ve and reflects the fact 
that the liquid state is mbre disordered than that of the solid. 
At any fixed temperature, 6G = ~H - T6S where H is the enthalpy. 
For a pure substance at its melting point T = TM, we have ~G = 0 so 

~H 

H 

T-

(I) 

Fig. 1 : Sketch of enthalpy, H, 
versus temperature, T, for a 
pure substance near its melting 
point, TM' 

This change in enthalpy, ~H, is more commonly known as the latent 
heat of fusion and corresponds to a jump discontinuity in a graph 
of enthalpy vs. temperature such as depicted in Fig. I. The slope 
of the H vs. T curve above or below TM is just the specific heat 
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of the corresponding phase. The existence of ~H means that there 
must be long range transport of heat away from a solidifying inter­
face in order for solidification to take place. On an atomic scale, 
the existence of ~H provides an energetic bias in favor of the 
solid which is just balanced at the melting point by a larger fre­
quency of attempts for an atom to enter the liquid (see eq. (6)). 

11.2. Volume Change 

The quantity V may be either positive (usual case) or nega­
tive (water, many semiconductors) and represents a change of speci­
fic volume (or density) on solidification, as depicted in Fig. 2. 

Fig. 2 : Sketch of the molar vo­
lume, V, versus temperature for 
a pure substance near its melting 
point. (a) Usual case for metals, 
(b) Unusual case, for water and 
many semiconductors. v 

I 
I 

lL--_..;;b----
1 

SOLID 1 
"I 

LIQUID 

1 

f a 

T-

Such a volume change is usually a few percent and can have effects 
of great importance such as the need in many practical systems for 
overall fluid flow (to prevent shrinkage cavities) but probably 
plays a very minor role in solidificatIon processes at the solid­
liquid interface. 

11.3. Composition Change" 

When an alloy or impure substance solidifies, there is usually 
a difference in the equilibirum composition of the liquid and solid. 
Such differences are discernable from phase diagrams, a subject too 
complex to be surveyed here. An important case that sheds much 
light on this matter is, however, a dilute binary alloy of concen­
tration C. Figure 3 depicts typical free energy curves and the 
corresponding phase diagrams for the two possible cases of interest. 
These cases are distinguished by the value of the equilibrium dis­
tribution coefficient 
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- (CS/CL)E 'l'b' qu~ ~ r~um 
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(2) 

in the sense that kE < 1 for case (a) and k > 1 for case (b). Ge­
n:ra~ly, kE is a function of ~emperature unt:ss the solidus.and 
l~qu~dus l~nes on the phase d~agram are stra~ght. Macroscop~cally, 
the need for composition change during solidification necessitates 
long range interdiffusion of chemical species, possibly assisted 
by convection. Microscopically, it represents an intrinsic bias of 
the system for the selective incorporation or rejection of certain 
chemical species at the solid-liquid interface. 

t 
G 

I 
I 
I 
I 
I 
I 
I 

,.+SLOPE 
I m<O 

T I 

k<1 

Cs Cl c---

a 

~ 
G 

t 
T 

S 

b 

SLOPE 
m>O 

Fig. 3 : Curves of Gibbs free energy, G, versus concentration, C, 
and corresponding portions of phase diagrams for dilute binary 
alloys. (a) k < 1 and m < 0, (b) k > 1 and m > O. 

11.4. Interface Curvature 

If the liquidus lines in Fig. 3 are straight, then the free­
zing temperature of a liquid of concentration C is just TM + mG 
where m is negative for k < 1 and positive for k > 1. This result 
is only valid, however, for the case of bulk solid and liquid phases 
separated by a planar interface. If the interface that separates 
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solid and liquid is curved and if the solid-liquid surface tension 
y is isotropic, then the equilibrium freezing temperature is 

(3) 

where r is a capilliary constant (equal to y/L where L is the la­
tent heat per unit volume) and K is the mean curvature (K = R-1+R-1 

. . 1 2 
where Rl and Rz are principal radii of curvature). The s~gn conven-
tion for K is such that K = +2/R for a solid sphere of radius R. 
Typically, r is the order of atomic dimensions so the last term 
in (3) would appear to be negligible; however, TM must be taken to 
be the absolute melting temperature and the term TMrK can be com­
parable to the term mC for dilute alloys for radii of curvature 
of the order of 10 um. The curvature correction TMrK is, therefore, 
negligible for macroscopic considerations but essential to the 
understanding of nucleation and of crystal morphology on the micron 
scale, for example the phenomenon of morphological instability and 
solid-liquid interfaces that are cellular or dendritic. 

In addition to the effect of interface curvature on the melting 
point, there can be an effect of interface curvature on the equili­
bium distribution coefficient which will be of the form 

~(K) = ~(O) (1 + r'K) (4) 

to first order in K. Here, k (0) is the value of kE at zero curva­
ture (defined by eq. (2)) an~ r' is a capillarity constant, similar 
to r, the value of which depends on thermodynamic4detail. A detailed 
derivation is given in a recent paper by MULLINS. The effect of the 
curvature term in (4) has not been widely recognized or treated. 

When the surface tension y is anisotropic, eqs. (3) and (4) 
must be modified tosinclude angular derivatives of the principal 
radii of curvature. The corresponding modification of equation (4) 
for the case of anisotropic y has not been fully explored and might 
be quite interest~ng, especially in the case of faceted interfaces 
for which HERRING has discussed the need to interpret discontinui­
ties in interface slope with great care. 

III. KINETIC CONSIDERATIONS 

Although thermodynamics sets the stage for the solidification 
process, kinetic considerations are also important and become in­
creasingly important for large departures from equilibrium. If the 
temperature, TT' of the solid-liquid interface is exactly equal to 
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the equilibrium temperature, TE, then there should be local equi­
librium and neither solidification nor melting should take place. 

111.1. Growth Rate 

Let U be the local normal growth rate at the solid-liquid in­
terface (positive for solidification). Then one would expect U to 
be some function of oT = T - T that has the same sign as oT and 
vanishes whenever oT = 0. ~his function will generally also depend 
on local surface orientation that we symbolize by a unit vector n, 
referred to axes fixed with respect to the crystal. Thus, we adopt 
a general kinetic law of the form 

U f(oT, Ii) (5) 

where f(O, fi) = 0, but otherwise 7the nature of the function f is yet 
to be determined. It is possible to postulate functional forms more 
general than equation (5), but so little is known about them that 
we adopt the simpler equation (5) for illustrative purposes. 

Much ignorance prevails regarding the functional form of f. 
Yet this is an important area of reserach because it is only through 
this type of kinetic law that the phenomenological description of 
solidification and the atomistics of interfacial structure and 
dynamics is made compatible. To understand the nature of this law 
from a very elementary viewpoint, we examine briefly a very simple 
model of solidification of a pure substance in which the solidifi­
cation rate U is represented as the difference between the rate 
of freezing (UL+S~ and the rate of melting (US+L)' In the spirit 
of absolute reactIon rate theory, we take 

(6a) 

(6h) 

where ~S and uSL are rate parameters, Q is the energy of an acti­
vated complex, and h is the latent heat of fusion per atom (or mo­
lecule, for a molecular crystal) and kB is Boltzmann's constant. 
Then 

u SL h 
~S exp(-Q/kBT) {I - - exp(- k T)}. (7) 

~S B 
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Equation (7) must be subject to the condition that U 
T = TM which may be satisfied by taking 

h 
q (T) exp (kT) 

B M 

o when 

( 8) 

1. Then Eq (7) may be wri tten in the form 

U 
heTM - T) 

~S exp (-Q/kBT){ l-q exp [- k T T ] } 
B M 

(9) 
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which is sketched in Fig. 4 for the case where ~S is independent 
of T and q = 1. 

Fig. 4 : Sketch of the normal 
growth rate, U, versus temperature 
according to Eq (9). The reduc­
tion of U at low values of T stems 
from the factor exp(-Q/kBT). ! 

u 

Note especially the asymmetry of U relative to TM; as T departs 
from TM in either direction, the driving force for phase change 
increases but the kinetic factor exp(-Q/kBT) causes enhancement 
of rate for T > TM but reduction of rate for T < TM. Al though the 
above model is qu~te simple, this asymmetry phenomenon is quite 
general. 

For T close to TM, the exponential in (9) may be expanded 
(still with q = I) to give approximately 

( 10) 

where ~T = TM - T is the undercooling. Then for ~S independent 
of T, U is proportional to ~T which is a simple l~near kinetic law. 
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The corresponding form of equation (5) would be 

u ]len) oT ( II) 

where ]l is a linear kinetic coefficient that may depend on surface 
orientation but depends only weakly on temperature. 

Laws of She form of eq~. (9) and (10) were proposed many years 
ago by WILSON and FRENKEL. In fact, however, the factors ~S 
and q may depend on temperature and crystallographic orientat10n 
in a complicated way. Moreover, actual crystallization may take 
place at preferred sites on the solid-liquid interface so it might 
not even be meaningful to treat the interface as being homogeneous, 
which is implicit in the derivation of equatio~0(7). Much insight 
into this problem has been provided by Jt~KSON by m12ns of ana­
lytical models and especially by JACKSON and GILMER by means 
of computer simulation. Of critical importance is the concept of 
a surface roughening temperature TR above which the solid-liquid 
interface is atomically rough, thus allowing liquid atoms to become 
and remain part of the solid at practically any site of the solid­
liquid interface. For a simple cubic crystal with only nearest 
neighbor bonds, the resul ts of computer simulation give TR O! 0.2h/k B. 
If TE exceeds TR, then a linear kinetic law of the form OI (11) is 
to be expected with a value of ]len) that depends rather weakly on 
crystallographic orientation. 

u 
'CLOSE PACKED 

8T 

a 

u 

8T 

b 

CLOSE 
PACKED 

Fig. 5 : Sketches of the normal growth rate, D, versus interface 
undercooling, oT. (a) Equilibrium temperature, TE, above the roughe­
ning temperature, TR, (b) Equilibrium temperature below the roughe­
ning temperature. 

This 1S illustrated schematically 1n Fig. Sa. For TE less than TR, 



MELT GROWTH 497 

the solid-liquid interface is atomically smooth, to a first approx­
imation, but with distinct features such as raised or lowered 
islands of atoms, steps of atomic height, or spiraled steps asso­
ciated with the presence of screw dislocations that intersect the 
solid-liquid interface. Thus for TE<TR, the growth rate U is great­
ly reduced (relative to that for a rough surface) and strongly 
dependent on crystallographic orientation because only atoms that 
join the crystal near the perimeters of islands or at steps will 
have a high probability of being incorporated permanently in the 
solid. The corresponding growth rate for TE< TR is sketched in 
Fig. 5b. Note from Fig. 5b that the growth rates of close packed 
surfaces without screw dislocations are most strongly reduced rela­
tive to rough surfaces; at low values of oT, the dependence of the 
growth rate on temperature is approximately of the form 

A B 
U 0; exp(- r) exp(- ToT) ( 12) 

which may be derived by calculating the probability of formation 
of a two-dimensional nucleus (island) on an atomically smooth sur­
face. At high values of oT, the curves in Fig. 5b tend toward in­
creased values of U and there is much less anisotropy, i.e., muc~2 
less dependence of the growth rate on surface orientation. GILMER 
attributes this increased rate and isotropy to a sort of dynamical 
roughening brought about by frequent random impingement of liquid 
atoms at high driving forces. As also illustrated in Fig. 5b, the 
growth rates of surfaces on which steps occur naturally (e.g., the 
(011) face of FCC) are not reduced as much as those of close packed 
surfaces because the steps themselves provide atomic attachment 
sites aY2 there is no great need for thermally activated defects. 
JACKSON has suggested that the factor 

h 
a = ~ k T ' 

B 
( 13) 

where ~ is the fraction of bonds parallel to the solid-liquid 
interface, should indicate similar modes of growth for various 
substances and orientations; this simple result seems to agree with 
the results of computer simulation for reasons not ye~ fully appre­
ciated. Finally, the intermediate case in Fig. 5 can either illus­
trate an orientation of intermediate packing density (e.g., (001) 
of FCC) or a close packed surface intersected by a screw dislocation. 
For such cases, the growth rate may be approximated by a power law 
of the form 

U = ]1' (n) (oT)m ( 14) 

where the exponent m has a typical value of 2. 
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111.2. Solute Incorporation 

The incorporation of solute in a growing crystal may, for 
kinetic reasons, be different from that of a crystal in equilibrium 
with its melt. Just as in the previous section,the reason for this 
can be related to the atomic structure of the interface and to the 
processes that take place there. This problem can be addressed 
quantita,tively by relating the actual distribution coefficient 

k (15) 

during crystal growth to the equilibrium distribution coefficient 
defined by eq. (2) for the case of planar interfaces or eq. (4) 
for the case of curved interfaces. In the spirit of equation (5), 
we can, therefore, write 

k ~ g(aT, fi) (16) 

where the functional form of g is yet to be determined. Since aT=O 
corresponds to equilibrium, we must have g(O,fi) = 1. Moreover, as 
aT + 00 one would expect U to become so large that no segregation 
could occur, i.e., g(oT,fi) + 1 IkE and k + 1 as oT + 00. 

~ --------------

k 

o~------~------~------8T1 T2 

8T-

Fig. 6 : Sketch of the actual 
distribution coefficient, k, 
versus interface undercooling 
for an e~uilibrium distribu­
tion coefficient ~ < 1. 

t 
k 

o~------~-----------
u-

Fig. 7 :Sketch of the actual 
distribution coefficient versus 
the normal growth rate under 
conditions where the growth 
rate is anisotropic. 
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The variation of k with oT is sketched in Fig. 6 for the case 
~ < 1; whether or not k gets very close to 1 at practically attai­
nable values of 6T is , however, open to question. The actual shape 
of the curve is n013well known but simple statistical models, such 
as that of ~!ERNOV ,and especially computer simulation ~ GILMER 
and JACKSON, have shed some light on the matter. A limited number 
of results from computer simulations seem to indicate that the de­
pendence of k on fi is weak, i.e., that curves such as Fig. 6 do 
not vary strongly with crystallographic orientation. Thus, a sketch 
of k versus the normal growth speed U, which may depend strongly on 
orientation as sketched in Fig. Sb, may show a strong dependence 
on orientation such as sketched in Fig. 7 for a stepped and a close 
packed surface. Hence, a close packed surface (possibly a facet) 
and a stepped surface (off facet) that coexist during crystal growth 
at a common pulling rate may exhibit very different values of the 
distribution coefficient because of the much higher undercooling at 
the close packed surface (compare Figs. 6 and 7 with respect to kl 
and k2)' 

It is noteworthy that this strong and anisotropic dependence 
of k on U might be quite important during the rapid solidification 
of hyperfine metal powders or during laser glazing where solidifi­
cation rates of the order of meters per second have been calculated 
from heat flow considerations. 

IV. TRANSPORT EQUATIONS AND IDUNDARY CONDITIONS 

The temperature and solute fields that accompany crystal 
growth without liquid convection may be described by the partial 
differential equations 

and v2c; 

or 
K at 

oc 
D at 

(17) 

( 18) 

where K is the thermal diffusivity and D is the diffusivity of 
solute of concentration C. Eq. (17) with an appropriate value of 
K must be applied in both solid and liquid for which thermal dif­
fusivities are usually comparable. Eq. (18) is usually needed only 
in the liquid because diffusivities in the solid are many orders 
of magnitude smaller. If there is convection with velocity ~, then 
a/ at in (17) and (18) must be replaced by a/ at + V. V and another 
equation, e.g., the Navier-Stokes equation, must be solved simul­
taneously to determine V. Such convective flow is of great practi­
cal importance for crystal growth but does not couple directly to 
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interfacial processes because of the stagnation of fluids near 
solidl~~rfaces. The interested reader is referred to standard re-
views for details. 

Solutions to the above transport equations must obey boundary 
conditions at the solid-liquid interface. The conservation of heat 
may be expressed in the form 

LU ( 19) 

where kS and ~ are thermal conductivities of the solid and liquid, 
respect1vely, and L is the latent heat per unit volume. Conserva­
tion of solute is expressed by 

(- D V'C) • n (I - k) CU (20) 

where the distribution coefficient k should be the actual distri­
bution coefficient compatible with U and n (through (5) and (16)). 
The temperature, TI = (TE - oT) at the solid-liquid interface must 
also be chosen to satisfy eq. (5). 

Clearly, the above equations and boundary conditions are suf­
ficiently complicated that one must resort to simplifications and 
approximations in order to obtain tractable problems. 

V. EXAMPLE SOLUTIONS 

In this section, we discuss two simple examples for which a 
mathematical description of growth is tractable. The first is the 
free growth of a sphere of a pure substance with emphasis on the 
dependence of the radius on time; the second is the unidirectional 
solidification at constant velocity of a binary alloy. 

V. I. Sphere of Pure Substance 

Even through a spherical shape is almost the opposite of what 
one thinks of when regarding a freely growing crystal, a great deal 
can be learned about the relative roles of heat flow, capillarity 
and interface kinetics by treating the simple case of the solidifi­
cation of a sphere of a pure substance from an undercooled melt y4We 
shall, furthermore, employ the quasi-steady-state approximation 
according to which the growth is assumed to be so slow that the 
temperature field can be determined from a solution to the Laplace 
equation 



MELT GROWTH 501 

o (21 ) 

instead of eq. (17). A fully time dependent treatment for simple55 
boundary conditions than we consider here has been given by FRANK 
but is much more involved and reduces to the results given here 
for low driving forces. 

The spherically symmetric solution to (21) that reduces to 
the bath temperature T as r -+ 00 and to the interface temperature 
Tr at the solid-liquid interface (r = R) is 

(22) 

where Tr and R depend slowly on time. Equation (22) applies in the 
melt (r > R); inside the crystal, T is uniform at temperature Tr , 
As boundary conditions, we take 

TE TM - 2TMf/R ( 23) 

dR 
jl(TE - Tr) dt = (24) 

dR 
k 

and dt = 
--.!:. (dT) 

L dr r=R 
(25) 

with jl independent of orientation. Eq, (23) is just (3) with C = 0 
and K = 2/R while eq. (24) is the linear kinetic law (1 I) for the 
case of isotropy. Eq. (25) comes from (19) for spherical symmetry. 

Substitution of (22) into (25) gives 

dR ~ (T I - Too) 

dt = L R (26) 

which, where equated to the righthand site of (24) yields 

TE + (Ro/R) Too 

I + (Ro/R) 
(27) 
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where Ro = ~/(L~). According to (27), T will lie between T and 
TE depending on crystal size R relative to Ro, a size determined 
by the kinetic parameter ~. Substitution of (27) into (26) with the 
use of (23) to obtain the dependence of TE on R yields 

( 1 
R* 

dR P 
--) R 

dt = 2R 
( 1 + Ro ) 

R 

(28) 

where R* = 2T~/(TM - Too) can.be identified as the nucleation ra­
dius and P = ~~(T - T )/L w1ll be called the parabolic rate cons­
tant for reasons tWat w~ shall soon see. P has the dimensions of a 
diffusivity and the quasi-steady-state approximation is valid if 
the thermal diffusivity K»P. 

Jt is useful to examine equation (28) and its integral in 
several limits. In the hypothetical limit of no capi~larity (r + 0) 
and extremely rapid kinetics (~ + 00), we have Ro = R = 0 and (28) 
becomes 

with integral 

Pt + CaNST. 

0.3..------,-..-.----,---.--...,-----, 

0.2 

R" dR 
"Pdt 

0.\ 

0.OO~-I~--±2-~3--4~--:!5:--~6 

R/R" 

(29) 

(30) 

Fig. 8 : Graph of the growth 
rate, dR/dt, of a pure sphe.ical 
crystal versus radius, R. R is 
the nucleation radius and P is 
the p~rabolic rate constant. 
(a) R /(2R), neglect of kinetics 
and ca~illari ~ , * 
(b) ~ /(2R)] L1-(R /R)] ,neglect 
of kinetics only, (c) equation 
(28) with kinetics and capil*ari­
ty both included and Ro = 2R 
for illustrative purposes. 
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Equation (30) is a classical parabolic growth law and indicates 
that the growth rate is controlled by the long range transport of 
heat. According to (29), the growth rate becomes infinite as R -+ O. 
Of course, this singularity is fictitious and not presentlMin equa­
tion (28). This is illustrated in Fig. 8 where we plot (R /P)(dR/dt) 
according to Eq. (28) along with some of its limiting cases. We see 
that both capillarity and kinetics reduce the growth rate, the for­
mer to zero at the nucleatio~ radius. If we omit the capillary cor­
rection to (28) by setting R = 0, we obtain 

dR P 
dt '" 2 (Ro + R) (31) 

which gives constant (interface kinetic limited) growth for 
R « R9 and heat flow limited growth for R » Ro. The integral of 
eq. (3 1) is j us t 

Pt + Const. (32) 

which for R « Ro gives R linear in t as expected. 

The complete integral of (28) may b~ obtained if we are 
careful to begin the integration at R = R (1 + E) where ~ is a 
small positive quantity. A finite value of £ is needed because the 
nucleation radius is a point of unstable equilibrium and a small 
departure is required to obtain growth in a finite time. The result 
is 

*' 
(R + R*' + Ro)2 - (2R* + Ro)2 + 2R*(R* + Ro) In(R -*R) Pt 

ER 

(33) 

and eqs. (30) and (32) are .seen to be special cases. Tie overall 
groWth kinetics are dominated by capillarity for.R '" R , by kine­
tics for R '" Ro and by heat flow for R» Ro or R . The maximum 
growth rate occurs at radius 

R max 
* * • 1/2 R + [(R )2 + R RJ 

where it has a value 

(34) 
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dR P R* ( ) dt max = '2 (R ) 2 
max 

(35) 

For Ro « R*, we have R ~ 2R* and a maximumgr~wth rate 
of P/(2R*~ is limited b~~apillarity. For Ro » R , we have 
R ~ (R Ro)1/2 and a maximum growth rate of P/(2Ro) is 
l~~!ted by interface kinetics. 

V.2. Unidirectional Growth of Binary Alloy 

To see some of the effects of solute in a simple case, we 
consider the unidirectional solidification of a binary alloy at 
constant velocity V. This can be accomplished by means of relative 
motion between the sample and its thermal environment (e.g., by 
a traveling furnace) and approximates many situations in crystal 
growth. We describe the system with respect to a coordinate system 
that is moving uniformly with velocity V such that the plane Z = 0 
is always at the solid-liquid interface. If the growth is not too 
rapid, Eq. (21) applies and the temperature field is given appro­
ximately by 

T (36a) 

(36b) 

where GS and GL are temperature gradients in the solid and liquid, 
respectlvely. To find the concentration field, we transform equa­
tion (18) into our moving coordinate system and assume that C is 
independent of x and y; the result is 

a2 c V ac 
W+ D dZ 

1 ac 
D dt 

(37) 

In this reference frame, we assume that a steady state has been 
reached so that dc/at = 0; the corresponding solution to (19) is, 
therefore, 

c c + C [O-k)/k] exp(-Vz/D) 
00 00 

(38) 

where Coo is the concentration of bulk liquid (z + 00) and (20) has 
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been used as a boundary condition (with U = V). The temperature 
and concentration fields that correspond to eqs. (36) and (38) are 
sketched in Fig. 9 for k < 1. 

Fig. 9 : Sketches of concentra­
tion and temperature profiles 
during unidirectional solidifica­
tion of a binary alloy. The solid­
liquid interface is located in the 
plane z = 0 and is moving unifor­
mly at velocity V to the right. 

I 
c D/V 

! I 

:,-~ 
o 

z-

Note especially the boundary layer of height Coo/k that decays in 
a distance ~ D/V. From (3) we have TE = TM + m Coo /k and TI can 
be found from (5) if the function f lS known. For example, if equa­
tion (II) applies, then 

Equation (39) shows how the interface temperature is depressed 
below TM by the presence of solute (m < 0 for k < 1) and by inter­
face kinetics, which may be anisotropic. Furthermore, since k 
should be the actual distribution coefficient, (16) should be used 
to relate to equilibrium parameters. We see that even this very 
simple problem is beset with many complications. 

VI. MORPHOLOGICAL INSTABILITY 

For the sake of completeness, we consider briefly the pheno­
menon of morphological instability that is known to occur during 
melt growth. Morphological instability occurs Whenever the shape 
of a growing crystal develops projections, depressions or undula­
lations, usually on a length scale of several llm, because of the 
tendency of the transport of heat and/or solute to enhance local 
variations. This enhancement is related to the "point effect" of 
diffusion, according to which the isoconcentrates near a projection 
are compressed so that steeper gradients exist near a projection 
than at a smooth surface. These steeper gradients lead to local 
preferential growth via equations such as (19) and (20). Capillarliy 
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provides a stabilizing force that tends to counter1~tI6h~a "point 
effect'.' Details are available in several reviews,' so we 
confine ourselves here to a few simple cases. 

A freely growing pure crystal in the shape of a sphere, as 
discussed above, may develop perturbations of a form such that 

(40) 

where 8 is the perturbation amplitude, Yr (e,¢) is a spherical 
harmonic, and R is the unperturbed spher~~al radius discussed 
above. For the case 051rapid interfacial kinetics CRa 70), a 
perturbation analysis shows that the sphere will be unstable with 
respect to a harmonic of order Z > I whenever 

R 
R:* 

I 
> -

2 
(41) 

where R* is the nucleation radius definei above. For Z = 2 and 
ks/kL = I, this criterion gives R > II R , so the spherical shape 
becomes unstable soon after leaving the realm where its growth 
rate is controlled by capillarity (see Fig. 8). 

For the case of unidirectional solidification of a binary 
alloy, as discussed above, the solid-liquid interface may be sub­
jected to perturbations of the form 

z = 8 sin(wx) (42) 

where 8 is the amplitude of a perturbation of the initia2~y planar 
interface (z = 0) and w is a spatial frequency. Analysis shows 
that instability obtains whenever 

< S (43) 

where 

(44) 
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S is a stability function, practically equal to unity except for 
very large growth velocities, and GC si the gradient of concentra­
tion at the unperturbed solid-liquid interface. Differentiation 
of (38) and evaluation at z = 0 gives 

G - Coo V(I - k)/(kD) (45) 

so eq (43) may be written in the form 

* ~ < (I - k) (-mCoo) S 
V kD (46) 

fiom which instability is seen to occur at a critical value of 
G Iv that dep·ends on the solute content, C , of the bulk melt. Un­
der conditions of instability, the planar interface can give way 
to cellular or dendritic growth. 
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CRYSTAL GROWTH IN AQUEOUS SOLUTIONS 

ABSTRACT. 

Blaise SIMON 

Laboratoire de Dynamique et Thermophysique des Fluides 
Universite de Provence, Centre de St Jerome 
13397 Marseille Cedex 4, France. 

The interfacial aspects of crystal growth from aqueous solu­
tions are described from different points of view. 

A survey of interfacial and adhesion energies is given, with 
their consequences on morphology and growth mechanisms. High inter­
action energies between solute and solvent molecules are responsi­
ble for the apparition of faces which do not belong to the equili­
brium form in the vapour phase. Methods of calculating surface 
roughness all suggest that crystals in aqueous solutions may be 
not very far from the roughening transition. This is confirmed in 
certain cases. The structural changes of the adsorbed layer of 
solution are responsible for anomalies of the growth rates in cer­
tain temperature ranges. Finally a survey is given of the various 
experimental methods for the determination of surface kinetics. It 
is sometimes even difficult to distinguish between spiral and two 
dimensional growth mechanisms. Distinguishing between direct inte­
gration of molecules in kinks and integration preceded by surface 
diffusion is shown to be impossible in many cases •. 

I. INTRODUCTION 

Solution growth is the formation of a crystal from a liquid 
phase having a composition different from that of the crystal. 
Consider the most simple case of a pure crystal A growing from a 
binary mixture A B1 • When x=1 no diffusive mass transport in the 
liquid occur~ (i~e.~elt growth). When x=l, A grows from its melt 
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with B as an impurity; onlY a few ppm of B can reduce the growth 
rate of A by a factor ten. This is a surface "poisoning" effect 
of B, probably by adsorption in kinks. B can be called a solvent 
when x < 0.95, and it is still observed that an increase in the B 
concentration decreases the growth rate of A. In general this is 
a volume effect, A diffusing through B before being integrated 
into the crystal. Crystallization in solution then takes place by 
a double mechanism: melt growth and diffusion, the second being 
more important for crystals with low solubilities. The differences 
between melt and solution growth are thus not sharply defined. 

Compared to vapour gro~~h i~ m~tticomponent systems, with 
diffusion coefficients ~10 cm s , solution growth is ch~rac­
terized by low transport rates (diffusion coefficients ~10- cm2s-1) 
so that low growth rates may be expected. This is partially compen­
sated by the higher concentration of solute. Another difference is 
the stronger solute-solvent interactions. The separation of solvent 
molecules from solute molecules and from kinks is difficult, thus 
producing slow growth rates. These interaction~ are stronger in 
aqueous solution (15 Kcal/mol for the H20 - Na bond) than in 
organic solutions where hydrogen bonds are of the order of 5 Kcal/mol. 

II. ENERGETICS OF THE CRYSTAL-SOLUTION INTERFACE 

The energetic and structural characters of the crystal-solution 
interface affect the crystal morphology (equilibrium and growth 
form,surface roughness) and the growth kinetics. The interfacial 
energy is defined by 

(1) 

where Ys and YL are the surface free energies of solid and liquid 
respectlvely,S the adhesion energy. The latter is probably close 
to the hydration energy (about 15 Kcal/mol for cations, 5 Kcal/mol 
for anions). 

Adhesion energies have been calculated, a priori, for water 2 
molecules on different sites of the {IOO} face of alkali halides. 
The water molecule was considered a dipole with a length of 3.8 ! 
calculated from the molar volume. The strongest interaction energies 
are on cationic surface sites (10 Kcal/mol)J those on other sites are 
about two times smaller. The chosen size of the water molecule does 
not allow a simultaneous adsorption of water molecules on contiguous 
cation and anion sites. The isosteric heat of adsorption measured 
from adsorption experiments at low coverage of water is in good 
agreement with this model regarding water molecules on cationic 
surface sites. 
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A more complete set of calcu1ations of all quantities in (I) 
has been made by BIENFAIT et al. The water molecule was consi­
dered a dipole with a length 2.75 ~ and assumed to be adsorbed 
on cations and on anions, with the corresponding orientation. 
A correction was introduced in the YL term to take into account 
the difference between this structure and the structure of bulk 
water. The calculated values were YS '" ISO erg/cm2, YL '" 80 erg/cm2 

2 
and S '" 220 erg/em, so that the interfacial energy is about 
20 erg/cm2, which is 7 times lower than YS ' 

Direct estimates of interfacial energies are possible from 
nucleation experiments. The values found are of the order of 
10 erg/cm2 (gypsum'" IS erg/cm2, potassium alum'" 2 erg/cm2, 
NaCI '" 5 erg/cm2 sodium perborate '" 5 erg/cm2). 

The consequences of these high interaction energies are impor­
tant. Even if YS values of different faces of a given crystal are 
quite different, high S values can increase the differences in 
YSL ' so that the equilibrium form in aqueous solution can have 
more fac3s than in vapour. This effect is well known for alkali 
halides. In the vapour phase the only equilibrium and growth form 
is {IOO} . Smooth {I II} faces limited by only one kind of ion 
cannot exist in this structure, because an ion of either sign 
close to such a surface would be at an infi~ite potential. In 
aqueous solution the growth of NaCI spheres have shown {II I} 
faces, which should be considered as equilibrium faces growing by 
a layer by layer mechanism. Furthermore, crystallization of alkali 
halides at high supersaturation always leads to habits including 
{III} faces. These appear as equilibrium form in aqueous solution 
probably because their surface, instead of being atomically smooth, 
is composed of microscopic {IOO} facets with sizes of only a few 
atoms. Such an ordered rough surface presents, to the water mole­
cules, sites with very high adsorption energy. The strong water 
adsorption would make the presumed structure thermodynamically 
stable, and explain the layer by layer growth of th~s type of face. 
The same phenomenon is found in many other crystals • 

III. SURFACE ROUGHNESS IN SOLUTION 

The first computer simulation of surface roughness for a 
Kassel crystal in a lattice-like melt6 ,7 have shown that the key 
parameter for the roughness of a (100) face is the factor 

(2) 

For a<3, the surface is rough and the growth rate R is a linear 
function of the supersaturation 0; spirals and two dimensional 
nuclei do not influence the growth rate. For a>3, the face is smooth 
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and the growth is possible at low supersaturation only if spirals 
are present on the face; two dimensional nucleation is operative 
only at high supersaturation. A second parameter is the supersatu­
ration; for a given a value an increase in supersaturation results 
in a smooth to rough transition. 

In aqueous solutions with high adhesion energies, low values 
of a may be expected, indicating rather rough surfaces, and high 
~ro~th rate~. As 9SS ' 9 L' ¢SL in (2) are not,known s7p~rately, it 
1S 1nterest1ng to calcurate a from macroscop1C quant1t1es. For a 
dilute ideal solution, a given by (2) is the enthalpy corresponding 
to the transition of a molecule from a kink to the surface. This 
quantity is proportional to the heat of dissolution, to the entropy 
of dissolution, and to the interfacial energy. These three macrosco­
pic quantities can be evaluated for any crystal-solution sys§em 
(non KOSSEL crystals, non ideal solutions). BOURNE and DAVEY have 
compared the a values calculated from these three quantities for 
hexamethylene tetramine growing from aqueous and alcoholic solu­
tions respectively. They found lower a values in the former case, 
indicating a higher roughness. This results in higher growth rates 
in aqueous solution, which has been observed. In fact, the calcu­
lation of a from the dissolution enthalpy in water was not possible, 
this being negative. 

This difficulty, whichgseems to ruin the whole argument, was 
resolved by BENNEMA et al .. They calculated the probability for the 
occurence of a given configuration in a model where solute mole­
cules are free to move and rotate in the solution. The liquid phase 
is really a solution and no lattice model is involved. An equation 
was obtained that actually is the equality of chemical potentials 
at equilibrium for particles in the solid and in the liquid 

(3) 

where l/vL and l/vS are the numbers of solute particles per unit 
volume of liquid and solid. FL and FS are the free enthalpies of 
the solute in the liquid and ln the solid. One has 

where 01 is a number close to I and 8A, 8B, 8e are the characteris­
tic temperatures for the rotations of a molecule around three direc­
tions. If 8A ~ 8B ~ 8e ~ T, which holds for spherical molecules 

L L 
one has In FS/FL ~ 1.5. ¢SL and 9LL are the potential energies of 
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solute and solvent particles in the liquid, considered a saturated 
solution. With x = vL/vS equation (3) becomes : 

N ,L d L f ' f' 'b o~ express1ng ~LL an ~SL ~s unct10ns 0 .1nteract1on etween 
. pa1rs and of the concentrat1on x, one obta1ns : 

Ci = (l-x) 2 (J. 5 -lnx) (4) 

This formula, valid only for spherical molecules, gives the solu­
bility, expressed in mol/unit volume, as the key parameter for 
the surface roughness. High solubilities correspond to low Ci 

values, to high roughness and to higJyogl~wth rates. The last conclu­
sion is usually verified in practice ' and can be a good guide 
for the prediction of growth rates. 

The correspondence between high linear growth rates R and high 
solubilities may nevertheless be due to other reasons than only 
the Ci factor. For instance, linear growth rates may occur with 
high surface diffusion. This was demonstrated even in computer si­
mulation, where the introduction of surface diffusion resul ts in 
more linear R (cr) curves. It may be unwise to systematically ascribe 
linear R (cr) curves only to rough surfaces. It should be kept in 
mind that flat smooth surfaces usually obtained from solution 
indicate a layer by layer growth and cannot be considered rough. 

There are certain cases where crystal surfaces are not very 
far from the roughening t12nsition. The first indication has been 
given by BOISTELLE et al. in the study of adsorption of cadmium 
ions on {IOO} of NaCI at equilibrium in saturated solution. It was 
found that crystals prepared from different conditions have a 
different adsorption behaviour. This implies that the surface struc­
ture depends on the mode of preparation (crystallization kinetics 
were very rapid and not controlled). Furthermore, the adsorption 
isotherms can be analyzed only with a model involving three kinds 
of adsorption sites, with three different adsorption energies. It 
is tempting to ascribe the highest energy to kink sites, the next 
lower energies to edge and surface sites respectively. The relative 
number of these sites are about in the ratios 1 : 5 :15(depending on 
the preparation conditions), and indicate a rather rough surface. 

Ano~her argument in3favor of high surface roughness in this 
system is a kinetic one • The morphology of alkali halides in 
aqueous solution at a medium supersaturation is a combination of 
{IOO} and {Ill} faces. all flat and smooth. For higher supersatura-
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tion the {IOO} faces do not stay flat and a roughening is clearly 
visible. To our knowledge, this is the only example of the roughe­
ning transition in aqueous solution. 

I~ STRUCTURE OF THE SOLUTION NEAR THE INTERFACE 

Water adsorbed on solid surfaces has properties differing from 
those of bulk water, with temperature anomalies corresponding to 
anomalies in crystal growth rates. 

. 13 
CHERNOV et al. have investigated a great variety of substances, 

in conditions where the resistance of the volume diffusion was 
reduced to a minimum. Growth rates at constant supersaturation 
were measured as a function of temperature. The growth rates were 
monotonic functions of the temperature between about 15° and 40°C, 
but anomalies occured at 10° and 40°C. The interpretation was that 
absorbed water has certain stable structures, each corresponding 
to a given temperature range, and that the transition from one 
structure to another corresponds to a loosening of the adsorbed 
layer of solution. At the transition temperatures, the residence 
time of a growth unit traversing this layer would be smaller. This 
hypothesis was confirmed by the addition of ethanol to the solution, 
which is known to destroy the bulk structure of water. The anoma­
lies of growth rates were actually not detected with these condi­
tions. 

There is no known property of bulk water producing anomalies 
at the temperatures mentioned above. CHERNOV et al. have made a 
careful study of the adsorbed layer of solution, by nuclear magne-
tic resonance which gives information on dipole orientation and 
mobility. Bulk water and solutions did not show anomalies in the 
NMR peaks. The fraction of adsorbed water in the sample was then 
increased by the preparation of slurries, i.e., small crystals stacked 
together in the saturated solution. It was found that the NMR peaks 
were broadened, indicating a lower mobility of protons. The plot of 
this broadening vs temperature shows anomalies exactly correspon­
ding to those observed in the crystal growth rates. Insoluble salts 
do not show anomalies, which accordingly may be not a property of 
the water itself, but rather of solutions. Also there are no anoma­
lies for solutions on amorphous substrates, such as teflon. The 
statement that there must be some epitaxial structure of the solu­
tion imposed by the crystal substrate is correlated to the observa­
tion that anomalies for different faces of a given crystal do not 
occur at the same temperature. 

Such an ordering in the adsorption layer may have unexpected 
consequences, particularly for the diffusion coefficients : for 
long molecules, an ordering of the solution due to concentration 14 
gradients can enhance the transport rates by two orders of magnitude 
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V. INTERFACIAL KINETICS DURING GROWTH FROM AQUEOUS SOLUTIONS 

Crystal growth from solution is a succession of two processes. 
One is a surface reaction, with kinetics depending on the surface 
structure, the time necessary for the integration into kinks, and 
the concentration c. at the interface. The other is the volume dif­
fusion in the bulk ~hase, which feeds the surface reaction. Crystal­
lization is ideally volume diffusion limited when the surface 
kinetics are so rapid that c. = c (saturation concentration), and 
the growth rate can be calculatedSa priori from diffusion equations. 
No example of such limitation is known. The opposite case is when 
the interfacial kinetics are very slow: This is the case for perfect 
crystal faces in a solution with a supersaturation insufficient 
for two dimensional nucleation to occur. In the intermediate cases, 
the interfacial concentration c. is between c and c (solution 
concentration far from the growing crystal). It is always possible, 
by stronger stirring of solution, to reduce the volume diffusion 
resistance, and to give c. a maximum value (depending on the inter­
facial kinetics) producin~ a higher growth rate. 

V.I. Determination of the Interfacial Kinetics 

The problem is to extract the interfacial kinetics from the 
overall growth rate. Three methods have been proposed. 

In the first method 15 the growth rate is measured at a constant 
supersaturation as a function of the velocity u of the solution 
past the crystal. A theoretical model shows that the thickness of 
the concentration boundary layer 8 (where the volume diffusion 
occurs)is proportional to u-O. 5 • (The proportionality factor is 
unknown in most experimental configurations). The growth rate cor­
responding to volume diffusion can be written as R = k uO. 5 (c - c.) 
where k is a constant. This growth rate is also given by the equaEi0n 
for the interfacial kinetics, where R = K(c. - c )n (K and n are 
other constants). Elimination of theunknowfr c. gives 

~ 

Ru...o .5 -lin -lin 
k(c - c ) - kK R 

s 

A plot of the experimental values of Ru-O. 5 vs R-l/n should give 
a straight line intercepting the R-1/n axis at the maximum value 
of R, where the volume resistance has berg reduced to zero. This 
kind of study was done by GARSIDE et al. for potassium alum. It 
is noteworthy that the extrapolated values of R were not much 
affected by the choice of n(n ~ 2). Another important result was 
that these values are, at least at high supersaturation, much higher 
than the experimental growth rates. Thus, it is very difficult in 
practice to eliminate the volume diffusion resistance. 
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In the second m,fhod, the growth rate is measured by the rota­
ting disc technique • Here the exact value of 5 is known as a 
function of the diffusion coefficient, the viscosity, the angular 
rotation rate of the disc, so that the knowledge of only one value 
of the growth rate enables the calculation of the interfacial con~ 
centration from the volume diffusion equation. 

In the third method1S , the growth and dissolution rate~ of a 
face are measured. in the same hydrodynamic conditions, as a function 
of the concentration difference (c - c). The. growth rate is given 
by the system of equations R = k' ~c - c.) and R = K (c. - c )n 
(bulk diffusion and surface reaction res~ectively). If the d~sso­
lution rate Ru is found experimentally to be higher than the growth 
rate, and also to be a linear function of the concentration diffe­
rence, it is assumed that the dissolution rate is completely li­
mited by volume diffusion and is written as ~ = k' (c - c). k' 
is calculated from the dissolution experiment and repo~ted in the 
first equation for the growth rate. Then c. can be obtained from 
the experimental growth rate, and a plot of R vs. (c. - c ) t~ 
obtained. Such a calculation has been made by GARSIDE et ~l. for 
potassium sulphate. The overall growth rates were parabolic functions 
of the concentration difference, with an activation energy of 
7 Kcal/mol. The dissolution rates, about ten times more rapid than 
the growth rates, were linear functions of the concentration diffe­
rence, with an activation energy of 4 Kcal/mol. The significant 
result is that the interfacial kinetics are not a parabolic function 
of the supersaturation, but are rather described by 

R « (c. - c )2.4 
~ S 

Also the corresponding activation energy 12.5 Kcal/mol, is much 
higher than the activation energy for the overall growth rate. 
For these kinetics, the only possibility is to fit a two dimensional 
mecha.lism. A spiral model cannot represent the surface kinetics 
(but represents well the overall kinetics). This example illustrates 
the difficulties met in the identification of a growth mechanism. 
The main problem regarding this method is whether the dissolution 
is exactly limited by volume diffusion. It is also not certain 
that growth and dissolution have been measured for the same crystal 
morphologies. 

V.2. Two Dimensional Nucleation vs Spiral Growth 

Two dimensional nucleation in aqueous solutions has been directly 
observed only in the case of electrocrystallization of silver in 
capillary tubes. Other indications are indirect and based on the 
analysis of R (0) curves. 
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In one kind of R (a) curve, there is first a supersaturation 
"dead zone" where the crystal does not grow. At higher supersatura­
tion, the curve can be fitted by an expression 

R A an exp(-B/a) 

with n ~ I. The edge energy can be calculated from the slope of 
a linear plot of In(R a~n) vs a: 1 Results 1gegarding three different 
faces of palmitic acid in aqueous ~8lution • and the {IOO} face 
of sO~bum triphosphate hexahydrate have been reported. The dubious 
point is that it is not certain whether the solution was free 
from impurities; the effect of which can result in an apparent 
two 2tmensional nucleation. This results from the CABRERA mecha­
nism ,where the growth rate is zZ20 at low supersaturation, even 
'for spiral growth.BELYUSTIN et al. found that growth rates of 
fuces artificially groturl at an angle to singular faces also exhibit 
an apparent nucleation growth due to the effect of unknown impuri­
ties. 

A better indication of a two dimensional nucleation is the 
much more rapid growth at high supersaturation than expected from 
an extrapolation of the growth rates at low supersaturation. The 
systematic deviations towards higher growth rates s2~w24hat nuclea­
tion is occurring together with a spiral mechanism. 3 

Spiral growth has often been demonstrated, a posteriori, by 
optical inspection of faces. In other cases, the indication o[ 
this mechanism is indirect. In two experiments, this mZShanism has 26 
received a convincing confirmation: the growth of ADP and sucrose. 
In the latter case, the crystals were first submitted to a slight 
dissolution causing curved surfaces. The growth rates measured 
on faces of very small area, followed four distinct curves. Each 
curve, corresponding to a given activity of spirals, was fitted to 
an equation 

where C is a constant and 

y is the edge energy, a the lattice parameter x is the mean free 
path on the surface, € is an integer. The value~ of C are the 
same for all curves. The values of a1(0.317,0. 176,0. 114,0.084) are 
in the ratios I : 1/2 : 1/3 : 1/4, which beautifully illustrates 
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the spiral model. 

It is not always possible to assign an experimental R (0) curve. 
to. a given growth mechanism. Sometimes, due to the scatter in 
experimental growth tates, T~ther fitting can be possible, as 2}n 
the case for potassium alum ,and of hexamethylene tetramine . 
The other reason for an impossible fitting could be that the crystal 
actually do not grow by the simple mechanisms of the theory, because 
of the presence of macrosteps, or of grain boundaries. 

V.3. Direct Integration vs Surface Diffusion 

The most abundant of the two fluxes of molecules coming simul­
taneously into kinks, namely the direct flux from the bulk phase 
and that coming from surface diffusion, controls the overall surface 
reaction rate. 

The concentration of molecules is so low, in vapour phase, that 
growth by direct impingement onto kinks is probably very slbw. It 
has been shown that surface diffusion is effective in vapour growth 
(e.g. the majority of molecules arriving on the lateral faces of 28 
a Hg platelet have first diffused on the upper face of the platelet ) 
This surf~ diffusion mechanism was formulated by BURTON,CABRERA 
and FRANK. They have pointed out that since the typical concentration 
of growth units is much higher in condensed phase than in the vapor 
growth by direct integration is more probable in solution, especially 
for crystals with a high solubility. The same authors also indicate 
that the mean free path in solution is probably much smaller than 
in the vapour because of contacts with the solvent molecules. The 
corre~~ondi~g growth m35hanism has been formulated by BURTON,CABRERA, 
FRANK and by CHERNOV . Sometimes a surface diffusion dominates 
growth in solution as in the case of whisker growth. The very high 
growth rate of the whisker tip is caused by integration of growth 
unils that fir3t diffused on the lateral perfect faces. Negative 
wiskers (long channels) are sometimes found during dissolution. It 
is unlikely that in such narrow channels the solution can be rapidly 
replaced by fresh solution, thus surface diffusion in the channels 
could cause the observed high dissolution rates. 

But in general, no direct experimental proof of active surface 
diffusion is available and the identification of the integration 
mechanism is in general not possible.(Arguments based on morphology 
(rounded or linear terraces) are not conclusiv~. The calculated 
growth rates for the two mechanisms are very similar. There is a 
parabolic region at low supersaturation for the surface diffusion, 
with a transition towards a linear R (0) curve passing through the 
origin. This type of curve has never been observed for aqueous 
solution. For the direct integration, the theory predicts also 
at low supersaturation a nearly parabolic curve, which shows a 
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transition towards a linear curve not passing through the origin. 
Experimental curves generally are of this type. 

For the direct integration mechanism BENNEMA31 shows that the 
transition from parabolic to ljnear curves must occur at a supersa­
turation of about 10-2or 10-33~calculated from BCF and CHERNOV 
model). He used this argument to eliminate the possibility of 
a direct integration for potassil1m alum and sodium chlorate at 
very low supersaturation (a < 10-4) where the experimental R (a) 
curves are linear. The only remaining possibility is a surface dif­
fusion. Fitting of a BCF law gives a mean surface free path of 
about 400 interatomic distances. 

In other experiments the parabolic to linear trans~t~on occurs 
at about a'" 1O-233and both fitting; are ~~ssible. This was shown 
by LEVINA et al. and BELYUSTIN et al. for the growth of 
MgS04 7H20 where interface kinetics were determined, along with 
activation energies. A careful discussion showed that a definite 
conclusion was not possible. Both fittings gave reasonable orders 
of magnitude for diffusion coefficients and mean free path on the 
surface. The authors concluded that too many terms in the equations 
are unknown and that knowledge only of the R (a) curve does not 
sufficiently reveal the true kinetics. 

A surface diffusion mechanism is more probable for R (a) curves 
with a small parabolic part. When curves are parabolic in a wide 
range of supersaturation, a surface diffusion mechanism may be 
expected only if the mean free path on the surface are a few 
interatomic distances in length. In these conditions surface diffu­
sion is in fact not very different from direct integration. 
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CRYSTALS AND CRYSTALLIZATION IN BIOLOGICAL SYSTEMS 

ABSTRACT 

Felix FRANKS 

Department of Botany 
University of Cambridge 
Downing Street, Cambridge 
United Kingdom. 

There are few instances of real crystals in living systems, 
although liquid crystalline structures exist in abundance. The 
formation of gall and kidney stones takes place because of meta­
bolic distrubances. Blood clotting is a defense reaction, bioche­
mically initiated. The crystalline lens is the prime example of an 
in vivo crystal structure. Finally, the crystallization of ice in 
tissues and the resistance of living organisms to freezing is the 
most extensive occurrence of in vivo crystallization. 

I. CRYSTALLIZATION FROM SUPERSATURATED SYSTEMS 

Real crystals in vivo are rare; where they do occur, they are 
usually associated with a pathological condition. On the other hand, 
liquid crystals are common and will be discussed below. The best 
documented crystallization process in vivo is the growth of gall 
stones from supersaturated solutions of cholesterol in bile. The 
stones consist of cholesterol monohydrate and their precipitation 
and growth takes place in five stages, as shown in Fig. 1. 

The first stage is of a genetic/biochemical nature and con­
sists of the accumulation of supersaturated bile in the gall blad­
der. During the second stage cholesterol is accumulated; its solu­
bility depends on the bile salt/phospholipid ratio, which in turn 
controls the type of micelle that is formed, and the saturation 
ratio. The equilibrium phase diagram is shown in Fig. 2. 
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Stage 

Time 

Metabolic / 
Genetic 

Chemical 

Abnormal 
bile. excess 
cholesterol 

Physical 

Nucleation 
and 
crystallization 
of cholesterol 

Growth 

Recrystall­
ization 

;>10 years days/months 

F.FRANKS 

Symptomatic 

5-10 years 
or never 

Fig. 1 : The stages of cholesterol gall stone formation, and the 
periods for which each of the stages persists. 

Cholesterol 

Bile c::;;..-.:.::.:.;;o;::.:.:::.....:~:.:::..:...-~--__ -~ Phospho-
salt 80 60 40 20 lipid 

0J0 bile salt 

Fig. 2 : The bile salt (sodium taurocholate) - phospholipid - cho­
lesterol phase diagram for a total solid content of 10 %. 

In ethanolic solutions, supersaturation ratios of up to 13 have 
been measured before homogeneous nucleation of cholesterol takes 
place. In bile salt the ratio is approximately 3, so that choles­
terol is always nucleated by a heterogeneous mechanism. The nature 
of the nuclei is still uncertain; calcium, bile acids, mucus and 
bacteria have been suggested. It is also possible that in "healthy" 
organisms antinucleating substances inhibit the formation of gall 
stones by IT~intaining the stability of the supersaturated choles­
terol solution. 
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Similarly, during the recrystallization stage, growth inhibitors 
may retard the formation of macroscopic stones. This is also the 
case with kidney stones which crystallize from supersaturated 
urine under the action of calcium. Thus, acid urine gives rise to 
uric acid crystals and alkaline urine to phosphate or oxalate crys­
tals. Nothing is known about the mechanisms which perturb the sta­
bility of the supersaturated solution and promote nucleation. 

II. BLOOD CLOTTING - A BIOCHEMICAL CRYSTALLIZATION. 

Haemostasis and its abnormalities have been studied extensi­
vely at a phenomenological level and a large number of essential 
intermediate steps have been identified. The final product is the 
protein fibrin which is polymerized and cross-linked to provide 
the protective barrier to bleeding. The precursor of fibrin, fi­
brinogen, is a complex protein which exists as a dimer of uncer­
tain structure. Two suggested structures are shown in Fig. 3; both 
of them can be made to fit electron microscopic and hydrodynamic 
data, although the globular shape is now believed to be more pro­
bable. 

Fig. 3 : Proposed shapes for the 

fibrinogen molecule. (Reproduced, O~======~O~======~OI 
with permission, from Brit. Med. ~ 
Bull. 33, 245(1977).) 

--- 47.5nm ~I 

Each subunit consists of three peptide chains, Au, BS and y, with 
molecular weights 67000, 58000 and 47000 respectively. The Au 
and y chains of each dimer unit are linked by S-S bonds near the 
N-terminal, and there are also other disulphide links with greater 
or lesser stability; Fig. 4 shows the complex linking near the 
N-terminal. The production of the fibrin clot involves a reaction 
of thrombin with the A and B chains. Simultaneously fibrinogen is 
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modified by yet another protein, plasmin, to produce cross-linked 
fibrin. 

III. THE LENS : A BIOLOGICAL CRYSTAL 

The lenses of all animals consist of epithelial cells which 
are laid down to form fibres. The lens has no vascular system, so 
that oxygen and nutrients are transported by diffusion. New fibres 
are laid down at the periphery of ,the lens, and no aged material 
is removed from the centre. The lens has the highest protein con-­
tent of any tissue : 35 % of the wet weight and nearly 100 % of the 
dry weight are made up of three proteins, the crystallins which 
are crystalline in the soluble state, but which on aging become 
insoluble and amorphous. Little is known qbout the crystalline 
organization of the soluble proteins or the reason why the lens 
is transparent. 

During the aging process, the crystallins become insoluble and 
increase in molecular weight, probably by covalent cross-linking, 
not all of which is due to S-S bonds. An advanced state of aging 
is the formation of a cataract, which is also accompanied by the 
racemization of aspartate, the production of acidic peptides, and 
the development of non-tryptophan fluorescence. It is not certain 
whether all these changes are the result of direct photooxidation 
or whether tryptophan is photosensitized and subsequently oxidized 
by molecular oxygen. In any event, this destruction of an in vivo 
crystalline state through aging is a unique process, the opposite 
being commonly observed, i.e. aging involves the gradual crystal­
lization. of formerly amorphous and hydrated tissues. 

IV. LIQUID CRYSTALS 

Many anisotropic molecules will adopt ordered structures in aqueous 
solution which exhibit partial symmetry. The particular structure 
depends on the nature of the solute molecule and the water content; 
such structures are termed lyotropic liquid crystals. Figure 5 
shows different types of liquid crystal structures formed by 
aqueous dispersions of phospholipids. Some of these structures 
occur in living cells, a common one being the lipid bilayer struc­
ture which forms the basis of all biological membranes. 

Liquid crystals are characterized by their distinctive opti­
cal properties : they exhibit birefringence, dichroism and optical 
activity. A detailed analysis of the optical properties permits 
the identification of many different types of liquid crystalline 
phases. 

Such phases are also formed by the packing of biopolymers or 
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polymers which, although of synthetic origin, possess a secondary 
structure (internal hydrogen bonding), These liquid crystalline 
phases can occur spontaneously, For instance, the homopolypeptide 
poly(benzyl-glutamate) exists as a-helix in solution. The helical 
molecules assemble into spherulitic supramolecular structures. In 
living organisms this type of self-assembly is common : complex 
structures which exhibit the properties of liquid crystals are 
built up from proteinaceous sub-units. They include flagella, pho­
toreceptors (chloroplasts and visual systems), fibrous structures 
and effectors (muscle and nerve cells). 

'N 
"I chain 

KEY: 
_ stable disulphide bond 
?ZllJ'lZ unstable disulphide bond 

, site of cleavage by thrombin 

N 
"( chain 

Fig. 4 : The N - terminal disulphide linked portion of the dimeric 
fibrinogen molecule. The bonds between the Y-chains at positions 
8 and 9, and those between the An chains at position 28 are stable. 
The other disu1phide links shown are metastable and can exchange. 
(Reproduced with permission. from Brit. Med. Bull •. 33. 245 (1977)~ 
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Fig. 5 : Lyotropic liquid crystalline structures observed in aqueous 
dispersions of phospholipids : a) monolayer at the air water inter­
face, b) micellar structure, c) lamellar phase, d) stable lamellar 
bilayer structure (membrane), e) hexagonal phase, f) inverted 
hexagonal phase (water-in-oil), g) cross section of cylinder with 
bilayer structure. (Reproduced, with permission, from "Liquid 
Crystals and Biological Structure", G. H. Brown and J. J. Wolken, 
Academic Press, New York, 1979). 

Fig. 6 shows the assembled structure of muscle which is built up 
from two structural proteins (myosin and actin) and two regulatory 
proteins (tropomysin and tropinin ). Actin is of particular inte­
rest, because it shows how globular sub-units can give rise to ali­
gned fibrous structures. The electron micrograph shows the elements 
of the two dimensional hexagonal structure. Contractile protein 
systems are found in a large variety of animal and plant cells. 
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Fig. 6 : a) End-an view of the actomyosin myofibril, showing the 
hexagonal array. b) Schematic drawing of a), showing the positions 
of actin (thin filaments) and myosin (thick filaments). c) Longi­
tudinal section of a myofibril. Reproduced, with permission from 
"Liquid Crystals and Biological Structures", G. H. Brown and J. J. 
Wolken, Academic Press, New York, 1979. 

V. FREEZING STRESS AND ITS AVOIDANCE 

Water is essential for life, but the freezing point of water 
lies at the centre of the temperature range experienced by living 
organisms on this planet (-40 to +40°C). Living organisms which 
are seasonally exposed to subzero temperatures must therefore pos­
sess survival mechanisms that enable them either to tolerate free­
zing or to avoid freezing. Freezing stress does not arise from the 
crystallization of ice directly, but from the osmotic imbalance 
between the cell and its environment when the extra-cellular me­
dium freezes. In response to the osmotic stress, the cell becomes 
dehydrated with a comcomitant increase in the concentrations of 
the cell components. 

Several survival mechanisms rely on the minimization of the 
,osmotic stress produced by freezing. This is usually achieved by 
the synthesis of so-called compatible solutes which counter the 
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concentration of extracellular salts. This type of resistance is 
based on freeze tolerance. Just as common is survival through 
freeze avoidance, where the organism can undercool. In Antarctic 
fish and insect species, so-called antifreeze proteins are implica­
ted in depressing ice nucleation temperatures to below the tempe­
rature of the natural environment. The exact method whereby these 
rather si~le molecules can promote undercooling of the blood is 
still obscure. Many insect species are known to synthesize high 
concentrations of glycerol and other polyols during the autumn, 
again reducing the nucleation threshold of ice in the haemolymph. 

Among plants, both freeze tolerance and freeze avoidance have 
been identified. Freeze tolerance can be total or limited. In the 
former case the hardened plant tissue can survive immersion in 
liquid nitrogen. In the latter case there exists a lower tempera­
ture (usually in the neighbourhood of -40°) at which a second free­
zing event occurs in the tissue, possibly within the cells; this 
second freezing is the limit to survival. Yet other plants are 
able to undercool, but this ability is seasonal. Here again, when 
freezing does occur, near -45°C, it is lethal. The chemical and 
physical origin of deep undercooling in plant tissue is unknown. 

Many biological structures are very potent ice nucleators, al­
though it is not known whether this ability to nucleate ice at 
high subzero temperatures is implicated in the survival process. 
Ice crystallization in vivo, freezing stress and its avoidance and 
the biochemical and biophysical adaptation to low temperatures are 
of great importance from scientific and technological points of 
view, but the basic principles that gove~ survival are still quite 
obscure. 

I wish to thank the Leverhulme Trust and the Agricultural 
Research Council for grants which support our work on biophysics 
of living organisms at subzero temperatures. 
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Growth from non aqueous solutions often allows realization of 
special crystallization aims by control of the solution properties. 
Solvents are classified to further unders tand the solubili ty of 
electrolytes and non electrolytes. Several solvent and solubility 
effects are then pointed out such as the effect on the nucleation, 
which is easier when solubility is higher, on the crystallization 
of polymorphs, and on the surface morphology of the crystals. 
Solvents also change growth rates altering properties of the adsorp­
tion layers. It is shown that accurate estimates of surface rough­
ness are difficult to achieve especially for crystals with high 
dissolution entropy and high structural anisotropy. Examples are 
also given of attempts to understand growth mechanisms by using 
crystallization energies. 

I. INTRODUCTION 

There is no essential difference between crystallizations from 
aqueous and from non aqueous solutions. Water is the solvent most 
commonly used, especially in industry, because it is cheaper than 
other solvents. Non aqueous solutions offer, however, a much larger 
choice of solvent molecular properties such as dielectric constant, 
dipole moment, size plus conformation and even the type of bonding 
with the solute or crystal molecules. Thus, large differences in 
nucleation and growth rates of crystals can result from the proper 
choice of the solvent-solute system. Experiments concerning inter­
face effects on crystal growth in non aqueous solutions, however are 
quite limited. In addition, theoretical models have traditionally 
not included special features of non aqueous solutions, such as 

531 

B. Mutaftschiev (ed.), Interfacial Aspects of Phase Transformations, 531-557. 
Copyright © 1982 by D. Reidel Publishing Company. 



532 R. BOISTELLE 

large molecule size. This paper deals with examples characteristic 
of crystal growth from non aqueous solutions. After a short review 
of solvent-solute systems, the relationship of solubility and 
solvent effects to nucleation rates and to polymorphic transforma­
tions are discussed. More closely linked to interface problems is 
the influence of the solvent on the surface morphology of the 
crystal. However the most important problems are those of the sur­
face roughness, the adsorption layer, and the growth kinetics. 
These three points have been widely investigated during the last 
decade and the main conclusions drawn from the different studies 
are summarized in the sequel. 

II. SOLVENTS AND SOLUBILITY 

With the use of non aqueous solvents it is sometimes possible 
to fit the solvent-solute system to some special aims such as 
modification of nucleation or growth rates, modification of habit 
and morphology, or even simple use of high or low solute concen­
trations. All these phenomena result from solvent-solute or crystal­
solvent interactions, the- former being obviously related to solu­
bility. Although in this paper we are only interested in solubility 
effect.s, we should still mention that solvent-solute interaction~ 4 
affect reaction rates, conductance, acid and base strength, etc. ' 

The classical pr}ntiple "like dissolves like" can be explained 
in the following way' . There are three main classes of solvents. 
Hydrogen donors (methanol, formamide) are protic solvents. Solvents 
with dielectric constants greater than 15 but which cannot donate 
suitably labile hydrogen atoms to form hydrogen bonds with the 
solute, are dipolar aprotic solvents (acetonitrile, nitrobenzene). 
Finally, if the dielectric constant is weak, the solvent is non 
polar, and therefore also aprotic (pentane, benzene). Four strong 
solvent-solute interactions can also be distinguished:: ion-dipole, 
dipole-dipole, complex forming and hydrogen bonding. Sometimes 
solvation also depends partially on steric effects. 

II. I. Solubility of non Electrolytes. 

In non electrolytic solutions the molecules of the solute are 
not dissociated during the dissolution process and three cases 
arise depending on the nature of the solvent. 

In dipolar protic solvents, the solvent molecules are associated 
by hydrogen bonds and the solute molecules must be able to break 
these b·onds. For dissolution to occur, the solute must therefore 
have a certain degree of basicity, or even it must have hydrogen 
bonds. In that case, the solvent-solvent and solute-solute interac­
tions are replaced by solvent-solute interactions having nearly 
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the same energy. If the solute is non polar(aprotic) and not basic 
the dissolution in a protic solvent is quite impossible. 

In dipolar aprotic solvents, a material is soluble if it is also 
dipolar and aprotic. The dipole-dipole interactions of the solvent 
and of the solute are then replaced by dipole-dipole interactions 
between solvent and solute. If the solvent is basic, a protic 
solute can be very soluble because very strong hydrogen bonds 
between solvent and solute replace the hydrogen bonds in the solute 
and the dipole-dipole interactions in the solvent. If the solvent is 
not basic, the protic solutes have a low solubility because the 
strong hydrogen bonds of the solute must be broken and replaced by 
weaker dipole-dipole interactions between solvent and solute. 

In non polar aprotic solvents all non polar materials are solu­
ble since both solvent and solute interact by van der Waals forces. 
On the other hand, polar solutes (dipole-dipole interactions) and 
protic solutes (hydrogen bonds) are generally not very soluble, 
except if there is a tendency to form complexes. 

Fig. 1 : Solubility of 1,4-di-t­
butylbenzene in d~fferent sol­
vents (after ref. ); (1) benzene, 
(2) n-hexane, (3) n-heptane, (4) 
acetone, (5) t-butanol, (6) iso­
propanol and (7) methanol. 
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As an example of solvent effects on the dissolution of a non 
electrolyte, considersthe solubility of DTBB (1,4-di-t-butylbenzene) 
in different solvents. As shown in fig. 1, the solubility of 
DTBB (C14H22), which is a non polar aprotic solute, is high in non 
polar solvents (benzene) whereas it is low in polar solvents (metha­
nol). In the series benzene, n-hexane, n-heptane, acetone, t-butanol 
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isopropanol and methanol there is obviously a correlation between 
solubilities (Fig. 1) and dielectric constants ~ Even with the gaps 
which are attributed to steric effects. At 2SoC ' the series of E 

values is : 2.3, 1.9, 1.9, 20.4, 10., 20.1 and 32.6. The solubility 
curves (Fig. 1) change slightly if mole fractions are used instead 
of concentrations, but their relative ordering does not change. 

11.2. Solubility of Electrolytes 

The molecules of the solute are dissociated during the disso­
lution process. If the solvent is dipolar protic, the anions are 
strongly solvated by ion-dipole interactions with superimposed 
hydrogen bonding which is greatest for small anions. If the solvent 
is dipolar aprotic, solvation also takes place by ion-dipole inter­
actions. There is no important contribution of hydrogen bonding 
but an interaction is superimposed due to the mutual polarizability 
of the_ anion and the solvent molecules which is greatest for large 
anions. The solvation of anions by dipolar aprotic solvents de­
creases in the reverse order to that for protic solvents. As an 
example, consider the sol~bility series of potassium salts at 2SoC 
in methanol or in acetone . The same ordering is found in both 
solv7nts : KI > KBr > KCI > KF. From this result, and from other 
data, it may be concluded that salts are generally more soluble 
in protic solvents (methanol; E = 32.6) than in aprotic ones 
(acetone; E = 20.7). Second, the solubility decreases when the 
size of the anion decreases. Actually the reverse should be obser­
ved since the solvation of small anions is higher than the solva­
tion of large ones. But the solubility also depends on the lattice 
energies of the salts, which increase when the anion size decreases. 

Most of the commonly used solvents, especially highly polar 
ones, solvate cations. The solvent-solute association also'depends 
on the solvent basicity but steric effects may hinder the interac­
tions. Several examples of the solvation of anions, cations, and 
neutrsl molecules along with solubility values can be found else­
where • 

Finally, it is noteworthy that in solvents of intermediate 
polarity there are often ion pairs in solution. Their stability 
depends on the dielectric constant, the solvent, the .ion size, the 
solute concentration, the solvation power, and the temperature. 
Since the free ions are more reactive than the ion pairs, some 
influence on the nucleation and growth kinetics is expected. 

III. SOLUBILITY AND SOLVENT EFFECTS ON NUCLEATION 

A correlation was made between the solubility power of diffesent 
solvents and the maximum attainable undercooling of the solution • 
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The solute was DTBB (C 1 H22) and the solvents were those indicated 
in fig. I. The experimerits were made in the following way. The 
solutions were saturated at T = 30°C and cooled to the crystalli­
zation temperature T at a co~stant cooling rate. The results at 
a cooling rate of O. rOC/mn are displayed in Table I; /':,T and. 
/':,C are the maximum attainable undercoolings expresse~a!n terms 
ofmt~perature and concentration differences respectively. 

Solvent 

(g/IOOg) 

Uethanol 

Isopropanol 11.3 

t-Butanol 17.7 

Acetone 38.7 

n-Heptane 67.7 

n-Hexane 82.3 

Benzene 109.7 

/':,T 
max 

(OC) 

7.3 

9.4 

8.3 

6.5 

4.6 

5.8 

/':,C 
max 

(g/IOOg) 

1.6 

3.9 

3.0 

11.5 

13.6 

20.9 

a 

0.50 

0.51 

0.20 

0.37 

0.11 

0.16 

Table 1 : Solubilities C of DTBB in different solvents estimated 
from Fig. 1. Relationshi~ of the maximum attainable undercooling 
of the sOlutio~s in terms of temperature and concentration diffe­
rences (after ) and in terms of relative supersaturation. 

There are significant differences in the maximum attainable 
undercooling C when the solvent changes from polar to non polaS' 
There is also awaSbvious correlation between /':,C and solubility. 
However, in order to avoid misleading interpret~~!ons,it is better 
to use the supersaturation values defined by a = (X - X )/X 
where X and X are the mole fractions of the solut~ at ~ a~d T 
respect~vely. Notwithstanding some dispersion, it is clea~ from c 
table 1 that the higher the solubility, the lower the supersaturation 
at which nucleation occurs. This is in agreement with the well-known 
experimental fact that the highest critical supersaturation for 
nucleation are reached in very dilute solutions. 

The crystallization of cyclonite (1 93:5-trinitro-l :3:5-triaza­
cyclohexane) from acetone-water mixtures borders between growth 
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from aqueous and non aqueous solutions but it gives some interesting 
information about the correlation between solubility; supersatura­
tion, surface energies, and nucleation rates. The results are 
summarized in table 2. 

Solvent composition e at 25°C e/e y 
(Wt % of acetone) ~g/IOO g) 

s 
(ergs/cm2) 

52.4 0.642 2.7 9.6 

61.2 1.338 2.4 9.0 

66.6 1.992 2.2 6.0 

70.3 2.496 1.7 5.2 

Table 2 : Solubility e of cyclonite in different acetone-water 
mixtures. Relationshipsof critical supersaturation ratios elc 
necessary to get about 500 nuclei cm~3s-1, and with the crystal 
surface free energies y. 

Since the solute has a better affinity for acetone (E = 20.7) 
than for water (E = 80.1) the solubility of cyclonite increases 
with the acetone content of the solution. There is also a sharp 
decrease of the critical supersaturation ratios e /e necessary 
to achieve the same nucleation rate in the differentSsolutions 
when the solubility increases. In other" words, nucleation is easier 
when the solution is more concentrated. The crystal surface free 
energies y change with solubility+concentration in the same way 
as the supersaturation ratios. Therefore, nucleation rates are 
affected by both e /e and y due to their dependence on solubility 
a~d solvent eff~ct~o_~i~ is ev~dent if a simple form of the nuclea-
t10n rate equat10n 1S cons1dered : 

J 
fJ.G 

No v exp - -- = No v exp -
kBT 

(I) 

fJ.G is the activation free energy for nucleation. No is the number 
of monomers per unit volume of the solution (solubility) and v is 
the frequency at which a critical nucleus turns into a supercriti­
cal one. The shape factor c' depends on the crystal, and n is the 
volume of a molecule inside the crystal.This equation illustrates 
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why the nucleatien- rate increases when solubility and supersatura­
tion increase and when the crystal surface free energy decreases. 

IV. SOLVENT EFFECTS ON POLYMROPHIC TRANSFORMATIONS 

Related to nucleation and growth kinetics, the solvent may 
also have an important effect on polymorphism which is exhibited 
by many substances growing from non aqueous solutions.The occurrence 
of polymorphs depends on kinetic factors even though the most stable 
phase is that which has the lowest solubility. Two cases have been 
widely investigated in non aqueous solutions : copperphtalocyanine 
(CuPc) and stearic acid (SA). 

IV.I. The folymorphism of Copperphtalocyanine 

CuPc ([C8~N2]4CU) is an important material used in the pigment 
industry to color inks, paints, etc. The chemical and physical 
propertir~ f~lated to crystall~if5 and structure have been ~eviewed 
recently , • Earlier papers • deal more with phase transfor­
mations. There are five polymorphic modifications named a,~.y.6 
and E. Since the crystal structures are different the solubilities 
are different too. The solubility of ~,which is the most stable 
polymorph, is about an order of magnitude lower than the solubilities 
of a and y. 

Fig. 2 : Solute concentration of 
copper phtalocyanine in an ace­
tophenone solution at 40°C as a 
fUnction of time showing the 
spontaneous a-~ polymorphic 16 
transformation. (after ref. ) 
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Due to differences in nucleation rates, a primarily crystallizes 
first but the final state is always the ~ form. Figure 2 shows a 
spontaneous transformation of a into ~ in an acetophenone solution 
at 40°C, followed by measuring the solute concentration. In region 
I there is a slight Ostwald ripening of the a crystals accompanied 
by the occurrence of ~ nuclei. The solute concentration decreases 
slowly. In region II there is dissolution of the a crystals and 
growth of the ~ ones. In region III, the crystals of the ~ phase 
continue to grow up to the moment when no residual supersaturation 
remains. The solute concentration reaches the saturation value with 
respect to the ~ phase. The rate of the transformation process 
~epends on tempertSuf6' stirring, seeding, and on the nature of 
the solvents used ' . 
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IV.2. The Polymorphism of Stearic Acid 

The polymorphism of SA (CH 3 - (CH2)16 - COOH) has been inves­
tigated in many different non aqueous solvents. There are three 
polymorphs named A, Band C which can be grown from solution but 
only the C form grows from the melt. As only small differences 
are to be expected in the lattice energies, it is likely that the 
solubilities of the three phases are nearly identical. This is 
perhaps at the origin of ma~1 fgntradictions in the experimental 
results. From earlier works ' no definite conclusions can be 
drawn. From observationsl~ade by growing SA from ethanol, benzene, 
cyclohexane and n-hexane it turns out that the polarity of the 
solvent is perhaps not the most important factor determining the 
phase. Very recent20 ~F was confirmed that the crystallization of 
SA is very complex ' . Nucleation and growth were performed from 
hexane, benzene, acetone, and ethanol, with special attention paid21 
to supersaturation, stirring, and cooling rates. The general trend 
is that the nature of the solvent-solute interaction directs the 
crystallization towards the Band C forms when the external dis­
turbances are weak (low supersaturation and low stirring and cooling 
rates). When the external disturbances increase, the trend is to 
crystallize B and even A. The external disturbances probably also 
account for the discrepancies between other studies. In order to 
qualitatively explain the appearance of SA polymorphs, we will 
consider the solvent-solute interactions. The SA molecule is a non 
polar aliphatic chain terminated by a polar carboxylic group. The 
solvent-solute interactions are realized through the aliphatic 
chain in the case of hexane, through the carboxylic group in the 
case of methanol and through both in the case of benzene and ace­
tone. The bonds produced by the carboxylic group disturb the crys­
tallization of C and favor the occurrence of B. This is observed 
to a smaller degree if growth takes place from solvents which inter­
act with both parts of the SA molecule. On the other hand, if there 
are no bonds at the carboxylic group as in hexane, the growth of 
C is not disturbed. This also accounts for the fact that only C 
can be grown from the melt. This interpretation seems to be confi2,ed 
by experiments where emulsifiers are introduced into the solution • 

V. SOLVENT EFFECTS ON THE SURFACE MORPHOLOGY OF THE CRYSTAL 

We have just seen that growth can be disturbed by interactions 
between the molecules of the solvent and of the solute. These 
interactions also exist at the crystal-solution interface and both 
can be invoked to explain the2~urface features of n-pentacontanol 
grown from different solvents . Here, an attempt is made to corre­
late the height of the spiral growth steps and the molecular asso­
ciation in solution. When growth takes place from non polar solvents 
(xylene, petroleum ether, carbon tetrachloride) there are simulta­
neously single and double molecules in the solution. As a consequence 
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the crystals exhibit growth steps of mono and bimolecular height. 
Actually, there are even other complexes in solution. If the growth 
rate is low, they do not participate to growth since they have 
time enough to be dissociated into mono and bimolecular complexes. 
If the growth rate is high, the large complexes take part in growth, 
the regulari ty of which is comple tely dis turbed. If growth occurs 
from polar solvents (amyl acetate, dioxan), the n-pentacontanol 
molecules are not associated and the steps of the growth spirals 
are of monomolecular height. There is a peculiar case if growth 
occurs from alcohols (isopropyl, n-propyl, n-butyl, n-amyl) which 
are also polar solvents. Here, both mono and bimolecular steps can 
be found but the proportion of the latter decreases when the solvent 
is changed from propyl to butyl alcohol. Bimolecular steps do not 
exist in n-amyl a;§ohol. These results are explained on the basis 
of steric effects . In solution, two pentacontanol molecules may 
be linked by hydrogen bonding with a solvent molecule. This results 
in the formation of a pseudo double molecule which accounts for 
the existence of bimolecular steps. When the size of the solvent 
molecule increases, this becomes more difficult. The larger mole­
cule complexes also have more difficulty reaching the crystal 
surface. Consequently, only monomolecular steps are observed. 

VI. SURFACE ROUGHNESS AND GROWTH MECHANISMS 

In recent years, an attempt was made to explain or even to 
predict the growth mechani~w of a crystal face by calculating the 
so-called JACKSON a factor . For solutions, a gives a crude esti­
mate of the surface roughness. Different values of surface roughness 
corre~Bond to different growth mechanisms. From computer simula­
tions performed on a (001) face of a KOSSEL crystal, growth is 
continuous if a<3.2 (high roughness), whereas it arises by two 
dimensional nucleation if 3.2<a<4 or by a spiral mechanism if 
a>4. The expression for a applied to solution growth of the (001) 
face of a KOSSEL crysta125 ,26 is 

4£' 
(2) 

where the ¢ terms represent the energies of the broken bonds be­
tween solid-solid (ss), fluid-fluid (ff) and solid-fluid (sf) 
particles. No distinction is made between the solid-fluid bonds in 
the bulk and at the crystal-solution interface. This lattice model 
yields the following equations : 

(3a) 
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(3b) 

(3c) 

The enthalpy of dissolution ~H is the sum of the enthalpy ~H 
to transfer an adsorbed molecu~e from the surface to the solu~i~n 
and of the enthalpy ~~s to remove a molecule from a kink position 
towards the surface. 

Taking eqs. (2) and (3) into account we have: 

a = -- = 
3 k T 

E 

(4) 

For solutions, ~Hd = ~H + ~H. which are the enthalpies of 
fusion and of mix~ng. I~u{he soTij£ion is ideal : 

a = 
~Hf us 

V-
(5) 

where nand n are the number of bonds of a molecule within the 
slice (~ace) a~d the crystal respectively. In a non KOSSEL crystal, 
where the bonds are anisotropic, the ratio n In t must be replaced 
by ~b l' the surface anisotropy factor of t~e fikl face under 
cons~~eration. This factor i~7d2Sined later in eq. (9). These ideas 
were applied to real systems ' in order to explain the growth 
of glyceryl tristearate and palmitate from glyceryl trioleate and 
carbon tetrachloride solutions and the growth of hexamethylene­
tetramine form aqueous and ethanolic solutions. It was then shown 
that the use of eq. (5) was very limited and failed especially in 
the case of negative values of ~Hd' In addition, eq. (5) does not 
clearly take the solubility of the crystal into account and it is 
very unlikely that the surface roughness is the same in very dilute 
as in more concentrated solutions. It was therefore proposed to 
replace the term stin eq.(2) by A the specific edge free energy of 
the steps spreading over the crystal face. W~7h some rough appro­
ximations, reasonable values of a were found. In order to overcome 
the difficulties quoted above and to account for non ideality, the 
dissolution entropy ~Sd was used in eq. (5) instead of ~Hd : 

~Hf us 
-T-

R 
x ex In x + (I-x) In (I-x)] (6) 
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where x is the mole fraction of the solute at the temperature T. 
Nevertheless, when applied to the growth of glyceryl tristearate 
grown from glyceryl triolate and carbon tetrachloride solutions, 
eq. (5) modified with eq. (6), leads to similar values of a for 
both systems. This implies that there is no solvent effect, cOl1trary 
to the experiment where the growth rate is much higher when growth 
takes place from carbon tetrachloride. 

D~ring ~he ~ame period, another model was proposed from compu­
ter s1mulat10ns : 

(7) 

The term ~f f is the difference in internal free energies of solid 
and fluid p~rtic1es . The term x takes solubility into acoount 
since it is the ratio between th~eftumbers, per unit volume, of 
solute molecules in the solution and of solid molecules within the 
crystal. The value of x changes from 0 to I as a function of 
solubility. Nevertheles~:~eq. (7) is also open to question and 
~f f is difficult to 3rtimate. For this reason, another equation 
fo~ a was established : 

a = 
~H 

~hk1 (~- In x ) kBT seq 
(8) 

~hkl ( 9) 

E and Es1 are the energies per molecule in the kink and inside 
tfi~ slice~l respectively. Depending on the system investigated 
(vapour, melt, solution) both energies must be defined with refe­
rence to sublimation, fusion or dissolution. The different defini­
tions and apprszimations necessary for the calculation of a have 
been discussed . The most important approximations is perhaps 
that the energy ratio in eq. (9) is the same regardless of the 
system under consideration. Finally, we have also: 

E cr 
sl att 

Ehk1 + Ehk1 (IO) 

h att. h h 1 1 h f hk1 were Ehk1 1S t e attac ment energy per mo ecu e on t e ace • 
As an example, for the (001) face of a KaSSEL crystal, E 3~, cr 
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E~tl = 2~, and E:~~ = I~ if ~ is the bond energy between two first 
ne~ghbors. Equat~on (8) was used for the case of3?iphenyl crystals 
growing from methanol, toluene and from the melt • For these three 
systems, the ~ values are higher with respect to the (001) face 
(7.8, 6.4 and 5.2) than with respect to the (100) face (2.7, 2.2 
and 1.8). It was therefore concluded that (001) faces should be 
smooth and properly facetted. A spiral growth mechanism is to be 
expected. On the other hand, (100) should be rough and no facetted 
growth is expected. Another examp1330f ~ calculation concerns the 
growth of tetraoxane from acetone. For (001), (100) and (I II) 
faces respectively, the ~ values are 4.75, 4.30 and 2.5. The low 
value for (I II) is in agreement with the experiment which shows 
that this face is rough and grows rapidly. 

From all these considerations it is clear that estimation of . 
crystal roughnes~4by means of the ~ factor is not very simple and 
full of problems • Here we can make two additional remarks. In 
order to calculate ~, and to verify eq. (10), it is implicitly 
supposed that an adsorbed molecule has the same crystallographic 
position when it is adsorbed on (hkl) as when it already belongs 
to the slice (hkc1). The second point is that only enthalpy terms 
are used for the calculation of ~ and both these conditions are 
probably not satisfied when growth concerns crystals with aniso­
tropic structures and/or high entropies of dissolution ~Sd' To 
illustrate this failure of the theory we consider the case of two 
monoclinic normal alkanes, hexatriacontane (C36H74) and octacosane 
(C2sHs s ) grown from different solvents. 

Crystal! LlHd LlS X No x 
solvent (kJ/mol) (J/mo~ K) at 25°C at 25°C at ~5qoC 

C36 H74/D 128.9 372 6.9IxI0-4 2.19x1OlS 1.9IxI0-3 

C36H74/H 122.7 354 9 .68xl 0-4 3.98x10 1S 3.48xI0-3 

C36H74 /P 124.5 360 9.63xI0-4 5.01x10 1S 4.38xI0-3 

C36H74/PE 128.5 373 9.15xI0-4 4.56x10 1S 3.99xI0-3 

C2sHs 8/PE 99.3 301 2.08xI0-2 9.75x10 1S 6.32xI0-3 

Table 3 : Values necessary for the caluclation of x and of the 
~ factor (e~. (8)) for five crystal-solvent systemsS~~~d and ~d 
are the enthalpy and entropy of dissolution of the crystal while 
X and No are the solute mole fraction and the number of solute 
molecules per unit volume of solution. The solvents are decane (D), 
heptane (H), pentane (p) and petroleum ether (PE). 
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In table3~_~7e some of the values necessary for the calculation 
of a at 25°C '. The solutions are not exactly ideal but devia­
tion from ideality is neglig~g~37as shown by comparison of ~Hd 
and ~Sd with ~Hf and ~Sf . For C2SHS8 and C36H74, the 
~Hf values areufOO.Oo an~sI29.20 kJ/mol respectively,while the 
~SfuS values are 301 and 370 J/mol K respectively. The mole fraction 
X 1~Stherefore calculated from In X = (-~Hd/RT) + ~S/R, where R 
is the molar gas constant. The number of molecules per3~nit volume 
of crystal can be obtained from the crystal structures ; these 
values are about 1.45 and 1.14 x 1021 /cm3 for C2 SHss+ C36H24 
respectively. The energy te~§ 39n be calculated by means of a 
LENNARD-JONES 6-12 potential ' . E is about 203 and 26l l kJ/mol 
fOf octacosanr and hexatriarontane. F6r hexatriacontane, E~01=251, 
E~IO = 72, E~IO = 70 and ES

10 =13 kJ/mol while for octacosane the 
same slice energies are 19~, 56, 54 and 10 kJ/mol. The a values 
corresponding to the different solvent-solute systems and to the 
different crystal faces are reported in table 4. They have been 
calculated"with eq. (8) using ~Hd (preferred over ~Hfus) 

Crystal/Solvent aOOI a llO aOIO a lOO 

C36H74/D 57.0 16.3 15.0 2.8 

C36H74/H 56.1 16.1 15.6 2.8 

C36H 74 /p 55.2 15.8 15.4 2.8 

C36H74/PE 55.3 15.8 15.4 2.8 

C2sHs s /PE 40.8 11 .9 11.5 2.0 

~able 4 : The a factors for different crystal faces of hexatriacon­
tane and octacosane in different solvents (calculations from eq.(8)). 

The following comments can be made. Since ~H (or ~Hd) is 
high, the ~Hf /k T ratio is always high compare~ulo In x in 
eq. (8). The NSva~ues are therefore determined by the sol~E~ and 
the crystal, independent of the solvent. Another point is that 
the a values are high, especially for the (001) face. There are 
two reasons for such high values. First, entropy terms are usually 
neglected and ~Hf rather than the more proper ~Gf = ~Hf -T~Sf 
is used. Since loH~ chain normal alkanes have very Migh en~fopiesus 
of fusion (dissolution), the ~G terms are very different from the 
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~H terms. As an example, for hexatriacontane, ~Hf 129.2 kJ/mol 
whereas ~Gf = 18.9 kJ/mol at 25°C. Using ~G ~li eq. (8) for us . fus growth from a petroleum ether solut10n, we geE a OOI = 13.3, 
a l 10 = 3.8, aOIO = 3.7 and a JOO = 0.7. These values are four times 
lower than calculated with the enthalpy terms only. In addition, 
In x is no longer negligible with respect to ~Gf /kBT. For the 
sames~~stem ~Gf IkBT ~ 7.6 and - In x ~ 6.3 anau~he solvent us seq 
has a non negl1g1ble effect on a values. The second reasor for 
high a values concerns mainly the (001) face for which ES OI ~ E . 
This is due to the fact that we consider that on (001) tRe adso~Bed 
molecule has the same position as in the solid state. We shall see 
later (section 7.2) that it is more likely for the molecule to be 
parallel to the surface rather than upright. In some cases, it is 
therefore possible that incorrect growth mechanisms could be pre­
dicted on the basis of the a values. Sometimes a is used to classify 
the relative growth rates of the crystal faces. When a decreases, 
the surface roughness increases and accordingly the growth rate 
increases. From this point of view, the a values in table 4 are 
in the proper order, the growth rate of (001) being much lower 
than the growth rate of all other faces. But the same result would 
ha~E been obtained by considering only the attachment energies 
E:kl from whh6h4tt is also possible to deduce the growth morphology 
01 a crystal ' . 

At the present state of the theory and due to the lack of 
sufficient experimental evidence, a should only be considered as 
a factor describing a tendency for the faces to be more or less 
rough and to grow more or less rapidly. 

VII. THE ADSORPTION LAYER 

VII.I. Theoretical Aspects 

One of the most important parameters appearing in the growth 
rate equations is the number n of molecules adsorbed per unit 
area of the crystal face. An e~~ation fo42n valid for the vapor 
phase, was first given by the BCF theory ,s£nd allows order of 
magnitude estimation of n 

~~s So 

n = no exp - -- (I I) 
SO kBT 

where ~~ is enthalpy of kink-surface equilibrium and no is the 
maximum n~ber of adsorption sites available for adsorption. 
Eq. (II) can be used for solution growth only if ~~ takes the 
solvent into account Ceq. (3c)). Since ~~ is alway~ a fraction 
of ~Hd for solution growth,the most simplescase (eq. (4)) is given 
by 

n 
So 

no exp - a (12) 
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A correct calculation of ~ allows calculation of n , one of the 
most useful terms relevant to crystal growth. Sinc~Othe growth 
rate of a face is proportional to n the lower the dissolution 
enthalpy (i.e the higher the solubiirty), the lower a., and the 
higher the growth rate. The validity of eq. (I I) is also ques­
tipnable because entropy terms are not included. A better appro­
ximation of n would be obtained by using the free energy such 
that: So 

n 
So 

no exp - (13) 

Th · d43,44 b h . d·ff· 1· 1 1S was suggeste , ut t e ma1n 1 1CU ty 1S to eva uate 
~Sk which ranges between 0 and ~Sd since the highest entropy 
cha~ge results from the transfer of a molecule from a kink to the 
solution. 

. 26 4S Another express10n for n ' originates from the equations 
describing equilibrium betwe~~ the adsorption layer and solution : 

n 
So 

'des 'desolv 

D No v 
-A-

(14) 

The quantities not yet defined are 'd and 'd l' the relaxation 
times for desorption from the adsorpfIgn layere~gavfor desolvation 
of a solute molecule respectively. The length ~ can be considered 
the mean free path of a solute molecule in the solution. Since the 
relaxation times can be written as a function of a frequency term 
and of an activation free energy (, = v-I exp (~G/kBT), n can 
be wri tten as : So 

n = l.No exp 
So 

~G - ~G 
(des desolv) 

kBT 
(15) 

where it is assumed that the frequencies for desorption and desol­
vation are the same. In addition it is often assumed that l. is 
equal to the length "a" of a molecule in the crystal. Finally, in 
eq. (14), D is the coefficient of volume diffusion and A the 
length that X molecule must travel before passing from the solution 
to the surface. The ratio D IA is therefore the drift velocity for 
entering the adsorption lay~r, A being defined by A = a 'd 1 I, 
where, is the relaxation time for volume diffusion. eso v v 

v 

Returning to eq. (IS), the main problem is once more calcula­
tion or estimation of ~G terms. We can assure that eqs. (13) and 
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(15) are satisfactory to obtain the correct order of magnitude for 
n ,but that calculations of more accurate values are improbable. 

so 

From results obtained by growing long chain alkanes from orga­
nic solvents, an attempt was made to give a more pr~gi~7 thermo­
dynamic formulation of the adsorption layer theory. ' With 
this theory the concentration of the molecules in the adsorption 
layer corresponds to the Gibbs interface excess. However, this new 
formalism leads to rather cumbersome equations, and only the varia­
tion of n with temperature can be determined. In the most simple 

So 
case 

an 
So 

a ( 1 IT) 

(r~a2 H~des + 6~s) 
R 

(16) 

The product r~ a 2 is the number of solvent molecules which must 
be desorbed in order to allow the adsorption of one solute molecule. 
H~d is the enthalpy of desorption of the solvent and LHk the 
endi~lpy for transfering a crystal molecule from a kink toSthe 
surface. Comparison of eqs. (13)46(15) and (16) does not show a 
simple relationship between them since we should have 

a (6Gk/T) 
r O a26H~des + 6~s 

( 17) 
a ( 1 IT) 1 

aln l (r O a 2 6H~des) (18) 
1 

a (1 IT) = R 

From this we must bear in mind that n can be calculated 
within some important approximations : if ffie entropy terms are 
negligible, if lattice models are used, and if we can imagine the 
adsorption layer. However, these points are realized simultaneously 
only in the case of small molecules and when the crystal has a low 
entropy of dissolution. 

VII.2. Validity of the models 

The models used to describe the adsorption layer, especially 
the lattice models, can easily fail when growth occurs from non 
aqueous solutions because large molecules, with anisotropic dimen­
sions are often involved. In the most favorable cases it is possible 
to clarify the interface model by calculating the interaction ener­
gies between the adsorbed molecule and the crystal face. 
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Fig. 3 : Schematic representa-
tion of the adsorption positions j' 
on a monoclinic long chain alka-
ne crystal limited by (g~1) and b 

(110) faces (after ref.) ______________ ~-------
Z t (001) 

--1111Il"'" '1: i 111 
As an example, we consider the growth of long chain normal 

alkanes from a solution of short chain normal alkanes. The crystals 
are flat, thin, exhibiting large (001) faces and small (110) faces. 
Their structure is either orthorhombic or monoclinic, but in both 
cases they are made up of layers parallel to (001) with the mole­
nup-S..- i .I1.sj DP_ TIIDJJ..l.I1.Qo n.ar .8JJ pJ _ to.... t:b..e_ C'._ a.xl.s __ As_ a... c.ons.eav.eru:.e_ , 

the molecules are parallel te (110) and either normal to (001) in 
the orthorhombic modification or inclined with an angle of 30° 
relative to (001) in the monoclinic modification. The best adsor­
ption position on (110) is the usual crystallographic position, 
the molecule being parallel to the face (fig. 3). Th~8lattice 
mode!4works rather well as shown for hexatriacontane and octaco­
sane crystals. The adsorption energy on (110), or attachment 
energy Ea~8 in eq. (10), is nearly proportional to the chain length, 
about ~g~4tnd 176 kJ/mol foroctacosane and hexatriacontane respec­
tively , • The lattice model fails, however, in the case of adsor­
ption on (001). If the adsorbed molecule occupies its normal crys­
tallographic position (fig. 3b), i.e. standing upright onto the 
surface, its adsorption energy is independent of chain length 
provided that the chain contains more than about seven carbon atoms. 
The adsorption energy would be about 10 kJ/mol, compared to the 
lattice energy of about 261 kJ/mol. In addition, it is unlikely 
that a molecule keeps this position whil~9it diffuses towards the 
kinks. For this reason, it was suggested that in the adsorption 
layer the molecule lies and moves parallel to the surface (fig.3ah 
The adsorption energy then becomes a function of the chain length 
and of the distance Z passing through the carbon planes (fig. 3). 
The variation of adsorption energy with Z is shown in fig. 4 for 
an octacosane molecule located at the best adsorption position on 
an infinite (001) plane of a normal alkane crystal. If the adsor­
ption energies correspond to the potential wells, they are much 
higher than previously: I 144~nd 146 kJ/mol for octacosane and 
hexatriacontane respectively ,instead of 10 kJ/mol. These values 
are perhaps the upper limit but they are more plausible than those 
arising from the lattice model. 
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Fig. 4 : Potential energy curve 
of a C2sHssmolecule adsorbed 
parallel to the (001) face of a 
normal alkane crystal, as a 
function of the a~stance to this 
face (after ref. ) 

There is no direct proof that the molecules are adsorbed pa­
rallel to the (001) faces, but this occurs in the case of the 
adsorption from ~8l~Fion of long chain hydrocarbons onto the (0001) 
face of graphite ' . It was found that an ordered boundary layer 
forms at the graphite surface. Within the layer, norma50alkanes 
have their chain axis oriented parallel to the surfacS1 . From 
the shape of the adsorption isotherms it is concluded that the 
long chain alkanes CZ2H46. C2sH~s and C3ZH66are strongly adsorbed 
and that the greater the chain length, the lower the bulk concen­
tration at which the plateau of the isotherms is reached. Therefore 
adsorption is mainly caused by strong lateral interactions between 
molecules extended side by side, parallel to the graphite basal 
plane. Ordering increases with chain length. On the other hand, 
squalane (hexamethyltetracosane, C30H62) is not strongly adsorbed 
probably because the molecules are not adsorbed parallel to the 
surface. The methyl side groups cause such a configuration to be 
energetically unfavorable and prevent the adsorption layer to be 
stabilized by lateral interactions. 

VIII. GROWTH KINETICS 

VIII.I. Theoretical considerations 

The development of different growth rate theories is beyond 
the scope of this paper and only some elementary notions are consi­
dered here. The only question we are concerned with is the following 
Are we able to identify the growth mechanism of a face and conse­
quently the interfacial processes from measurements of the growth 
rate R as a function of the supersaturation a ? 
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The crystals can grow either by a two dimensional nucleation 
mechanism (birth and spread mode!j gz g~ a spiral mechanism. The 
former concerns perfect crystals ' , • The RCa) curves are 
exponential, e.g. (Il~~ faces of thick hexatriacontane crystals 
from petroleum ether. Since this mechanism occurs rarely it is 
not useful to describe further. The spiral growth mechanism is 
much more prevalent since it co~Zerns imperfect crystals. The 
theory ?f this growth mechanis~ is now called the, BCF 26hS8ry" 
From th~s theory, several part~cular cases were derlJ.:ged ' wh~l.e 
a more general formalism i.ncludes all possibilities . 

When a screw dislocation emerges on a face it originates a 
growth spiral, the steps of which spread over the surface with a 
lateral velocity v. The steps are equidistant (at least theore­
tically), their separation being Yo, so that if d is the height 
of the step 

R 

with yo 

vd 
Yo 

c'Aa c'Aa 
kBTo 

(I9) 

(20) 

when the supersaturation ratio X/X is not too high. The factor c' 
depends on the spiral shape,A is t~e specific edge free energy of 
the step (per molecule) and a the length of a5~0~Ocule. A clear 
definition of the supersaturation in solution ' is often diffi­
cult mainly because the supersaturation ratio should be expressed 
in terms of activities. Since they are often unknown, one possi­
bility is to use the mole fractions X. In the case of ideal solu­
tions,a is as above 

X - X 
a 

s c 
X 

(21 ) 
c 

The step motion depends on the diffusion rate of the solute 
molecules through the solution, the exchange kinetics of the solute 
between the bulk and the adsorption layer, the diffusion rate on 
the surface, and the incorporation kinetics into the kinks. Assu­
ming the mean free path x for surface diffusion is much lower 
than 11. the dis tanc~ fo: e!f~ering the adsorption layer, the general 
growth rate equat~on ~s : 
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R 
No f,l D (J 

v 

It + 0 + Aft y~ + It [~; coth(~;) - 1J 
s xs s s 

R. BOISTELLE 

(22) 

The four terms in the denominator have dimensions of length that 
can be respectively regarded as the impedance of the adsorption 
reaction, the impedance in the unstirred layer, the impedance for 
entering the steps, while the last one is the impedance for sur-
face diffusion. The definition of It was given in eq. (14). Similarly, 
It is a phenomenological coefficient describing the exchange kinetics 

s 
between the steps and the adsorbed layer ; It = a Tk/2T , Tk and 
T being the relaxation times for entering aSkink and f~r surface 
dfffusion respectively. The other quantities not yet defined are 
f,l the volume of a molecule in the crystal and 0 the thickness of 
the boundary layer where the solution concentration is influenced 
by the growth of the crystal. Some relationships between the dif­
ferent parameters were given previously (eqs. (13,14,15). Other 
useful relationships involve the coefficient for surface diffusion 
D 

s 

a 2 f::"G 
D a2 s 

v exp -
kBT s T s s 

1/2 f::"G -
and x (D T d ) = a exp - ( des 

s s es 2k T 
B 

From the different equations we obtain 

D 
s 

A 
s 

2a 

(23) 

f::"G 
s) (24) 

(25 ) 

which is the drift velocity of an adsorbed molecule towards the 
steps. 

From eq. (22), the growth rate increases ~~en the solubility 
increases. This point was discussed elsewhere by consideration 
of the growth rates of the (110) faces of hexatriacontane crystals 
grown from pentane, heptane and decane. Normalized to pentane, ghe 
growth rate ordering is 1 : 0.66 : 0.33 while the solubility orde­
ring is 1 : 0.80 : 0.50. R is proportional to (J which is also 
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contained in Yo (eq. (20) so that R may be either a linear or 
a parabolic function of cr : 

R = b ° I 
or R (26) 
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The significance of the kinetic coefficients band b changes 
depending on the different growth mechanisms; the gro~th mechanism 
is determined by the impedance of greatest influence. 

The different possibilities arising from eq. (22) were examined 
in order to interpret the growth rates g~ the (00 I) faces of hexa­
triacontane crystals grown from heptane • All but two mechanisms 
could be excluded, and it was not possible to decide whether volume 
diffusion or a mixed process involving volume and surface diffusion 
were taking place. Since we are dealing with interface reactions, 
only the growth mechanisms involving surface processes will be 
considered. This means that in addition to the condition A»x 
we have also A»8 so that growth is not disturbed by the bounaary 
l~yer. In this,case, eq. (a2)5~s simplified, the new equation inclu­
d~ng some prev~ous results ' : 

R 
NoODv o( 

A AsYo Yo Yo 
+ -- coth 2x 

x2 2x 
s s 

s 

(27) 

~q. (27) can also be written ~n a manner suitable for further 
discussion : 

No~m 0bX Yo J f R = v __ s tanh __ 1 + 
A yo 2x 

s -

Yo j-I 2 As h 
Xs tan 2xs 

( 28) 

Using eq. (20) for Yo, we have two main possibilities depending 
on the value of the A Ix ratio. 

s s 

i) if A »x 
s s 

No~m x2 kBT 
R 

v g 
eel Aa)cr 2 (29) -11.- A 

s 
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which simplifies to 

(30) 

The growth rate is a parabolic function of the supersaturation 
and depends on the kink integration kinetics. 

ii) if 11. «x 
s s 

No~m 2x kBT Yo 
R 

v s 
(cl>..a) tanh (2x ) 0 2 

11. 
(31) 

s 

which simplifies to 

2n D n kBT Yo so s 
(2x ) 0 2 R (c'~} t.anh x 

(32) 
:s s 

This is the original BCF equation42 which predicts that the growth 
rate of the face depends on surface diffusion. At low supersatura­
tion (Yo»x ), tanh (Yo/2x ) is unity so that R is parabolic with 
the supersa~uration : s 

R 
2n D n so s 

x 
s 

(33) 

At high supersaturation (y «x ), tanh (Yo/2x ) is approximately 
o s s 

Yo/Zx so that s 

n D n so s o (34) 

The growth rate is a linear function of the supersaturation. When 
o increases, two growth laws may be observed successively. The 
transition from parabolic to linear laws occurs at the value 
o = c'Aa/2k~Txs. 

42 It should be mentioned that the original BCF theory allows 
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the possibilities of obtaining eq. (30) from eq. (32) by multipli­
cation of the numerator by a factor S: 

~ + 
Yo ]-1 

tanh (2Xs ) (35) 

S accounts for the difficulty encountered by a molecule to enter 
kinks. If this difficulty is great the second term in brackets 
is much larger than one and 6«1. Insertion of this term in eq. (32) 
leads to eq. (30). 

VIII.2. Application to Real Systems 

As we have seen above regarding surface roughness and adsorption 
layers, it is difficult to calculate or even to evaluate the entropy 
terms corresponding to different activation free energies. This 
is also true of the entropy terms involved in the growth rate 
equations. Calculation of only the enthalpy terms is easier to 
perform. If growth rate measurements are made at different tempe-
ratures, it is possible to get an experimental value E of the 
crystallization energy and compare it to the calculateaX~alue E : 

El 
c 

(36) 

c 

where b is one of the kinetic coefficients defined in eq. (26). The 
growth mechanism should unambiguously be determined from the best 
agreement between E and E . exp c 

For instance, we may consider two growth mechanisms resulting 
from surface reactions, R being in both cases a parabolic function 
of the supersaturation. When growth is determined by kink inte­
gration kinetics (eq. (30)), or by surface diffusion (eq. (33)), 
the crystallization energies are respectively : 

E 
c 

E 
c 

RT + lIHk + lIH ks 
(37) 

(38) 
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if eq. (I3) is used for the calculation of n These equations 
transform into So 

E 
c 

(40) 

if eq. (16) is used for n In all cases it was assumed that the 
variation of the edge fre~Oenergy A with T is negligible. 

There are unfortunately only a few examples where the crystalli­
zation energies are taken into account as a tool to recoghize the 
growth mechanisms. There are even fewer limited to crystallization 
from non aqueous solutions. This was attempted for long chain nor­
mal alkane series grown from different solvents, especially from 
short chain alkanes. The similarity between solute and solvent 
molecules causes the solution to be nearly ideal. Moreover, the 
calculation of interaction energies between molecules can be per­
formed with good accuracy due to the short-range van der Waals 
forces. But even for this case there are some difficulties arising 
from the E values. Comparing eqs (37) and (38) or eqs (39) and 
(40) we se~ that ~~ must be significantly different from 
(~H T ~Hd )/2 in order to unambiguously determine the most pro­
bab!e gr~~fft mechanism. In the case of (110) faces of octacosane 
crystals grown from petroleum ether, a growth mechanism determined 
by kink integration kinetics could not be deleted on the basis of 
E . values. By some additional cons idera·tions, it was shown that 
ofily a mechanism involving surface diffusion could explain th63growth 
rate curves. On the other hand, it was not possible to decide 
whether (001) faces of hexatriacontane grown from heptane involved 
a growth mechanism with only volume diffusion or volume and 
surface diffusion at the same time. However, in both cases it was 
possible to eliminate other mechanisms on the basis of E and E 
values. c exp 

To point out the difficulties encountered when determining 
growth mechanisms and consequently the interfacial processes we 
can mention two numerical applications. When the crystallization 
of hexatriacontane crystals occurs from pentane, heptane, or decane, 
the growth rates of6fh62(110) faces are all parabolic functions of 
the supersaturation ' . The experimental crystallization energies 
are 122, 149 and 205 kJ/mol respectively. If growth were determined 
by the kink integration kinetics, eq. (39) leads to the following 
values of E : 130, 135 and 136 kJ/mol. The agreement with the 
experimentaT values is not good because the E values do not vary 

c 
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enough when the solvent is changed. On the other hand, if the rate 
determining step is surface diffusion, E mn be fitted almost per­
fectly to E provided that two importa~t assumptions are made. 
The first oli~Pis that surface diffusion is the same in the three 
solvents. The enthalpy for surface diffusion should be about 
100 kJ/mol. The second is that the adsorption layer should be 
dilute when growth occurs from decane whereas it should be more 
concentrated when growth occurs from heptane and even more so from 
pentane. This hypothesis can be justified since the solubility of 
hexatriacontane is much lower in decane than in pentane. 

The (ogl) faces of hexatriacontane crystals grown from petro­
leum ether have a more complex behavior since they exhibit, at 
high supersaturation, a superimposition of a parabolic and an 
exponential growth law. The choice of growth mechanism corresponding 
to the parabolic region is not too difficult to determine. The 
crystallization energy E is rather low, only 60 kJ/mol. From 
the calculation of E bye~~ans of eqs. (39\ and (40), the best fit 
is obtained when gro~th is controlled by kink integration kinetics 
(E = 97 kJ/mol) whereas the disagreement is larger if we suppose 
th~t it is controlled by surface diffusion (E = 142 kJ/mol). A 
further support of the kink mechanism concern~ the retardation 
factor 13. 8 must be very small in order to be inserted in eq. (32) 
from which the crystallization energy (eq. (39» is obtained. 

IX. CONCLUSION 

The main interest of studying crystal growth from non aqueous 
solutions is that the use of a solvent series allows observation 
of solubility and solvent effects. Crystal growth theories do not 
differen~iate between growth from aqueous or non aqueous solutions 
because the mechanisms are fundamentally identical. However in the 
latter case, some difficulties may arise due to the large size of 
the solvent and solute molecules. Sometimes the adsorption layer 
cannot be clearly defined, implying that lattice models can easily 
fail. In some favorable cases, it is possible to better understand 
the crystal-solution interface f~om calculation of interaction 
energies between molecules. Due to the lack of direct experimental 
data with regard to the interface, only order of magnitude estimates 
of parameters can be obtained. 
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ELECTRO CRYSTALLIZATION 

EUGENI BUDEVSKI 

Central Laboratory of Electrochemical Power Sources 
Bulgarian Academy of Sciences 
Sofia 1040, Bulgaria 

I. INTRODUCTION 

The term electrocrystallization reflects the idea that mass 
transfer in the process of crystallization is accompanied by charge 
transfer. This term was coined by H. Fischer in the 40's and is 
composed of two words derived from two different fields of science. 
This makes it appropriate to interpret some basic concepts of the 
field of crystallization as used in the language of electrochemis­
try. 

The linear crystallization rate v[cm sec-1Jis manifested by 
the current, or more precisely, by the current density i[A cm-2] 

i vzF/v 
m 

while the deposited amount of material m is defined by the electric 
charge transferred across unit area phase boundary 

q Jidt mzF/v 
m 

where v is the molar volume and z the number of Faradays F requi­
red formdeposition of one mole. Note that m is given in this case 
as the volume .of :material deposited per unit area. The equilibrium 
of a crystal with its ambient phase is given by the equilibrium 
electr.ode potential E • The supersaturation, i.e., the deviation 
~~ of the chemical pof~Xtial of the ambient phase from its 
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equilibrium value, is measured by the so-called overvoltage n 
equal to the deviation of the electrode potential from its eqftili-
brium value: n = E - E = ~~/zF. c rev 

Both quantities, current and potential, can be controlled in 
time and amplitude to very high accuracy. Two additional parame~ 
ters accessible for experimental measurement are the exchange rate 
of particles of the crystal with its ambient phase and the concen­
tration of adions or adatoms. The adatom concentration is influen­
ced by the potential and can therefore be detected as a capacitance 
in the impedance of the electrode while the exchange rate is mani­
fested as a resistance in series with the adatom capacitance. The 
exchange rate is often given as an exchange current density 
io [A .cm -2J defined at the equilibrium potential. 

Because of the existence of an electric double layer at the 
phase boundary, the ion tra~sfer across it encounters a potential 
dependent energy barrier ~Gdep + szeoE/kBT for the process of 

deposition and ~G:. - (I - S) ze E/kBT for the process of disso­
lution. The charge1~f the electronois e and 8 is the transfer 
coefficient (0 < 8 < 1). 8 determines to ~hat extent the energy 
barriers are changed by the electrode potential for the cathodic 
(deposition) and the anodic (dissolution) processes respectively. 
The Gibbs free energy chang~ is equal to the difference of height 
of the two barriers ~G = ~Gd' - ~G*d - ze E/kBT and is related 

. E h . l-SS ep 0 . V1a to t e supersaturat1on. 

II. KINETICS OF ATOM INCORPORATION 

The incorporation of atoms into the crystal lattice, i.e., 
the process of growth of a crystal, depends on the crystallographic 
character of the growing surface and is largely affected by the 
surface structure. The surface of a solid metal electrode has a 
complex character. One can distinguish areas occupied by crystalli­
tes with different crystallographic orientations and intergrain 
boundary regions. On the other hand, crystal defects, inclusions, 
adsorbed molecules, oxide layers, etc. complicate the state of the 
surface. The simplest case is that of a single crystal surface. 

At low temperatures in equilibrium, a crystal is surrounded 
by flat, atomically smooth, low indel faces, or singular faces 
according to Frank's classification. These faces are given by the 
Gibbs definition of equilibrium form, requiring a minimum of the 
surface free energy of the crystal at constant volume. 

At higher temperatures, due to thermal fluctuations, singular 
faces can acquire a surface roughness characterized by the forma­
tion of ada toms and surface vacancies, di- or polyatomic surface 
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clusters and vacancies, and steps with kinks. The surface rough­
ness becomes appreciable only above a critical "roughening" tempe­
rature T • The theoret~cal value of T for a simple cubic crystal 
lattice,rT = O.6Wl/k, where Wl denotes the bond energy between 
two first fteighbor atoms, is near or above the melting point. In 
reality, T is somewhat below the melting point. At room tempera­
ture singufar faces of metals have a relatively low degree of 
roughening showing only ada toms and monatomic vacancies in the 
smooth regions and kink positions along the steps. Calculated from 
experimental ledge energies at room temperatures, every fourth to 
fifth atom along a step is in a kink position (see,e.g., Eq. (4)). 

11.1. The Equilibrium Potential 

While the separation work Wk from a kink site of the surface 
(i.e., the bond energy per atom of an infinite lattice) is the main 
parameter governing the saturation pressure of a large crystal,in 
the case of electrocrystallization the charge transfer across the 
electric field of the double layer and the ion3solvent interaction 
must also be considered. According to KAISCHEW, the frequencies of 
deposition and dissolution of atoms on/from a site i of the crystal 
surface are given here by 

w 
dep, i 

(1) 

and 
<lid' . = q. exp(-I'.dd~· ./kBT) exp[(1 

~ss,~ ~ ~ss,~ 

where E is the electrode potential. The I'.G*'s are the activation 
energies of deposition and dissolution of an atom on/from the site 
i at E = 0 and a standard concentration c. Activation energies 
for any particular site are related to the energies~. for trans­
fer of an atom from that particular site i to the solutfon 

:I: :I: 
~. - (I'.Gd . - aGd · .) 
.~,s ep,~ ~ss,~ 

In contrast to a homogeneous (liquid) surface, for deposition 
on a crystal face for any particular site a different value of the 
deposition and dissolution fr~quencies ~ can be ascribed, determi­
ned by the energy barriers I'.Gd and I'.Gd . and the constants p. 

d If h . ep . ~ss f . h ~ an q.. t ere are n. s~tes per un~t area 0 type~, an exc ange 
~d" ~. f d'd h current ens~ty ~ . per un1t area 0 atoms epos~te on t ese 

sites with the iog~~in the solution may be defined in analogy to 
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a homogeneous surface 

i O,x 
rev 0 

W ze n 
dep,x 0 x 

rev 0 w, ze n 
dl.ss,y 0 y 

(3) 

where n is the number of sites of type x per unit area which by 
additio~ of one atom ar.e transformed to sites of type y (e.g., a 
free surface site "0" is transformed by addition of one atom to 
an adatom site "ad", or a vacancy "v" to a free surface site "0"). 

. rev 0 rev 0 
The equallty Wd n = Wd' n is fulfilled only at the equili-

ep,x x lSS,Y Y 
brium potential when equilibrium concentrations nO and nO are esta-
blished. In the case of kink sites (k), the equaltty y 
~ = ~+I always holds, because the addition of one atom to a kink 
Sl.te does not change the number of kink sites. Hence, the equili­
brium potential is defined bv the equality of dissolution and depo-
"f . 1 rev rev, 'f h Sl.tl.on requencl.es on y, wd' k = wd k' l.rrespectl.ve 0 t e l.SS, ep, 

numb~r of the kink s~tes ~. ~owe~er, :he intensit~ of the exchange 
of klnk atoms per unl.t area wl.th l.Ons l.n the solutl.On, i.e., the 
exchange current density of kink atoms is proportional to 'the num­
ber of kink sites ~ (see Eq. 3) and hence to the step density 
the step roughness bel.ng defined by the temperature. 

As mentioned, at the equilibrium potential of an infinitely 
large crystal with its ambient phase, the deposition and dissolu­
tion frequencies of kink atoms must be equal. From Eqs. (I) and 
(2), recalling 

it follows that : 

ze E o r 
(4) 

The reversible potential E is thus related to the dissocia­
tion energy of a kink atom ¢ rand contains, besides the energy 
of the broken bonds ¢k' addi~i5nal terms such as energy of ioni­
zation, energy of hydration etc. in the considered case of electro­
crystallization. 

11.2. Concentration and Mean Displacement of Adatoms 

The equilibrium ada tom concentration C~d[mol cm-2Jon the sur­
face of an infinite crystal is given by 
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n exp (-Q/k T) 
o B 

(5) 

where the pre-exponential term contains the entrop¥ factor and 
is roughly equal to the surface atomic density n . 

o 

w <P - <P 
k,s ad 

(6) 
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is the energy of the transfer of an atom from a kink position to 
the adsorption site. <P is, as mentioned, a constant characteris-
tic for the crystal, w~lre the desorption energy <P d depends on 
the crystallographic character of ShE face and con£ains a part of 
the hydration energy of adatoms. ' This latter fact makes the 
assessment of C~d rather difficult. 

Adatoms are in continuous exchange with ions in solution. The 
deposition and dissolution rates expressed in terms of current 
densities [A cm-2] can be written as : 

i = w ze n 
c,ad dep,ad 0 0 

and i a,ad 
(7) 

The density of adatoms n d is assumed to be much smaller than n 
and is neglected with re~pect to it in the first equation. At tRe 
potential E the rates of dissolution and deposition are equal, 
i = i . From equations (7), (I) and (2), one obtains : 
c,ad a,ad 

cad (E) 
no Pad 
NA qad c exp(<pad/kBT) exp(-zeoE/kBT) (8) 

( 'I' *) . , where <Pad = - 6G - 6Gd , d 1S the desorpt1on energy of an dep,ad 1SS,a 

adatom. At the equilibrium potential, E = E the ada tom con centra-
, () o. . d d rev f b t10n C d E = C 1S a constant 1n epen ent 0 c or E ecause 

of the!r r~rXtion tHrough the Nernst equation (see Eq. (4YY. The 
potential independence of C~d also follows directly from Eq, (5). 

Generally, when the exchange rate between adatoms and kink 
atoms is inhibited (e.g., large step distances) the local adatom 
concentration C d can change with E or n E - E 

a c rev 

(9) 
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The mean residence time of ada toms on the face is given by 
liT = w. d' Taking into account Eq. (7) for any arbitrary 

r . d l SS ~ all . 1 . b" . . b l' h d potentlaI When a oca equl l rlum l d l lS esta lS e 

T 
r C dzF / i d = C dzF / i d a a,a a c,a 

a,a c,ad 

(IO) 

Hence the mean residence time depends on potential. At the equili­
brium potential TO = cOd zF/i d' where i d is the exchange 

r a o,a o,a 

current density, TO lS a function of the bulk concentration or 
E through i d~ rev o,a 

During residence on the surface, ada toms migrate at random 
across it making an average displacement A given by 

s 

D T 
S r 

o 
zFC d 
_._a_ D exp[-(I - S)ze n /kBTJ 
l soc 
o,ad 

where D is the surface diffusion coefficient. The mean 
ment di~tance A is a function of the ov.7erpotential. At 
librium potenti~l AO (zFCodD /i d) 1 2. 

s a s o,a 

11.3. Propagation Rate of Steps 

(I I) 

displace­
the equi-

If the potential of an atomically smooth (stepless) singular 
face is changed, e.g., below the reversible potential, the enhanced 
deposition rate increases the ada tom concentration above its equi­
librium value cOd until the opposite reaction i d' increasing 
with C d' balan~es with i d (see Eq. (9». a,a a c,a 

If steps are present, in close vicinity of the step edge, the 
kink atom - ada tom exchange reaction is supposed to keep the ada­
tom concentration at its equilibrium value cOd' At a distance 
greater than A , however, adatoms deposited 3n the face cannot 
reach the stepSedge during their residence time. The adatom concen­
tration keeps the value C den) unaffected by the presence of the 
step. This causes a diffu~lOn flux D (C d - CO ) /A [moles cm-1 

sec-I] of ada toms towards the step e~geawherea~eySare incorporated 
into the crystal lattice. At room temperatures4 where the average 
kink distance is of the order of several atoms, diffusion along 
the step edge can be neglected. The incorporation of atoms in the 
step propagates its edge with a rate V d = zF/q )D ~C d/A s iIlon s a s 
[cm sec-I] where q = ze n is the electrical charge of a com-iIlon 0 0 . 

plete monolayer of area unity, or with Eqs. (9) and (11) : 
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2i A 
o,ad s V(n) 

qmon 
(12) 

where 

V(n) ( 12a) 

(12b) 

The factor 2 in Eq. (12) accounts for the tlNO equivalent fluxes 
from both sides of the step. 

Part of the atoms incorporated into the step edge at a catho­
dic overpotential are supplied by direct transfer from the solution. 
The rate of this direct transfer reaction is determined by the 
frequencies of deposition and dissolution (I) and (2) applied to 
the step sites "st", i.e. sites adjacent to the step edge. We can 
define cathodic, anodic and exchange current densities for these 
sites in analogy to the adsorption sites (see Eq. (8». The partial 
propagation rate vDT due to direct transfer is given by 

i o,st 

qmon 

o 
V(n) (13) 

where i t = wd teE )ze loa = wd· teE )ze loa o,s ep,s rev 0 1SS,S rev 0 

is the exchange current density of the step sites atom; 0 is the 
width of an atomic row added to the step edge and a the length per 
atom along the step (oa = lin). 

o 

If the exchange current densities i and i t are of the 
same order of magnitude, the ratio A /0 ~t~aetermig~~ a much higher 
contribution of the surface diffusio~. 

11.4. Exact Solution of the Surface Diffusion Problem 

If two steps are closer than twice the mean displacement dis­
tance of adatoms, x < A , the regions of depleted adatom concen­
tration overlap andOthe ~urface diffusion rate decreases from that 
of Eq. (12). 



566 E.BUDEVSKI 

The surface diffusion problem can be treated in greater detail 
by solving Fick's diffusio~_1~uations. This problem has been trea­
ted by a number of authors corning to almost identicag results. 
We will follow a treatment similar to DESPIC and BOCKRIS but also 
see Ref. (10). 

Consider an infinitesimal area dxdy of the surface at a dis­
tance x from the step. The atom fluxes to and from this surface 
part are defined as follows : 

dCad (x, t) 

dt 

d2C d(x, t) 
D a 

s dx2 

i (x, t) 

zF 
( 14) 

i (x, t) i o,ad 

C ad (x, t) 
-C-o--- exp(1 - S)zeoll/kBT - exp(-szeoll/kBT) 

ad 

( 15) 
x 

i - CDL dill dt 
1 0 x J i(x,t)dx ( 16) 
o 0 

The CCL dll/dt term accounts for double layer charging. The right 
hand part of Eq. (16) represents the mean Faradaic current to the 
crystal face. 

The boundary conditions can be formulated in accordance with 
the incorporation kinetics of adatoms into the step edge. 

a) With a high incorporation rate constant, the ada torn concen­
tration in close vicinity of the step edge changes insignificantly 
during growth and the boundary conditions are 

C d(O,t) a [dCad(x,t)/dx]x=x 
o 

° (17) 

b) With a low incorporation rate constant, the incorporation 
process needs an increase of ada torn concentration in close vicinity 
of the step edge and the boundary conditions are in this case : 

[dC ad (x, t) I dx J x=x ° and 
o 

( 18) 

v. [C d(O,t) - cOdJ/c od ~nc a a a 
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where [v. , mol cm-1 s- IJ, is the incorporation rate constant. 
1nc 
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~ta equation system has been solved for the potentiostatic 
case. Many authors have solved this system under different 
additional assumptions and approximations, e.g., refs. (13,14). 
It is out of the scope of this chapter ta go into details of the 
problem and the reader is advised to consult the cited authors. A 
comprehenstBe review can be found in Vetter's "Electrochemical 
Kinetics" . 

Three points may be worth emphasizing here : 

a) The ada tom concentration distribution Cad(x~ stl8teady 
state has been solved by a number of authors "and 
can be represented in the form : 

ze n 
o exp(--) 

kBT 

ze n ch(x - x)/A 
+ [I _ exp ( __ 0_)] 0 s 

kBT ch(x IA ) o s 

Where the substitution A = AO exp [-(1 - 8) ze n/2kBT] with 
s s 0 

(19) 

AO = (zFD CO Ii )1/2 has the meaning of the surface diffusion pene­
t~ation d~p~g aRd is equal to the mean displacement distance of 
ada toms defined by Eq. (II). (Note that A is a function of the 
overpotential). Relation (19) is represen~ed in Figs. la and Ib for 
different nand AO Ix values. At x > 4Ao , for sufficiently large 
x values, C d(x)sre~ches its saturatedSvalue defined by Eq. (I I) 
a~ seen, e.g~, for the case x lAo = 10 and n = 10 mV in Fig. lb. 

o s 

The local current densities i(x) are easily found by inser­
ting Eq. (19) in Eq. (IS) and are represented for different nand' 
AO/x values in Figs. Ic and Id. 

s 0 

b) The step propagation rate v[cm s-l]can easily be obtained 
by differentiation of Eq. (19) bearing in mind Eq. (I I) : 

2A i 
s o,ad V(n) tanh(x In ) 
qmon 0 S 

(20) 

For x »A this equation coincides with Eq. (12). 
o s 

c) The galvanostatic transient n(t). can give information 
about the otherwise unknown ada tom conceAtration. From th,5equiva­
lent electric circuit simulating the deposition mechanism 
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described by Eqs. (14) to (16), it can be assumed that after the 
double layer charging is achieved (t > 4CDL~)' the initial slope 
i/CDL should change to i/(CDL + CA), where ~ = RT/zFio is the 

resistance of the ion transfer across the double layer and 
CA = c° clz2F2/RT is the adatom pseudocapacitance. Before coming to 
saturat10n the transient should follow a Warburg impedance-like 
rtlaw due to the surface diffusion evolution. Under given circum­
stances depending on the ratio As/xo' this can hinder the evalua­
tion of CA~ A large value of CA, CA > CDL (with CDL ~ 20 ~F/cm2, 

this requires CO > 5.10-12mol cm-2), and a large value of x fA 
are a prerequis!~e for reliable determination of CA and C~d.o s 

200 

100 

0.5 

o 

L.....\.. __ --ti/io 

b 
5 
I 

= 10mV 

150 

c 200 d 

Fig. 1 Adion concentration profiles C (x)/Cod and current densi­
ty distribution i(x)/i between two gr8~h ste~s at different 
x /A and n values (DEgP1C and BOCKR1S ). o s 

1I.5 Current Density on a Stepped Crystal Face. 

Consider a stepped singular face with a regular step spacing 
2x . The step density LsCcm-1Jor its equivalent, the total step 
leRgth per unit area[cm cm-2] , is L = 1/2x . At a given overpoten­
tial all steps propagate with a rat~ V dete~mined by Eq. (20) or 
Eq. (13) or the sum of both. The current density is 

i V L q 
Sinon 

(21 ) 
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According to the dominating mechanism we obtain : 

a) For the surface diffusion mechanism with V given by Eq.(20) 

A 
i l VeT)~ ~ tahn(x fA ) 

o,ad x 0 s 
o 

(22) 

The ~irst theoretical treatment of this mechanism was givzn 
by LORENZ who adapted the theory of BURTON, CABRERA and FRANK 
to the cajz of metal deposition. LaTTr the problem was trEated by 
VERMILYEA, FLEISCHMAN~ and THIRSK. IgESPIC and BOCKRIS, 
DAMJANOVIC and BOCKRIS and SCHNITTLER who brought the theory of 
surface diffusion to its present state. 

Two limiting cases can be considered here : 

i) As »x : Eq. (22) yields a Butler-Volmer relation 
i i V(T)) , i.~., charge transfer is the rate determining step 
and cgrrent density is unaffected by surface morphology (liquid­
like behavior) . 

ii) A 
unity and s 

« x 
o 

The tanh (x fA ) term in Eq. (22) is equal to 
o s 

i = 2 i d L A VeT)) 
0, ass 

(23) 

Surface diffusion controls the process and the current density is 
proportional to the step density L . 

s 

b) For the direct transfer mechaNism from Eqs. (21) and (13) 
we obtain : 

i i 8 L VeT)) o,st s 
(24) 

This equation is homologous to Eq. (23); both are linear with res­
pect to the step density Ls ' 

. The direct transfer mechanism was first s~ggested by VOLMER!7 
and waj1later discussed in thT8works of LORENZ, FLEISCHMANN and 
TH1.RSK, MOTT and WATTS-TOBIN and others. I~ comprehensive treat­
ment of the problem may be found in VETTER. 

As seen from Eqs. (23) and (24) in both cases, direct transfer 
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or surface diffusion (with A < x ), the current density depends 
on the step density and ther~foreosurface morphology. A high­
indexed surface zone with a high density of steps or growth sites 
(kink positions), where A »x, would follow the same growth law 
as a liquid metal, i.e., Ehe Bu~ler-Volmer relation. Special growth 
behavior is expected for perfect, defect-free singular faces. 

III. METAL DEPOSITION ON A PERFECT CRYSTAL FACE 

A perfect crystal bound by singular faces exhibits no growth 
sites. A 2D nucleation process is requi19d for the deposition of 
every new layer 25 first n2~ed by GIBBS 2~d developed later by 
VOLMER and WEBER, BRANDES and KAISCHEW. This is because one 
atom deposited on the crystal face has a smaller bond energy to 
the crystal than a kink atom and it stays only temporarily on the 
surface as an ada tom. An important feature is the tendency of these 
surface atoms to cluster together, thereby increasing their stabi­
lity. 

Only after reaching a critical size can these clusters grow 
spontaneously under the existing overpotential and give birth to 
new lattice nets. Using the classical Gibbs equation 

connecting the free energy of formation of a cluster to the super­
saturation n and its size N, with ~(N) accounting for the excess 
surface freeCenergy, the size as well as the free energy of forma­
tion of this critical cluster can be easily evaluated : 

(26) 

and 
(27) 

where £ is the specific ledge-free energy, b is a geometrical fac­
tor relating the surface area of the nucleus to its perimeter and 
s is the area occupied by one atom on the surface of the nucleus. 
When the geometrical form of the nucleus is a circle or a regular 
polygon, the size can be given by the inscribed radius p 

II! 
P s£/ze n o c 

(28) 
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where the constant ze Is can be replaced by its equality qmon 
giving the amount of glectricity per unit area [As cm-2] neeaed 
for the deposition of one monoatomic layer. 

The rate of 2D nucleation, i.e., the rate of formation of 
clusters big enough to ensure spontaneous growth, is proportional 
to the population of critical nuclei and hence is given by the 
expression 

J (29) 

. 23 
first noted by E!~EY-GRUZ an24VOLMER. Further development of the 
theory (KAISCHEW and HIRTH ) revealed that the pre-exponential 

.term kl is a p~oduct of the so called Zeldovich no~equilibrium 
fac.tor r = (llG 137Tk T N*2) I/'f of the probability w for an adatom 
to join the criticar nucleus and of the surface atomic density n . * . 0 rand w ar~ weakly dependent on overpotentlal and are usually 
considered constants. The J - n relationship according to Eq. (29) 
shows a sharp rise of the nucle~tion rate at a critical value, be­
low which the rate is negligibly small (Fig. 2). 

Fig. 2 : Overpotential dependence 15 I 

of the 2D nucleation rate J 
nuclei cm-2 (Eq. (29)). 
kI = 10 13s-1cm-2 , E = 2 x 1Q-13J 

cm- I , b = 4, T = 318 K with 
ze /s = ~ = 2 x 10-4 A s cm-2 

10 :fo~ a Ag( 85) face, 
S = 225 10-4 cm2 from experimental 
data. 

~ 
·iii 
U 
:l 
Eo 5 
(/) 

-i 

0 

) 
0 5 10 

ll[mVl 

The existence of a supersaturation or an overpotential threshold 
in the growth of a crystalline phase is a feature characteristic 
of nucleation induced processes. 
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Based on this phenomenon a double pulse technique, originally 
developed for the stud~8of the electrolytic phase formation by 
SCHELUDKO and T2~Q~9V~9 (see also section V.2.) has been used by 
BUDEVSKI et al. 'for the investigation of 2D nucleation ki­
netics on screw-dislocation free faces. In order to prepare a dis­
location-free face, an appropriately oriented single crystal is 
enclosed in a glass tube with a capillary end and is used as a ca­
thode in an electrolytic cell. The seed crystal is grown electro­
lytically into the capillary end of the tube. Using an a.c. super 
imposed on the cathodic current, the front face can be grown as a 
perfect dislocation-free face, filling the whole cross section of 
the capillary (usually about 0.2 mm diameter). The preparation 
technique of dislocation-free faces of si;g~27single crystals and 
their properties are described elsewhere. The nucleation over-
potential threshold in 6M AgN0 3 at 45°C has been found to be about 
5-8 mV. Below this threshold no current is observed. If an over­
potential pulse exceeding the threshold value is applied on a cell 
polarized at, e.g., 3-4 mV, a current following this pulse shows 
that one or more nuclei are formed. Under the polarizing overpoten­
tial the nuclei grow to the capillary wall, and the initial state 
is restored. The pulses can be adjusted in amplitude n and dura­
tion T in such a way that only in half of the cases a ~ucleus is 
formed. The pulse duration T can then be considered as the time 
lapse needed for the formation of a single nucleus with a 50 % pro­
bability : T = TO 5' Assuming a Poisson distribution of the proba­
bility Pr of nucleus formation: In(\ - Pr) = -JS, S being the 
electrode surface, the nucleation rate J [nuclei s-l cm-zJcan be 
calcul~ted from J-1= TO.SS In ~. Note t~at TO.S differs from the 30 
mean t~me T = I/J8 of nucleat~on as po~nted out by Toshev et al. 
The time la~se TO.S can be determined at different overpotentials. 
Figure 3 shows a In J vs lin plot of data obtained in this way. 
The relation between these t~o quantities is linear in this repre­
sentation as expected from Eq. (29). 
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Fig. 3 : Logarithm of the 2D nu­
cleation rate J, nuclei s-1 cm-2 
as function of the reciprocal 
of the overpotential f025i~90) 
Ag in 6M AgN03 at 45°C. 

The contribution of the overpotential dependence of the. Zeldovich 
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factor r and the attachment frequency ware obviously small enough 
to produce an appreciable effect on the general InJ - Iinc rela­
tion.From the slope, the specific edge energy E = 2 10-13 J cm-1 

can be calculated, where a square form (b = 4) of the critical 
nucleus has been assumed. From Eqs. (26) and (27), ~G and N have 
been found to vary in the range of 10 x 10-20 to 6.9 xC IO-20 ~ and 
80 to 36 atoms respectively. Also of interest is the frequency 
factor kl n rw in the rate equation (29) which can be calcula-
ted from the igteFcept of the In J - lin curve. 

c 

The following values of the specific edge energy and the fre­
quency fac tor 1q are currently considered most probable for the 
cubic and octahedral faces of silver in 6M AgN0 3 at 4SoC : 

E [J cm-1] 
( 100) 

(1 .9 ± 0.2) x 10-1 3 
( III) 

(2.2 ± 0.2) x 10-13 

kl [s-l cm-2 ] 1012 _ 1015 10 10 - lOll 

The variation of E and kl for both faces is within the limits 
of experimental error so that no speculations can be made from the 
variation at this stage of experimental knowledge. The variation 
of kl over an interval of several orders of magnitude indicates 
that not all adsorption sites n are equivalent for the nucleation 
process and also that their num~er or activity changes from expe­
riment to experiment. 

111.1. Kinetics of Step Propagation and Mechanism of Metal Deposi­
tion. 

In experiments with dislocation-free faces described in the 
prece~ding section, after the nucleation pulse a current indicating 
formation of a nucleus, is observed (e.g. Figure 9). Generally 
the current initially increases linearly with time goes through a 
maximum and then falls to zero within a few seconds. The integral 
of the current-time curve gives an amount of electricity equiva­
lent to the deposition of a monatomic layer. The shape of the i-t 
curves follows the growth and decay of the peripheral edge of t~5_ 
~~reading monolayer growing over and out of the face boundaries. 

In the beginning, before the step has reached the face boundaries, 
the current should follow the linear law 

(30) 

whith b the geometrical factor defined in the preceeding section. 
The propagation velocity v of the step can be evaluated from the 



574 E.BUDEVSKI 

slope (di/dt)t=O' if the geometrical form of the spreading layer 
is known. 

A precise technique, which gives information not only on the 
propagation rate but also on orientation and form of the periphe­
ral step confin~~g3Zhe spreading monolayer, was developed by 
BOSTANOV et al. ' by growing nomatomic layers on dislocation­
free faces with a rectangular elongated shape. For this purpose 
the crystal is grown, in the usual way, into a capillary of rec­
tangular (100 x 400 ~m) cross section to produce a dislocation­
free face. As expected, it was found that the current-time curve 
following the formation of the nucleus has a plateau, reflecting 
the fact that for a certain period of time, the step propagates 
with a constant length defined by the shorter side of the rectan­
gular face. 

14.---,---~----.----r---' 

12 a -@f)-._+-- (100) 

10 b-@t+--I- (lID) 
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Fig. 4 : Current plateau values 
as function of the overpotential 
for two different orientations 
of the cross-section axis of a 
rectangular (0.2 x 0.4 mm) capil­
lary with respect to the Ag sin­
gle crystal; a-along the <100> 
and b-along the <110> direction 
in th31p~~ne of the (100) front 
face. ' 

Figure 4b shows a linear relation between the current plateau 
and the overpotential.permitting determi~fti~1 of the r~te cons­
tant of step propagatlon, vir, = K [cm s V J. For thlS purpose, 
again, the form of the step and i¥s orientation with respect to 
the rectangular boundaries of the face is needed. To solve the 
problem, two orientations of the rectangular cross section of the 
capillary with respect to that of the seed crystal have been used. 
In the case of the cubic face, the orientations were chosen at an 
angle of 45° along the [100] and the [IIOJ directions. The slopes 
of the current-overvoltage curves of Fig. 4 would be independent 
of orientation if the spreading monolayer has a circular form. 
Experiment showed, however, that the slopes for both orientations 
differ by a factor of 1.42 = rz: the orientation {IOO] giving the 
higher value. It is evident that the growing monatomic layer has 
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the form of a square with the sides oriented along the [I1OJ 
direction. 

575 

Knowing the forms and the orientations of the propagating 
steps, exact values of the propagation rate constants were found 
for monatomic steps on the (100) and (111) faces of silver crys­
tals. 

K (1.00 ± 0.05) cm s-1 V-I 
v 

Under certain conditions, e.g., if a higher overvoltage pulse 
of a longer duration was ~~plied to the cell, an "activation" of 
the surface was observed. On activated surfaces, the value of K 
is roughly doubled, e.g., K (100) = 1.9 cm s-lV-1. v 

v 

Under the cited conditions (higher pulses of longer duration) 
in some cases, only one polyatomic step remained, advancing on the 
face at the lower growth overvoltage. With the Nomarski differen­
tial contrast technique used in these experiments, some of these 
thicker steps were observed directly. Figure 5 shows a IS-atomic 
step moving along a (100) face in two consecutive pos~t~ons o~er 
an interval of two seconds. From the current and the propagation 
rate, which is easily determined from the photograph, the height 
of the step ~s obtained. 

A rather unexpected fact is that the rate of propagation was 
independent of step height (up to heights of 50 to 100 A, at which 
point on concentration polarization in the solution begins to in­
terfere) giving a value of K = 1.9 cm s-IV-l, very close to that 
found on activated surfaces ~ith monatomic layers. This, together 
with the assumption that the edge of the polyatomic step is clus­
tered down to atomic dimensions could be taken as evidence for a 
direct transfer mechanism of ion incorporation. However, the steep­
ness of the step front cannot be estimated from the interference 
picture obtained with the differential contrast technique, and if 
the individual monatomic steps forming the polyatomic step front 
are sufficiently far apart, surface diffusion can not be excluded. 

~z steepness of the front has been estimated by BOSTANOV 
et al. using the decay curve of the current at the time when 
the step begins to disappear on the edge of the crystal face (Fig. 
6). Knowing the propagation velocity, the current gradient at the 
end of the current-time curve gives information on the mean step 
distance 0f the step train. A value of about 160 A for the mean 
step distance was found for the case shown in Figure 5. However, 
this value is the highest possible by this estimation technique 
because a very steep but slightly curved (e.g., radius of curvature 
of 25 cm for the 0.1 mm long front) would produce the same gradient 
as that shown in Fig. 6 . Hence, we can assume that the mean 
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step distance 2x is less than 160 !. The step height independence 
of the propagati8n rate indicates that A < 80 K. s 

Fig. 5 : Two overlapping flashlight photographs of a 15 atomic 
layer thick step advancing on a dislocation-free Ag(100) face in 
~ rect~ngular glass capillary ~~.1 x 0.4 rum cross-section) taken 
In an lnterval of two seconds. 

Fig.6 : Oscillogram of the cur­
rent decay at the moment of 
collision of a thick step on 
the face boundary edge. Time 
axis 20 ms c~21, current axis 
10-7 A em-I. 

To estimate the surface diffusion contribution, the exchange 
current density of adatoms on dislocation-free faces is ne3~e~4 
Exchange current densities were measured by VITANOV et al. ' 
From the frequency dependence of the impedance on dislocation-free 
faces. A value of i d = 0.06 A cm2 was found in 6M AgN0 3 at 
45°C on (100) silv~tasingle crystal face. With this value, and 
A < 80 !, the propagation rate constant K = vsn/n can be calcula­
t~d from Eq. (20), linearizing V(n), and sXtting tanh(x /A ) = I : 
K < 1.8 x 10-2 cm s-IV- I which is about 60 times lowerOth~n the 
e~perimental value 1.04 cm s-lV-I • We conclude that surface diffu­
sion pl~~s33 subordinate role in the electrolytic deposition of 
silver. ' If direct transfer is dominant, from Eq. (13) with 
0= 2.88! and K = 1.04 cm s-IV- I , we obtain i t = 200 A cm-2 , 
an exchange currXnt density for the step atoms 8rsabout four orders 
of magnitude higher than for the ada toms (see also section IV.I.). 

An intact dislocation-free face as cathode represents an 
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ideally polarizable electrode in the potential interval between 
the reversible potential and the nucleation overpotential threshold. 
In addition to impedance measurements, galvanostatic transients are 
useful for determination of the double layer capacitance CDL and 
the adsorption pseudocapacitance CA' For this purpose the slopes 
dll/dt at t = 0 and at t '" 4 , can be used, where, L = CDL ~ is 
the time constant for the douRte layer charging and RD the resis­
tance of the ion transfer reaction. 
The transient on a dislocation-free face should be linear after 
the deflection at t "', up to a nucleation overpotential of 
5-8 mV. Due to appreciaRte penetration of the electrolyte between 
the walls of the~ass capillary and the crystal, the transient is 
distorted to a It dependence at a very early stage. Because the 
second linear g~rt of the transient is distorted by this effect, 
VITANOV et al. used dll/dt at t = 4'DL to e 36imate the value of 
CA' In agreement with impedance measurements, a value of CDL = 
3U ~F cm-2 for the cubic face of silver was found from the ~nitial 
slopes of the transients. From the slope at t = 4'DL (where 

i/Cdll/dt)4, = CA + CDL), CA = 10 - 20 wF cm2, indicating an ad-
DL 0 -12 -2 35 

atom concentration of C d = (2 to 5) x 10 mol cm . This very 
rough estimation gives ~n upper experimental limit of cOd because 
neglect of the penetration effect produces a false incr~ase in CA' 

111.2. Deposition Kinetics on Perfect Crystal Faces 

The kinetics of metal deposition on crystal faces free from 
screw-dislocations is determined by the rate of nucleation J 
[nuclei cm-2s-1Jof new lattice nets and their rate of P3~pagatio~8 

V [cm s-lJ3~ver the face. Almost simultaneously NIELSEN, CHERNOV 
and HILLIG showed that depending on the values of these two para­
meters, two different mechamisms can be distinguished, with the 
extension of the surface playing a significant role : (i) layer by 
layer growth and (ii) multinuclear multilayer growth. 

At low overpotentials, where the nucleation time, = (JS)-l 
is much larger than the time, = Sl/2V-1 for propagatign of one 
monatomic layer over the wholePsurface, each nucleus has sufficient 
time to spread over the surface before the next nucleus is formed. 
Under these conditions each layer is formed by a single nucleus. 
The current following the development and the decay of the periphe­
ral edge of each monolayer is not stable and fluctuates with nuclea­
tion and spreading over the face. The mean current density is deter­
mined by the nucleation frequency, liT = JS, and is independent 
of the rate of propagation v: n 

i , 
n 

, 
In 

o 
i(t)dt (31) 
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With J give~3by Eq. (29), this equation originated with ERDEY-CRUZ 
and VOLMER. 
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Fig. 7 : Fluctuations of the current on a dislocation-free Ag(100) 
face at 8.5 mV, indicating periodic nucleation and spreading of 
monatomic layers. The integrals under the i-t pulses are equal to 
~ ~ 2 x 10-4 A cm-2 Different heights and forms of the pulses 
ina~cate that there are no preferential sites of nucleation on the 
face. 

Figure 7 shows the recorded fluctuations of the current from the 
deposition of silver on a (100) dislocation-free face at 8.5 mV. 
The time integral of the current in each fluctuation is equivalent 
to the deposition of one monatomic layer and the mean time int~oval 
between two acts of nucleation is inversely proportional to J. 

With growing overpotentials, the nucleation rate J increases 
much faster than the propagation rate (see Eqs. (13) or (20) and 
(29» so that the mean nucleation time T becomes much shorter 
than the propagation time T • The deposi¥ion of each layer proceeds 
with formation of a large nRmber of nuclei. The kinetics of deposi­
tion are determined in this polynuclear mechanism both by J and v. 

The k~netics4~f42ormation of one monatomic layer on an intact 
face are g~ven by , 

(32) 

The pre-exponential term gives the current flowing to the periphe­
ries of the independently growing nuclei, progressively formed with 
time (see Eq. (30». The exponential term takes into account the 
overlapping effect in terms of the Kolmogorov-Avrami formulation. 
In an early stage, before overlapping has occured, the current 
follows the quadratic equation given by the pre-exponential term. 
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Fig. 8 : Current-time transient 
in an i vs t 2 plot obtained on a 
disloc~dion-free Ag(100) face at 
14 mY. 
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Figure 8 shows a current time transient in ~~ i vs t 2 plot obtained 
on a (100) face of a silver single crystal. From the slopes of a 
series of i-t2 curves recorded at different overpotentials, the 
value of JV 2 can be obtained as a function of T). The propagation 
rate V arid its T) dependence are known (see section III). A In J vs. 
liT) analysis can then be made as described in th~3prec~ding section. 
A value of £ = 2 to 2.8 x 10- 13J cm-1 was found, in good agree­
ment with that obtained from the time lag of formation of a single 
nucleus. 

In some cases of 2D growth where active centers playa role, 
nucleus formation can proceed instantaneously from the beginning 
of the pulse. In this cas~2the current density is given according 
to FLEISCIll1ANN and THIRSK by 

i (33) 

The pre-exponential term gives the current flowing to the periphe­
ries of the N independently growing nuclei (see Eq. (30)). The 
exponential tgrm takes into account the overlapping effect. On 
dislocation-free faces the instantaneous nucleation can be simula­
ted, thus extending the possibilities of investigation of the 2D 
nucleation. 

For this purpose a nucleation pulse (T I > 8 mV and duration 
T ,) is applied to the dislocation-free fRg~ prepolarized at a 
g¥~~Eh overpotential T) < 5 mY. The nuclei created during the nu­
cleation pulse are grown at the lower overpotential of growth and 
the current transient is recorded. Figure 9 shows a transient 
recorded in this way. In Figure 10 the same transient is represen-
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ted in a In(ilt) vs t 2 plot giving a straight line as required by 
Eq. (33). 

Fig. 9 : Current transient on 
a Ag(100) dislocation-free face 
at n = 4 mV following a nuclea­
tion pulse n 1 = 17 mV, 

1 Onuc . 
T 1 = 2 ~s. Tlme scale 

nuc I . al 10 ms dlv'43current sc e 
0.4 \lA/div. 

Fig. 10 : The current transient 
of Figure 9 represenU~d in an 
In(i/t) vs t 2 plot. 

·5~----~------~------~----~ o 2 3 4xl0·3 

t2 [52) 

From its slope, Nand J = N IT are obtained. A InJ vs lIn 
analysis of J-dat~ obtained ~t §~flerent TR"cl values renders again 
E ranging between 2 ~nd 2.8 x 10-13 J cm- I •'L) 

Equation (32) gives the kinetics of monatomic layer extension. 
As nucleation proceeds continuously, however, new nuclei are for­
med on top of the deposited first layer long before it has covered 
the whole area of the face. The same happens with the third, fourth 
and so on layers as soon as they are large enough to make the nu­
cleation possible. The deposition process under these conditions 
is known as "mul tinuclear mul tilayer growth". This mechanism was 
exten~~vely theoretically inve~5igated by BOROV~NSKII and ZINDER­
GOSEN, ARMSTRONG and HARRISON and RANG*~JAN all aSsed on the 
Kolmogorov-Avrami theory, and by BERTOCCI and GILMER using 
Monte Carlo simulation techniques. Calculations have shown that 
after the initial rise, the current-time transient passes through 
several oscillations to steady down after the deposition of seve­
ral layers to the final value i (Fig. 11). The steady state current 
density is given by 

q S(bJV2)1/3 
mon 

(34) 
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where S is a constant varying around unity depending on the theory. 
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Fig. 11 : Theoretical and experimental curr4~t-time transi4uts for 
multinuclear multilayer4§rowth. Solid line; dashed line; circles 
Monte Carlo simulation; dash-dot-dash line first monolayer for­
mation. Hatched area represents the range of variation of experi­
mental i-t curves obtain45 a§ different overpotentials on disloca­
tion-free Ag(100) faces. ' All transients normalized to the 
i and t at the first layer formation. max max 

The transients of Figure I I are normalized to the parameters 
at the maximum current of the first layer formation according to 
Eq.(32): t = (2/bJV 2)1/3 and i = q (4bJV2 )1/3exp (-2/3). I ,max I ,max 1110n 
As seen from Figure II, in the initial monolayer region all 
calculated transients follow the quadratic law from the pre-expo­
nential term of Eq. (32). The theoretical curves eventually go 
slightly astray which seems to be connected with the different 
approximation used in calculating the. contribution of the 
n+l-th layer on top of the n-th layer. The most reliable results 
seem to be obtained by the nucleation and disc growth *§nteCarlo 
simulation (circles in Figure I 1) calculated by GILMER. 

Values of JV2 obtained from the slopes of i vs t 2 plots (see 
Figure (8)) can be used for the calculation of t) . and i) . ,max ,max 

These values are needed for normalization of the experimental po­
tentiostatic i-t transients (Figure 12). Potentiostatic transients 
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recorded at different overpotentials and normalized in the ascri­
bed way give49 family of curves lying in the hatched region of 
Figure 11. 

An analysis of In i as function of In(bJV 2 ) obtained from 
the initial (i-t2 region) parts of the transients showed a linear 
dependence with a slope of 1/3 as required by Eq. (34).8 has been 
found to be about 8 = 0.72. A lni vs lin plot can be used to 
evaluate the expone~tial term in JV (see Eq. (29)), and to estimate 
E. The variation of V with n, being linear can be neglected in the 
logarithmic plot of i oo • Experimentally a value of E = 2.5 x 103~340 
J cm-1 was found, in good agreement with values referred above. ' 

Despite the reported agreement with the theory, the steady­
state parts of the transients, as seen from Figure 11, lie in a 
range well below any of the theoretical curves. The most important 
fact, however, is that the first maximum of the experimental tran­
sients (Fig. 12)· lies in a range slightly below the maximum of 
the current-time curve of the first layer formation, as calculated 
from JV 2 , obtained from the initial part of the same transient. 
This is obviously impossible within the model of homogeneous nuclea­
tion. One possible explanation is to assume that nucleation occurs 
on nucleation centers. There is much evidence that active sites 
playa role even in this very simple case of metal deposition. 

Fig. 12 : Experimental current 
transient for multinuclear mul­
tilayer grm-rth. n = 14 mV. Ver­
tical sensitivity: 21..1 A/div. 
Time base: 5 ms/div. 

The logarithmic scale analysis, used in the referred experi­
ments, is sensitive to the energetics of the nucleation process. 
The good agreement between E-values obtained in so many different 
ways shows that the energetics are only slightly affected by even­
tual changes of the state of the surface. Larger deviations were 
observed in the kinetic factor kl' showing a strong influence of 
the state of the surface due mainly to active centers. This conclu­
sion seems to be supported by the rather small differences of 
"fresh" and "aged" surfaces on the propagation rate, varying not 
more than by a factor of two. 
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IV. METAL DEPOSITION ON FACES WITH EMERGING SCREW-DISLOCATIONS 

The most important factors for the process of growth in pre­
sence of screw-dislocations is the Burgers vector of the screw­
dislocation and the rotation period T of the spiral of growth. 
At steady-state when the form of the §piral remains unchanged with 
time, the current density is given by 

i = q vT-1 
"1Ilon r 

(35) 

where v is the height of the spiral step in monatomic layer units 
and is related to the value and direction of the Burgers vector. 
The reciprocal of the rotation period gives the frequency of gene­
ration of new layers. When more than one spiral is operating on 
the surface, the current is given by the sum of the contributions 
of the individual spirals. At steady-state T-1, i.e., the normal 
growth rate in monolayer units, must be constant for all spirals; 
The contribution of each spiral is proportional to its area of 
operation. The average area of operation of each spiral, however, 
is inversely 'proportional to the number of the dislocations, so 
that at steady-state the current density becomes independent of 
the number of screw-dislocations intersecting the surface of the 
growing face. 

Analytical evaluation of the form and period of rotation of 
a spiral produces some difficulties. Different approximatio~s have 
been made for the isotropic case. BURTON, CABRERA and FRANK found 
two approximations of the solution r(e) (r and e are the two-dimen­
sional po lar coordinates) describing the form 0 f the s ta tionary 
rotating spiral. The first approximation yields an Archimedian 
spiral with a radius of curvature at the center p = p . The step 
spacing is in this case uniform for the Whole spiral a = 4TIp = 
12.6p • This result corresponds to a constant radial propaga~ion 
rate,Cexcept for steps for which p is smaller than p . A second 
approximation derived by the same authors combines tffe solution 
for small r values, where the v(p) relation is taken into account, 
with the former solution valid for large r values. This solution 
yields 19.9 for the factor connecting d 3Bd Pc' which was later 
corrected to 19.0 by CABRERA and LEVINE. 

51 The case of pol~2onized spirals has been discus~3d by CABRE-
RA, KAISCHEW et al., and by CHAPON and BONISSENT. In all 
these treatments the step propagation rate was considered constant, 
independent of the step length, except for steps shorter than the 
side length I of the 2D nucleus at the given overpotential. Cal­
culation of tffe period of rotation T and the step spacing 
d = T V of the polygonized spiral i§ simplified in this case. For 
a quaar~tic spiral, the period T is 4 times the time lapse T r c 



584 E.BUDEVSKI 

needed for a new step at the center to reach the curb length I . 
Since the propagation rate was assumed constant and the form o~ 
the spiral orthogonal, the time lapse T = 1 Ivoo , hence d = 41 
or d = 8P • The spiral ledge spacings afe co~stant, independenE of 
their disEance from the center of the spiral. For a k-cornered 
spiral with I = 2 P tan (1T/k) , the ledge spirals are given by 
d = 4k P sin2(~/k). c 

c 

The assumption V = V for I = I and V = 0 for I > I is an 
oversimplification. It isooobvious th~t the time lapse T ~nd hence 
the period of rotation should in reality be larger beca~se the 
step adjacent to the new one propagates with a speed smaller than 
V • The calculation is complicated because the propagation rate 

co • 
of all the adJacent steps are also I dependent so that the propaga-
tion rate of the spiral is given by a system of differential equa­
tions. S! numerical calculation of this system was given by BUDEVSKI 
et al. who found that, irrespective of the form of the spiral, 
the period of rotation of a polygonized spiral is 

T 
r 

19p Iv c co 

and hence from d T v wi th eq. (28) r 00 

d 19p= 19£/q n c mon c 

(36) 

(37) 

The situation becomes more complicated when two or more dis­
locations with their centers located at distances comparable to the 
site length I of the critical nucleus are operating simultaneously. 
It is beyond the scope of this lecture to go into details of the 
problem and the reader is ~dvised to consult the review article of 
BURTON, CABRERA and FRANK. 

The step density L , important for the calculation of the 
current density accordi~g to Eq. (22) or (24), is given by (see Eq. 
(37) ) 

L = d-1 = q n 119£ 
s mon c 

(38) 

The spicals of growth, consisting of steps with a height of 
the order of the atomic radii, are unobservable with normal micros­
copic techniques. A pyramidal pattern is observed instead, with 
slopes of pyramids determined by the step height and the step dis­
tance : 
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tan a vh /d mon 
vh q n /19E 

mon lIlon c 
(39) 

hmon is the height of a monatomic layer on the respective face and 
v the number of layers forming the spiral step, related to the 
Burgers vector of the dislocation. As seen from Eq. (39), the slope 
of a pyramid of growth is proportional to overvoltage. 

In a number of electrocrystallization cases, pyramig215~rg,t27 
patterns as well as spirals of growth have been observed.' , , 
Generally, the relief of growth has a complex character. Simpler 
conditions are found only on a relaxed surface, where only few 
dislocations are operating. Figure 13a shows the quadratic pyra­
mids of growth observed on cubic face. 

a b 

Fig. 13 : Pyramids of growth on an Ag(100) face (a) and on an 
Ag(111) face (b). A triangular stripe is visible on each of the 
triangular pyramids on the (111) face (b) propagating down to the 
base of the pyramids, produced by a short change of the overpoten­
tial during growth at constant overpotential. The photograph is 
made one second after the pulse application and can be5~sed for a 
direct estimation of the spiral step propagation rate. 

On an octahedral face the pyramids are triangular as shown in Figu­
re 13b. The pyramids of growth are considered to be a macroscopic 
picture of the spirals of growth. The reasons for the latter sta­
tement are : (i) the slopes of the pyramids depend on overpotential 
(see Figure 13b); (ii) the pyramids appear always on the same 
sites of the face. For anodic dissolution, an etch pit is produced 
at each of these sites. 

IV. 1. Current Density and Morphology of Growth.. 

On surfaces with a higher degree of perfection (e.g., Figure 
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13), the growth patterns are relatively stable. The pyramids 
have equal and uniform slopes. The step density defined by n is 
also uniform. The current density as function of the overpotential 
is then easily obtained by insertion of Eq. (38) into Eq. (22),(23) 
or (24). For small n values, the exponential functions V(n) and 
As can be linearizedCgiving a quadratic dependence of i on nco 

From an experimental point of view it is better to represent 
the current density in terms of the propagation rate V which 
under certain circumstances is experimentally directlyOOaccessible. 
From Eqs. (35) and (36) with Eq. (28) one obtains 

i 
vq 2 

man 
19 E 

V n 
00 c (40) 

For theoretical considerations V can be taken from Eq. (20) for 
the surface diffusion case or fr~m Eq. (13) for the case at direct 
transfer, with results identical to those of the preceding para­
graph. The propagation rate V can also be obtained from direct 
experimental measurements. Itoohas been shown that in the case of 
silver, V is linearly dependent on overpotential : V = x n . 
This is, incidentaly, consistent with theoretical equ~tion¥ c(20) 
and (13) for the small n values used in the experiments. Hence 

c 

i 
vq 2x 

man v n2 
19 E c 

(41 ) 

This quadratic overvoltage relation has been experimentally 
investigated for ~£lver deposition on (100) faces of Ag crystals 
by VITANOV 2~ al. From the experimental i - n~ plot, shown in 
Figure (14), it was found that E = 2.4 x 10 13 J cm- 1 

3 

4 6 

11' [mV2] 

8 10 

Fig. 14 : Steady-state current­
overvoltage dependence in an 
i vs. n2 plot on an Ag(100) 
f~ce in ~M AgN0 3.at 45~C. Screw­
dlslocatlon denslty 1 7 5 x 10- 4 

disl. cm-2290vervoltage is iR 
corrected. 
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The spiral steps have been assumed as monatomic (i.e., ~ = 1) and 
x has been taken from propagation rate measurements of single mo­
nXtomic steps (see section III) or from the spiral step propagation 
rate directly as obtained from experiments illustrated in Figure 
(13) . 

The experiments described are a good quantitative verification 
of the theory of Burton, Cabrera and Frank. 

Verification of the theory of spiral growth makes it possible 
to grow crystal faces at a given overvoltage and, after a regular 
surface profile is obtained, to stop the growth and calculate the 
step density from Eq. (38). In addition to the technique for pre­
paration of dislocation-free, atomically smooth faces, the descri­
bed technique for preparation of electrode surfaces of known pro­
file is important for the investigation of electrochemical phenome­
na on solid surfaces. 

An instructive example is the exchange rate measurements on 
faces prepared by growth at different overpotentials. 

0 

0.6 

.--
....... 
E 0.4 
~ « 

0.2 

f1 [mY] 

Fig. 15 : Dependence of the exchange current density on step den­
sity on an Ag(100) face intersected by screw-dislocations (ca. 
5 x 10-4 disl. cm-2 ). Before each series of impedance measurements 
for the evaluation of the exchange current density, the face was 
grown at the indicated overpotential (iR-corrected) until a steady­
state profile was obtained. Step densities Ls 3~13~~ged from the 
overpotential of growth according to Eq.(38). • , 
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It was found by VITANOV et al. 34 that the exchange current density 
is strongly influenced by the surface profile and is proportional 
to step density, as shown in Figure (15). The step density was 
calculated from the overvoltage at which the faces were grown and 
Eq. (38). As seen from Figure 15, the overall exchange current 
density depends linearly on step density 

L : i = i d + s 0 o,a 
value an exchange 
cation-free faces 

. (T) 
l.o,st L , giving for the 

s 
current density equal to 
: i d = 0.06 A cm-2 , 

o,a 

extrapolated (for L = 0) s 
that obtained on dislo-

(L) From the sl~e of the i - L dependence, the value of 
i = 5.2 x 10 A cm-1 h~s be~n found. This value can be used 
f8t S Ehe evaluation of the exchange current density of step atoms 
assuming that the observed catalytic effect of the step is extended 
to a distance not higher than one atomic diameter. With 
dA = 2.88 !, a value of i t = 180 A cm-2 can be found, corres-

g 0, s 

ponding perfectly to the value obtained from the propagation rate 
measurements described in the section III. 

V. ELECTROLYTIC PHASE FORMATION 

On a foreign metal substrate, and in most of the cases of 
like-metal substrates, the first step of metal deposition is the 
formation of, nuclei of the depositing metal. The kinetics of nuclea­
tion of the new metallic phase, its forms, and rate of growth, 
often have a dominant role in determining the overall deposition 
kinetics as well as the properties of the metal deposited. 

The equilibrium form of a crystal is defined by the Gibbs-Curie 
condition for minimal surface energy at constant volume and is des­
cribedby the distances of the corresponding faces from a central 
point as given by the G~§~glWulff theorem. This theorem has been 
generalized by KAISCHEW for the case of equilibrium form on a 
substrate. The problem of the growth forms is much more complicated. 
Theoretically the growth form is confined by the slowest growing 
faces. Under idealized conditions these are the faces having a close 
packed structure (singular faces) which are restricted to grow over 
the 2D nucleation mechanism. Crystal defects, particularly screw­
dislocations, can enhance the rate of growth of singular faces, 
while adsorption effects inhibit the growth of nonsingular faces. 
In electrolytic metal deposition, diffusion and electric field 
effects can additionally influence the forms of growth of crystals 
making prediction of the growth forms a difficult task at this 
stage of knowledge. 

The formation of nuclei of a new phase can be considered as 
a sequence of bimolecular reactions in which every cluster of one 
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class transforms into th52next higher or lower by attachment or 
detachment of one atom: 

±Al ±Al 
Al ~ AZ ~ A3' .. ~ ... ( 42) 

589 

At equilibrium, all rates of the attachment and detachment reac­
.tions are equal 

(43) 

Imere W (N) and wd(N) [s-l] are the frequencies of the attachment/ 
detachm~nt of one atom to/from a cluster of N atoms. ZO(N) [cm-Z] 
are the corresponding cluster concentrations at equilibrium. 
ZeN = 0) corresponds to the number of adsorption sites Z of the 
substrate per unit area and w (N = 0) = w (0) to the imp~ngement 
rate of atoms from the parentaphase per aasorption site. If all 
w (N) and wd(N) are known, the equilibrium cluster partition func­
tron ZO(N) can be calculated. 

If an overpotential is applied, a net flux of clusters to 
higher classes is set. At steady-state, the flux 

J N 1,2,3, ... S 

a~ wel~2as the concentrations ZeN) are constant. The BECKER and 
DORING approach leads to an equation giving the nucleation rate 
as a function of the attachment/detachment frequencies (see also 
refs. 63 and 22) 

J 
S-I N 

w (O)Z /[1 + L: ,II wd(i)/waCi)] 
a 0 N=I l=1 

(44) 

Using the attachment/detachment frequencies as defined by KAISCHEW3 

(see ~qs. (I) and, (2)) it.is e~sy.to6~hg~ that the products in the 
denomlnator contaln the d:Lssoclatlon' energies CP, and the 

l.s overpotential nc as an exponential term 

N 

kN exp[(NCPk,s - L: CPo )/kBT] exp(- Nze n /kBT) 
i=\ l, soc 

(45) 
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where kN includes the product of the N preexponential constants 
from the wd/w ratios, as well as an entropy term arising from the 
use of dissociation energies. The sum E~. gives the dissociation 

1,S 
energy of the cluster including its interaction with the substrate. 
The term N~k - E~. = ~(N) represents the difference in the ,s 1,S 
energy of N atoms of the bulk crystal and that of the N atoms in 
the cluster. This difference can be considered as the excess sur­
face free energy of the cluster b66ause it arises from the unsatu­
rated bonds of the surface atoms. A comparison with Eq. (25) 
shows then that the exponent of Eq. (45) is equal to the energy of 
formation of a cluster of size N : 

~GN ~ - Nze n + (N~k - E~. ) o c ,s 1,S 
(46) 

With increasing N the sum L@. tends to N@ because more 
and more atoms are found in a kinR'~osition in t~eSprocess of 
disintegration of the cluster. Therefore the ~GN value, being posi­
tive at small N values, rises initially, passes over a maximum and 
becomes negative only at larger N valu¥s. The size N* of the cluster 
where ~GN reaches its maximum value ~G is known as the critical 
cluster size because further growth is connected with a decrease 
of ~G and proceeds spontaneously under the action of the overpoten­
tial n . 

c 

If the bond energies between the crystal atoms themselves 
and those between them and the substrate are known, the value of 
~GN can be calculated as ~5function of N. In Figure 16, ~~ is 
calculated as by STOYANOV as a function of N at different 
~~(= ze n ) values; ~k and ~i are calculated from the respective 
bond engr~ies between first neighbors ~l for the cluster atoms and 
~ for the cluster atom-substrate interaction (no solvation effects 
h~ve been considered in this calculation). The procedure is compli­
categ7if a fixed crystal lattice arrangement of the atoms is impo­
sed. But this has little or no physical meaning because at room 
temperatures small atomic aggregates have an increased mobility, so 
that only close packed arrangements can be considered as in the 
referred calculation of Stoyano¥. It is of interest to note that 
with changing overpotentials, N , being an integer, changes by 
discrete values only. Hence, a supersaturation*interval of stabili­
ty can be ascribed to each discrete value of N . 

With increasing N, however, this atomistic method based pri­
marily on lattice bond energies becomes quite intricate and can 
be replaced by classical thermodynamic methods where macroscopic 
quantities can reasonably be applied. 
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-N 
Fig. 16 : Gibbs free energy of formation of clusters as function 
of size N at different supersaturations ~~. ~k and ~. are calcu­
lated from 1jJl and 1jJ = 1jJl and the number of first nei~bors of 
the cluster config~ation of lowest ~G value (five fold65ymmetry, 
close-packed structure) is given according to STOYANOV. 

As shown already, the term N~ - E~. gives the excess 
free energy oS of the small crystaf'~ttribat~d to the unsaturated 
bonds of the surface atoms. If a crystalline cluster in contact 
with a substrate is considered, the different crystallographic 
faces and the interface b~undary have different 0 values, so that 
~(N) = Eo.S., or ~(N) = S.(o. - S) + Eo.S. in the case of hetero-

~ I J J I I 

geneous nucleation. Here, S~ is the area of the crystal-substrate 
interface, o. the surface ftee energy of the crystal face J In 
contact5ifi6~Jthe substrate and S is the crystal-substrate adhesion 
energy. 

In this case ~GN can be given by 

-'Nze 11 
o c 

* + S. (0. - S) + Eo. S. 
J J I ~ 

(47) 

The maximum value of ~G can be obtained from d~GN/dN = O. 
But differentiation of Eq. ~~7) with respect to N is possible only 
if a relation between S., S. and N is found. Such a relation exists 
only if a specific geom~tridal form is considered. For any given 
geometrical form, the surface area S of the form is related to 
its volume by S3 = BV2, where B is a factor depending on the form, 
e.g., G = 36TI for a sphere and B = 63 for a cube. The maximum value 
of AG is found then at 
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(48) 

with the value 

(49) 

vm is t~e volume occupied by one a~om in the crystal lattice and 
a = [S.{a. - S) + Ea.s.J/s, has the meaning of an average speci­
f~c surfacJ energy, hls1been introduced for abbreviation (note 
that for a given geometrical form a does not depend on the size 
of the crystal). Equations (48) andg(49) are quite general and do 
not depend on the form of the nucleus for which they have been 
used. The only factors that have to be considered are the geome­
trical facto'r B and the mean specific ~urface*energy a , which 
vary from form to form changing the ~G and N values §ccordingly. 

The lowest value of ~G* of interest for the evaluation of the 
nuclea~ion rate equation is that for which ~(N) has a minimum,i.e., 
the ~G value of the Gibbs-Wulff-Kaischew equilibrium form defined 
by a./h. = (a. - S)/h. = const, where h. and h. are the distances 
of tfle faces i and ofJthe contact face j from the Wulff point res­
pectively. The term a S/3 in Eq. (49) can easily be obtained from 
t~is relation as func~ion of aI/hI and thi volumi of the crys.al 
V = (1/3) .E.h.S .. Then bearing in mind V = v Nand S3 = BV 2, 

1,J 11m 

one obtains, as shown by KAISCHEW,59-61 

a./h. = (a. - S)/h. = ze n /2v • 11 J J oc m 
(50) 

This is a general form of the well known Gibbs-Thomson equa­
tion relating the size of the critical nucleus and its equilibrium 
form to the overpotential. 

* According to KAISCHEW, the Gibbs free energy ~Gc 
formation in the heterogeneous case is related to ~G c 
cleat ion in a homogeneous phase by 

of nucleus 
for the nu-

(51) 

* d * . where V an V are the volumes of the nucleus 1n the homogeneous 
phase agd that in contact with the substrate. Equation (51) follows 
directly from Eqs. (48) and (49). It is self-evident that Eq. (51) 
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is valid only if clusters of the same geometrical form, e.g., the 
equilibrium form, are compared. 

The linear dimensions h. of the critical cluster are determi­
ned according to Eq. (50) bylthe overpotential. The presence of 
the substrate affects only the value of h., i.e., the distance of 
the Wulff point from the contact interfac~. The larger the value 
of the adhesion en~rgy S is, the smaller is the thickness and 
hence the volume V of the critical cluster. If different orienta­
tions of the clust~r with respect to the substrate are considered, 
this would mean that the orientation showing the highest crystal­
substrate interaction S would have the smallest volume and accor­
ding to Eq. (51) the lowest energy of formation. When the substrate 
is noncrystalline and does not exert orientational effects on the 
nucleus, the face with the most close-packed structure would corres­
pond to this requirement. Or from the point of view of the energe­
tics of the nucleation process on a nonstructured surface the most 
favoraple orientation is that at which the nucleus is in contact 
with its most close-packed singular face with the substrate. As 
a matter of fact, no change of orientation of the nucleus can be 
expected going to higher overpotentials for energetical reasons 
only. 

V~I. Th~ Nucleation Rate Overpotential Relation. 

The interpretation of the nucleation rate equation in terms 
of its overpotential dependence is rather illigible as represented 
in the form of Eq. (45). It has been shown in the preceeding sec­
tion that the terms.IT wd(i)/w (i) contain the energy of formation 

l= 1 a 

of the cluster of class N and also that at a given overpotential 
~G has a maximum for the critically sized cluster. If all terms 
otNer than that of the critical cluster are neglected, Eq. (45) 
reduces to 

J (52) 

where ~l includes constants which can be derived from2~q. (45) : 
kl = k w*Z . Equ~tion (52), known as the VOLMER-WEBER equation, 
gives th~oggh nG the overvoltage dependence of the nucleation rate. 
In the derivation here, two sighificant approximations are made 
clear: (i) the contribution of all terms, other than that of the 
critical nucleus to the nucleation rate, is neglected and Cii) the 
existence of parallel reactions to the equilibrium form reaction 
has been disregarded. 

For low overpotentials, where approximation (i) is rather poor, 
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the size of the nucleus becomes larger and the sum in the denomina­
tor of Eq. (45) is composed of a large number of terms, it can be 
replac62 by an integral. The integration, donZ2b~8B6GKER and 
DORING for liquid droplets, and by KAISCHEW ' , for cubic 
crystals, leads to an expression of the form 

J (53) 

The comparison of this equation with Eq. (52) shows that the 
contribution of the omitted terms in the derivation of Eq. (52) 
can be accounted for by the introduction of the factor 
r = (~G /3nkBTN 2)1/2known as the Zeldovich nonequilibrium fictor. 
The att~chment frequency to the nucleus the critical size, w , 
depends on the form of the nucleus and on the chosen mechani~m of 
deposition (direct transfer, surface diffusion, etc.). Z is the 
number of sites per unit area where nucleation can start? For a 
homogeneous surface Z is ~iven by the adsorPiion sites for ada toms 
and is of the order o~ 10 1 cm-2 • The factor k contains the vibra­
tional frequencies of the cluster atoms in the positiong4i with 
respect to the frequency of vibration of the kink atoms and can 
be assumed to be of the order unity. However, the inclusion of an 
entropy term, particu~arly when dis~ociation energies are used for 
the calculation of ~G , makes the k value largely uncertain. It 
was emphasized that configurations other than equilibrium (Wulff­
Kaischew) can contribute to the overall nucleation rate. Kaischew 
and Stoyanov have shown t~Bt at low overpotentials this contribu­
tion becomes appreciable. 

.. * * ... The uncerta1nty 1n Z , w , k , and the contr1but1on rat10 of 
nonequilibrium configurat~onsadiscredits to a large extent the 
attempt to quantitatively evaluate the nucleation rate. Neverthe­
less, better understanding of the factors determining the pre-expo­
nential term in Eq. (52) has obviously been achieved. F071 more 
detait~, refer to t~3 review articles of HIRTH and POUND NEUGE­
BAUER and TOSHEV. 

Experimentally, howli!ver, it seems that little progress has 
been made since the evaluation of the Volmer~eber equation in 
1926. The experimentalist is bound to use Eq. (52), disregarding 
the small dependence of k1 from nc (~erived from the Zeldovich 
factor or the attachment frequency w ). 

a 

Introducing ~G* from Eqs. (51) and (49) into Eq. (52), the 
overpotential dependence of the nucleation rate can be obtained in 
the form 

log J (54) 
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where 

(55) 

. d */ * .. ~nclu es, thr~~gh V V, the cluster~substrate ~nteract~on. The 
J-~ relation shows ~ sharp rise in J above a critical value, 
belgw which the rate of nucleation is negligibly small. The shape 
of the curve is very similar to the ones discussed in section III 
and presented in Figure 2. 

With increasing overpotentials, the number of atoms N* for­
ming the critical nucleus, reduces dramatically to only several 
atoms. Macroscopic quantities, such as volume, surface, surface 
energies, etc. lose their physical meaning in such cases, and the 
use of atomic theory becomes reasonable. The atomistic approach 
for calculation of nucle,~i9~ rate dependence on supersaturation 
was first used by WALTON ' and was dev6~0~6d later into a gene­
ral nucleation theory by STOYANOV et al. ' 

For small 
denominator of 
to that of the 
simplification 
configura tions 
a toms in small 
(46) gives 

J 

65 76 . 
clusters, STOYANOV' shows that all terms ~n the 
Eq. (44) can reasonably be neglected with respect 
critical nucleus where ~GN has its maximum. Further 
results when only close packed structures or atomic 
are considered, because of the high mobility of the 
atomic aggregates. Equation (44) with Eqs. (45) and 

N 
- L<P. ) /kBTJ J,S 

(56) 

where the asterisk denotes the values w , k and N for the critical­
ly sized nuclei. The attachment frequen~y of an atom to the criti­
cal cluster, proportional to the cathodic component of the exchange 
current, is given by : w ~ exp(1 - S)ze ~ /kBT. Equation (56) 
can then be rewritten a,c 0 c 

* * . log J = A(N ) + [N + (I - rnJ ze ~ /kBT 
o c 

(57) 

where A(N*) includes all *onstants in the pre~xponent~al term of 
Eq. (56) as*well as the N dependent term - (N <Pk - ~<P. ). In 
Eq. (57), N is overpotential dependent, but cleatfy can~t~e only 
discrete values. As seen from Figure 16, an overpoten.ial interval 
of stability can be found for any discrete value of N • Therefore, 
while the second term in Eq. (57) changes linearly with ~ with 
a slope depending on N , the first term (giving the inter8ept of 
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the ~og J - n relation) takes on only discrete values depending 
on N • Conseqfiently, the log J - n dependence at high overpoten­
tials is composed of a series of linear sections with slopes chan­
ging wi ththe size of the cluster passing from one overpotential 
interval to the other. 

V.2. Comparison with Experimental Data 

Several techniques have been developed to investigate the rate 
of nucleation. Earlier methods were based on galvanostatic techni­
ques. 77he first to use this technique were SAMARTZEV an~8EVSTRO­
PIEV. 7bater it was refined in experiments of SCHOTTKY and 
GUTZOV, but because of the high sensitivity of the nucleation on 
overpotential,the results are difficult to interpret. Potentiosta­
tic techniques give better results. "The simplest potg8tiostatic 
technique, used by KAISC~W, SCHELUDKO and BLIZNAKOV and by 
SCHELUDKO and BLIZNAKOV~ is to form an.ove~potential pulse on the 
electrode and to measure the time that a current begins to flow. 
The technique allows the estimation of the average time '1 needed 
for the formation of the first nucleus. Determination of '1 by 
J-l involves difficulties conne93ed with non-stationary processes, 
discussed in detail by TOSCHEW. 

The most straightforward test of the nucleation rate equation 
is to plot the number of nuclei per unit area as a function of time 
at different overpotentia2§. The double pulse technique developed 
by SCHELUDKO an§2!Q~OROVA was successfully used in a wide range 
of experiments. The electrode is conditioned at the equilibrium 
potential of the deposited metal and a short overpotential pulse 
is applied. The nuclei formed during this first nucleation pulse 
are grown with a second, lower overpotential pulse. The amplitude 
of the second growth pulse is at an overpotential lower than the 
critical value so that no nucleation can proceed. The duration of 
this pulse is chosen so that nuclei formed during the first nuclea­
tion pulse can grow to a size visible under a microscope. Figure 
17 shows Hg droplets formed on a spherical Pt single crystal elec­
trode. The nuclei were formed with a cathodic pulse of 87 mV and 
a pulse duration of 1.5 msec and grown at 20 mV for about 3 sec 
until they became visible. The nuclei density is determined simply 
by counting the number of droplets for a given surface area of 
the electrode. The technique, being based on visual counting, al­
lows determination of nucleation rate on different crystallographic 
zones of single crystal electrodes. In other words, it allows the 
discr~wi~~tion of differently active zones on the electrode sur­
face. ' 

A modification of the double pulse method is to record the 
current transient following the first pulse. From the slope of the 
i vS. t 1/ 2 plot, the number of the growing nuclei can be determined. 
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This tec~~que has been successfully used by GUNA~~ggNA, HILLS 
and McKEE and GUNAWARDENA, HILLS and MONTENEGRO ' for calcula­
ting the number of nuclei following a galvanostatic or a potentio­
static pulse. From an experimental point of view this modification 
is more easily performed especially where large number of nuclei 
have to be counted. However, this method, based on additional as­
sumptions and calculations, should always be carefully checked by 
the visual technique described above. 

Fig. 17 : Hg droplets formed on a 
spherical Pt single crystal elec­
trode. Nuclei formed at n 1 = 
87 mV, T = 15ms, nuc. 86 
n th gU20 'mV, T wth = 3 sec. grow gro 

Fig. 18 : Experimental plots of 
the number of nuclei vs, time in 
the electrodeposition of mercM§Y 
on Pt after TOSHEV and MARKOV. 
The figures denote the corres­
ponding nucleation overvoltage. 
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Figure IS shows experimental plots of the number of nuclei 
vs. time (i.e., vs. the nucleation pulse duration) at different S9 
overpotentials in the electrodeposition of mercury on platinum. 
The steady-state nucleation rate (dN/dt = const) is clearly set 
only after an induction period. This induction period has been 
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treated in terms of nonstationary effects associated with the read­
justment of the surface to the new overpotential conditions. 

A detailed mathematical analysis based on the Zeldovich­
Frenk§O formulation7~f the nucleation kinetics was given by KASH­
CHIEW and TOSHEV. 

From the linear part of the Nit curves (Figure (18», the 
steady-state nucleation rate J for different overpotentials can be 
evaluated. Figure 19 represents a typical J vs. lin plot for the 
system of Figure 18. c 

..., 
a .: 

b 

IjlmV] 

Fig. 19 : Experimental steady­
state nucleation rate J values 
calculated from the data of 
Figure 18; (a) in an ln J vs 
1/n2plo91and (b) in an ln J vs 
n plot. 

The analysis of the data according to Eq. (54) shows that in the 
overpotential interval 84-106 mV studied, the value of ~G* va-
ries between 8.4 x 10-20 and 5.3 x 10-20 J, while the number of 
atoms forming the critical nucleus varies between 13 and 6 (N* is 
estimated from N* = 2~G*/ze n which follows directly from Eqs. 
(48) and (49).The low numbe~ gf atoms does not permit the use of 
Eqs. (54), (48) and (49) since they are based on macroscopic quan­
tities. The same experimental results are represented again in 
Figure 19b in a log J vs n plot according to Eq. (57) of the small 
cluster model. The two slo~es of the plot give 10 and 6 atoms for 
t~e cri~!c9t_~~cleus in the intervals 84-96 and 96-106 mV respec­
tl.vely. ' 

The apparent agreement with theory should be treated cautious­
ly. All of these experiments were done over. a relatively small 
overpotential interval and no more than one cusp, i.e., two slopes, 
of the log J/n curve was observed. Determination of the number of 
atoms of the c?itical nucleus is not a good criterion for the 
validity of the small cluster model equation. Furthermore, it does 
not lead to any conclusion about the free energy of nucleation or 
forces of interaction among the cluster atoms or between them and 
the substrate, which would be the ultimate goal of a nucleation 
rate study. 
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Nevertheless, the comparison of theory to a large number of 
experiments by different authors leads to the important conclusion 
that log J vs l/n2 plots give reasonable results with respect to 
the number of ato&s and free energy of formation of6Sh91 critical 
nucleus. Table I, collected by MILCHEV and STOYANOV' shows 
results treated according to both models. The number of atoms of 
the critical cluster in all cases is far too low to make a classi­
cal treatment acceptable, but coincides well in both treatments. 
A comparison of the atomistic with the classical treatment is given 
in Figure (1gb). The dashed line represents the straight line of 
the log J vs 1/n2 plot of Figure (19a) obtained by the least square 
method and plott~d in the coordinates of Figure (19b). The clos­
ness of both curves, in most of the cases, suggests that both the 
classical equation, Eq. (54), and the atomistic equation, Eq. (57), 
coincide in the high overpotential region. The atomistic model 
better represents the experimental results with discrete lines, as 
required by Eq. (57). By lowering the overpotential as the n 
intervals of constant cluster size N become narrower, the e~peri­
mental results are expected to be re~resented better by the clas­
sical eq~ation, Eq. (54). How far the values of 6G and the quan­
tity o'3V /V obtained from the classical plot at higher overpoten­
tials Eali b~ trusted is still an open question. A detailed ~~alysis 
of this problem was recently done by MILCHEV and VASSILEVA. 

V. CONCLUSIONS AND OUTLOOK 

The basic principles of electrocrystallization seem to be 
well established. Significant progress has been made in the last 
two decades forward an understanding of the 'energetics of the nu­
cleation and growth processes. The kinetics of growth has been 
well developed theoretically and confirmed experimentally in iso­
lated cases. Further development of concepts of the state and be­
havior of the crystal-solution interface as well as in the under­
standing of the activation and inhibition of the nucleation and 
growth processes is needed. 

Three dimensional nucleation theory is still at a very early 
stage of development. Significant progress has evidently been made 
by the introduction of the atomistic theory. We are obviously still 
far from an adequate understanding of the processes of nucleation, 
cluster orientation, grain growth interaction, dendrite formation 
and properties of bulk deposits. 
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RECRYSTALLIZATION 

H. GLEITER 

University of Saarbrucken 
6600 Saarbrucken, West Germany. 

I. INTRODUCTION 

We shall be concerned in this lecture with the discontinuous 
recrystallization mechanisms by which pure metals and alloys repair 
the structural damage caused by mechanical deformation. For compre­
hensive reviews of the existing body of experimental observations, 
the theories proposed, and discussions of the ?p~n issues, the 
reader is refferred to the existing literature.' The recrystal­
lization process involves the nucleation and growth of new crystals 
in a material with a high density of defects. Hence, attention has 
to be focussed primarily on two problems : (i) the formation of 
the new crystals and (ii) the growth process of the new crystals. 

II. NUCLEATION OF NEW CRYSTALS 

Any theory of discontinuous recrystallization must account for 
.the experimental observation that discontinuous recrystallization 
always involves the formation of new crystals with a low defect 
density growing by the migration of an incoherent interface (high 
angle grain boundary) into the surrounding deformed lattice. Five 
models have been advanced to explain the nucleation of the new 
crystals. 

a) CZassiaaZ nuaZeation theory has been applied to recrystallization3 
The new crystals are formed by fluctuations in posi tion of a group 
of atoms sufficiently large to release strain energy larger than 
the interfacial energy created at the matrix/nucleus interface. 
For thi~ model tq be realistic, large local elastic strains (~ 20%) 
have to be postulated. 
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Fig. 1 : (a) Optical micrograph of a Fe 3 % si crystal deformed by 
rolling and annealed for 25 min. at 600°C. In the deformation bands 
(horizontal lines) the recrystallization nuclei have formed first.9 
(b) Microstructure and diffraction information across a deformation 
band (Fe-3% Si annealed for 1280 min at 400°C). The subgrains are 
highly elongated in the rolling direction. The diffraction patterns 
1 and 4 were taken on either side of the band. Thegtotal misorien­
tation across the band is 38° in a distance of 4 ].l. 

Homogeneous classical nucleation was shown to be impossible4 
due to the small driving force and the high energy of the matrix/nu­
cleus interface. Heterogeneous nucleation is in principle possible 
on P5eexisting boundaries if the local strain energy is sufficiently 
high. 

b) The growth of polygonized subgrains 6,8 either from sharply 
curved regions in a deformed crystal which polygonize most rapidly, 
or from a subgrain growing in a recovered cell structure (Figs. la,b). 
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In both cases the effective nucleus must differ substantially in 
orientation (100 to 150) from the surrounding crystal in order to 
have a high mobility interface. 

The nucleus may acquire the cri~ical misorientation of 100JOoII 
15°, either by subgrain coalescence or by slow subgrain growth.' 
Evidence in favor of both processes has been presented. Apparently, 
the structure of the deformed material, the mobility and structure 
of the subboundary, the stacking fault energy, and the impurity 
content are some of the factors that control which mechanism is 
more likely. 

c) The process of strain-induced boundary migration. 12 ,14 
In this process the sub grain or subgrains of one grain adjacent to 
a pre-existing high-angle boundary grow by migration of that boun­
dary into the neighboring grain (Figs. 2a,b). 

d) The mart~nst5ilf'lechanism~ the so-called "reverse Rowland" 
transformat~on. ' 

e) Catalysed nucleation~8 Subgrains, capable of growth, do not 
grow until the potential nucleus is touched by a migrating boun­
dary. This catalysed nucleation is assumed to be due to the release 
of internal stresses. 

A B A 

BEFORE MIGRATION AFTER START OF MIGFlATION 

a b 

Fig •. 2 .. (a) Strain induce~ bo~da~ migration64 ; (b) Model for the 
stra1.n ~nduced boundary m1.grat1.on. 

The existing large body of experimental evidence (for a review 
see Ref. 19) seems to suggest that all nuclei exist within the de­
formed matrix. These nuclei require a.high (IO Q to \5°) local miso­
rientation. This is present within the material, for example at 
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pre-existing grain boundaries, deformation bands, shear bands or 
generally within the deformed material if the deformation was 
severe. Probably, no single one of the above models is correct for 
all metals and all degrees of deformation. The model c) seems to 
be dominant at small strains. At higher strains, the formation of 
new grains by one of the other mechanisms seems to be the faster 
process. 

III. CRYSTAL GROWTH 

After new crystals have been nucleated in the deformed material, 
recrystallization proceeds by the growth of these newly formed 
crystals. The understanding of this growth process is primarily 
concerned with the atomistic mechanisms by which the nucleus/matrix 
interface migrates into the surrounding strained material. In 
principle, the growth process involves the migration of a high 
angle grain boundary. Therefore, attention will be focussed on 
this problem. Two models for the description of the atomistic pro­
cesses involved in migration of such a boundary have been proposed. 

Fig. 3. Grain boundary migration in terms of the step model. The 
lower crystal may grow by the transfer of atoms form the steps at 
the surface of the upper crysta10to the steps on the surface of 
the lower crystal or vice-versa. The two "stepped surfaces" are 
indicated by broken lines. 

h d I f b .. 20 . b d . . In t e step mo e 0 oundary m1grat10n, gra1n oun ary m1grat1on 
is envisioned as the transfer of atoms from atomic steps on the 
surface of the shrinking crystal to steps on the surface of the 
grow~fg crystal (Fig. 3). The dislocation model of boundary migra­
tion proposes that the migration of a grain boundary occurs by 
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the climb of boundary dislocations (Fig. 4) and, thus, involves 
the transfer of ato'f from one crystal to the adjacent crystal 
across the boundary, 

Fig. 4 : Ball model suggesting the kind of atom 'movements that 
may accompany grain boundary migration according to the dislocation 
model. The atom ItA" is removed from the upper crystal by diffusion 
and the atom "B" by shear and a shuffle is transferred to the lower 
grain. The extra half plane of the dislocation is indicated by a 
lin: ~d 1~e ,darker balls. The dashed line indicates the boundary 
posJ.tJ.on. 

Physically, both mechanisms are interrelated. In fact, they seem 
to be two descriptions in different terms of the same physical 
process. The apparent difficulty of the dislocation model for 
migration is the necessity for shear to accompany migration since 
the Burgers vector of the climbing dislocation in general has a 
component parallel to the boundary that causes boundary shear. 
Since this is not observed in most cases, the model requires the 
additional assumption that for the appropriate dislocation confi­
guration the shea22 caused by migration sum t02~ero. If the boun­
dary conformation or the migration mechanism remain constant, 
the migration rate of a boundary is linearly related to the diffe­
rence in the Gibbs free energy ("driving force") between the strai­
ned matrix and the growing crystal. The proportionality factor is 
called the boundary mobility (m). The boundary mobility has been 
shown (in the case of dilute eu-ed-alloys) 2~ be the same for re­
crystallization as for other driving fo 2Se2s . Experimental studies 
of grain boundaries in different metals ' (e.g. Au, AI, Cu, Ni, 
Pb, Cd, Bi, W, Z,) show that decreasing temperazyre and vacancy 
supersaturation as well as increasing pressure and solute 
concentration result in lower boundary mobilities and, hence, smal­
ler recrystallization rates. Special (low energy) boundaries are 
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observed to have a higher mobility than random (high energy) boun­
daries provided the other conditions (temperature, solute concen­
tration etc.) are the same. These f~~d~ggs have been rationalized 
in terms of the following processes,' The effect of solute 
atoms on the boundary mobility results from the ~8a§Oforces exerted 
by the impurity atoms at the migrating interface,' Since the 
impurity drag depends on the boundary velocity, a non-linear rela­
tionship between boundary mobility and driving force results. Howe­
ver, recent investigations have shown that even in pure materials, 
drag forces may control mobility. ~r 33neration of vacancies and 
dislocation by migrating boundaries ' may generate drag forces 
(vacancy or dislocation drag) comparable to or larger than impurity 
drag effects. The effect of pressure and of vacancy supersaturation 
ahead of the boundary on the migration rate was interpreted in 
terms of the free volume fluctuations in the grain boundary core. 
The elementary step of boundary migration is assumed to involve 
atomic rearrangements in boundary regions of enhanced free volume. 
The correlation between the atomic structure and the mobility of 
a boundary results primarily from two effects. In solid solutions, 
solute segregation (and, hence, solute drag) depends strongly on 
the boundary structure in the sense that high energy boundaries 
experience the maximum solute drag force. The second effect is due 
to the intrinsic boundary structure. Theoretical and experimental 
observations suggest high energy boundaries to have a larger free 
volume than low energy structures and, hence, the atomic rearrange­
ments involved in the migration process may be easier in these 
interfaces. 

IV. STRUCTURE OF MOVING BOUNDARIES 

In the discussion so far (and in most papers on recrystalli­
zation) it was assumed that the structures of grain boundaries are 
similar either at rest or moving. However, there is now a body of 
evidence (enhanced dislocation absorption3~ enhanced boundary dif­
fus ion~ 5,36 precipitate growth37 , 38) which do not agree with this 
assumption. Grain boundaries may have structures, either when moving 
or when static but at high temperatures, which are different from 
their static and low temperature counterparts. This view is also 
supported by recent observations of the di~9ontinuous precipitation 
reaction at high and low energy boundaries . However, for the 
present, it is difficult to derive a specific model for the struc­
tural changes that may occur when a boundary starts to migrate. In 
addition, there are also other factors in which a moving interface 
may differ from a static one - e.g. in defect concentration, dis­
location configuration, or solute distribution. 
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V. REDUCTION OF DEFECT DENSITY DURING RECRYSTALLIZATION 

Any theory of recrystallization must account for the following 
two facts. (i) The defect density in the recrystallized state is 
several orders of magnitude (typically 106 -107 cm-2) lower than in 
the deformed state. (ii) The density of certain defects (e.g. dis­
locations, coherent twin boundaries) in the recrystallized material 
is higher than the thermodynamically expected equilibrium density. 

Reduction of the defect density during recrystallization may 
be understood in terms of the structural (non-equilibrium) defects 
in grain boundaries discussed in the chapter "On the Structure of 
Grain Boundaries in Metals". According to these results, two mecha­
nisms of absorption of vacancies by a migrating grain boundary may 
be distinguished. In boundaries deviating little from a low energy 
structure, vacancy absorption occurs by the climb of (equilibrium) 
structural boundary dislocations. in high energy boundaries, vacancy 
absorption may occur by the delocalization of the vacancy, involving 
atomic shuffling processes in the sense that the free volume of 
a lattice vacancy entering the boundary is partly spread in the 
boundary and partly removed by a relaxational motion of the two 
crystals forming the boundary towards one another (cf. Figs. 19 
and 20 of lecture on the structure of grain boundaries). The model­
ling of the absorption of lattice dislocations ~y grain boundaries 
is still not fully resolved. Three models have been advanced (cf. 
chapter "On the Structure of Grain Boundaries in Metals"). The 
dissociation model describes the incorporation of lattice disloca­
tions into grain boundaries in te4ijs of a dissociation reaction ~yto 
(intrinsic) boundary dislocations. In the delocalization model, 
the incorporation process is proposed to depend on the boundary 
structure. In the case of high energy boundaries (with closely 
spaced intrinsic dislocations), the incorporation of a lattice 
dislocation in a boundary is envisaged to occur by widening of the 
dislocation core in the boundary plane. A dissociation description 
loses its physical signific~~ce due to the high dislocation density. 
In the strain sharing model, the lattice dislocation entering 
the boundary repels the neighboring structural dislocations so 
that its strain field is effectively spread out in the boundary 
plane. 

The non-equilibrium density of dislocations and twin boundaries 
in recrystallized materials has been explt~ned in terms of growth 
accidents or boundary migration processes during recrys~allization 
(for a review cf. ref. 44). Recent investigations of the defect 
structure in crystals swept by a migrating boundary led to the 
conclusion t~~t the crystal behind a mi~4ating boundary contains 
disl~ras~ons (Fig. 5) twin boundaries (Fig. 6) and also vacan­
cies ' which are generated during the transfer process of atoms 
across a ~igrating boundary. ~e generation of these defects seems 
to have the following reason. 
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Fig. 5 : Micrograph (a) and 
synchroton X-ray topography (b) 
of dislocations generated during 
grain boundary migration. Fig. 5a 
shows the dislocations (revealed 
by etch pits) generated by a grain 
boundary moving through a pratical­
ly d~3~ocation free sin~e crystal 
of 81. The boundary mIgrated 
in the upper direction. Fig. 5b 
sho~s the disloca~ion~ in a gr~~n 
durIng recrystalllsatlon of Al. 

If all atoms transferred across a recrystallization front 
(migrating boundary) would be perfectly incorporated into the lat­
tice of the growing crystal, a defect free crystal would result. 
Howether, with increasing boundary migration velocity, an increasing 
fraction of atoms is not incorporated into perfect lattice sites 
(growth accidents). Depending on the position of the displaced 
atoms, a point defect, a dislocation, or a two-dimensional defect 
may result (cf. ref. 44). In addition to growth-accident formation, 
twin boundaries may also be formed by a dissociation reaction of 
a pre-exi~~ing boundary into a twin boundary plus a new high-angle 
interf~3e46 (Fig. 6). Recent observations by synchroton X-ray topo­
graphy , suggest that stresses and spiral growth processes 
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coupled with the solid state growth of a crystal result in the 
emission of dislocations from a migrating interface. Since these 
mechanisms are also likely to operate during recrystallization, 
the non-equilibrium density of dislocations observed in as recrys­
tallized materials may be in part due to a process of this type. 

Fig. 6 : Electron micrograph of a 
grain boundary (53°<110» that 
"decom]>Qsed" into a coherent twin 
boundary (straight horizontal h5 
line) and a new boundary (bulge). 

VI. RECRYSTALLIZATION OF MULTI-PHASE MATERIALS 

Some of the effects involved in the recrystallization of mate­
rials with more than one phase will be outlined by considering the 
following three modes of recrystallization of multiphase materials. 

(i) The second phase forms during recrystallization (of super­
saturated solid solutions). 

(ii) The second phase is present in the form of dispersed par­
ticles before the deformation occurs. 

(iii) The second phase is present in the form of a duplex struc­
ture. 

For a comprehensive review of this 'field (also covering other 
recrystallization modes), the reader is referred to refs. 47 - 50. 

VI. 1 • Recrystallization of Supersaturated Solid Solutions 

The recrystallization kinetics of supersautrated solid solutions 
are 70nt:olled by the mutual ~nfl~nce of pr~§ipitation an~ recrys~ 
talhzatl.on process as shown l.n Fl.gs. (7a,b), On the basl.s of thl.S 
diagram, three regimes of the recrystallization behavior may be 
distinguished. 
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Fig. 7 : Recrystallization kinetics of supersaturated solid solu­
tions. (a) Schematic phase diagram. An alloy of concentration c 
is homogenized at the temperature TH subsequently quenched to T~ 
and plastically deformed in the supersaturated state. (b) Tempera­
ture dependence of the start of precipitation and recrystallization. 
t start of precipitaiton in the undeformed alloy, t' at disloca­
tIons, tB start of recryst~~ization in.a s04~d solut~on t' same 
process lnfluenced by preclpltated partlcles p 

T > TI : recrystallization is affected by segregation only and no 
preclpltation occurs. TI > T > T2 : same as in the first regime. 
However, precipi tation occurs after completion of recrys talliza"tion. 
T < T2 : precipitates influence the rearrangement of defects in the 
deformed matrix and the kinetics of the recrystallization process. 
During recrystallization, the volume fraction of precipitates grows. 
This may result in a slow-down of recrystallization. If the retar­
ding force excerted by the precipitates and solute atoms on the 
migrating boundary exceeds the free energy difference between the 
deformed and recrystallized material, the discontinuous recrystalli­
zation process comes to an end. The various types of recrystalliza­
tion diagram (Fig. 7) have been experimenta14~ ~~nfirmed for diffe­
rent supersaturated deformed solid solutions. ' 

VI. 2. Influences of Dispersed Particles on Recrystallization. 

Experimental observations on the acceleration and retardation 
of recrystallization by second phase (non-deformable) particles 
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suggest the following four parameters are crucial for recrystalli­
zation kinetics of those materials. 

Interparticle spacing. Closely spaced particles may retard or 
inhibit recrysta50ization whereas widely spaced particles accele­
rate the process, 

Particle size. The dependence on particle size is less well 
established. For alloys with large interparticle spacing showing 
accelerated recrystallization, the recrystallization t!fle55a~1 
temperature) is reduced as the particle size increases. ' , 
In general, the particle size and spacing varies during recrystal­
lization due to coarsening processes which may result either from 
particle drag by the migrating boundary (Fig. 8) (for a review we 
r:fer 38 60 f • 59) or from dissolution and re-precipitation of par­
t1cles. ' 

Fig. 8 : Micrograph of a particle 
free band behind a boundary that 
migrated toward the lower edge 
of the figure. The particles in 
the band were dragge§9along by 
the moving interface. 

Particle strength. Deformable P~4t!5Ies and gas bubbles(pores) 
generally retard recrystallization ' whereas the inhomogeneous 
s7rain in the vicinity of ~on-~efg~able (or fracture~) hard ~ar­
t1cles promotes recrystall1zat1on, except at very h1gh stra1ns 
where the refinement of dispersion becomes so large 5~at retarda­
tion effects similar to deformable particles dominate 

The effect of particles on the deformed state may be summarized 
as follows. At small strains (E < 0.3) widely spaced part~cles (dia­
meter> O.2ll) result in large local lattice rotations which join 
up to form deformation zones as the' particle distance decreases. 
For small (diameter < O.lll) particles, the dislocation density is 
higher, the cell structure more diffuse, and the cell size is smal­
ler than for a particle free material under comparable 59nditions. 
Stored energy measurements for both types of materials indicate 
that except at lowest strains, the major influence of the particles 
on the deformation structure is on the dislo~,tion dis~ribution 
rather than on the total dislocation density, 
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Fig. 9 (a) Light micrograph of the formation of recrystallized 
grains at a hard5tnclusion (slag) (Fe 0.23% C, 50% deformea recryst. 
42 min at 550°C). (b) Electron micrograph of the same process, 
as shown in Fig. 9a at a TiC particle in a HSLA-stee15yith 0.26 wt% 
Ti, 0.14 wt% C, 90% deformed, recryst. 650 h at 550°C. 

These findings may be rationalized in terms of the following 
basic processes. The presence of large lattice rotations at (hard) 
second phase particles stimulates the nucleation of new grains at 
or in the vicinity of the particles as observed in several alloys 
(Fig. 9). Although accelerated nucleation kinetics are expected 
in the presence of large hard particles, the overall recrystalli­
zation kinetics depend on the particle spacing. At large particle 
spacings,the growing nuclei interfer little with the particles and, 
hence, an overall accelerated recrystallization is observed. However, 
if the average interparticle spacing is very small, the particles 
are likely to interfere with the growing crysta47so that the crystal 
size is limited to the average particle spacing. 

In alloys conta~n~ng small particles, the nucleation sites 
must be presumed to be similar to those in single phase material. 
The growth kinetics of a nucleus in such a material are then control­
led by two opposing effects. The stored energy increases due s§ the 
presence of the particles and the retarding force (Zener drag ) 
due to the interaction of the moving grain boundaries with the 
particles. If the first effect is outweighted by the second one, 
retardation results, otherwise the recrystallization kinetics are 
accelerated. In addition to Zener drag, dissolution and reprecipi­
tation of particles by a migrating graigoboundary may be of impor­
tance for the recrystallization process (Fig. 10). The observed 
kinetics of the dissolution process led to diffusion rates in mi­
grating boundaries that were several orders of magnitude larger 
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. . . f f h 36 f h h . than 1n stat10nary 1nter aces 0 t e same type. So ar t e p YS1CS 
of this extremily rapid diffusion process is poorly understood. 

Fig. 10 : Dissolution of Ni3Al 
particles by a recrystallization 
front. The deformed matrix ahead 
of the front contained coherent 
Ni 3 Al particles that were dissol­
ved by the recrystallization 
front and ~recipitat:d ~5 the 
recrystall1zed materlal. 

VI. 3. Recrystallization of Deformed Coarse Duplex Structures 

Duplex structures are of interest since they provide a favora­
ble combination of relatively high strength and fracture toughness. 
They differ from dispersion hardened alloys in the sense that the 
volume fraction of the constituent phases is comparable and the 
topological arrangement may be described as a polycrystalline 
mixture of crystals of all phases. The recrystallization of defor­
med duplex structures has been inves6tgg3ed considerably in the 
case of a/S -brass as a model system. ' Concerning the recrystal-
lization modes of this duplex system, two cases may be distinguished. 
The most simple case results if the structural equilibration and 
the recrystallization temperatures coincide. If they do not, recrys­
tallization and precipitation occur simultaneously, as the volume 
fraction and composition of the constituent phases vary in order 
to equilibrate according to the temperature variation. In the simple 
case of identical recrystallization and equilibration temperature, 
slightly (£ < 40%) deformed a/S-brass alloys exhibit continuous 
recrystallization of the a-phase followed by a discontinuous recrys­
tallization process of the a-phase. The long range ordering reaction 
in the a-phase (below 454°C) reduces the incubation time for recrys­
tallization in the a-phase. The a-phase of highly deformed (£ > 70%) 
alloys recrystallize above 500°C by a combined diicontinuous trans­
formation and recrystallization of the deformed S -phasi (S* is the 
phase into which 8 transforms upon heavy deformation; 8 has a 
distorted f.c.c. lattice) into dislocation-free 8. Below 500°C 
recrystallization involves simultaneous precipitation and recrys­
tallization starting from the regions of the former phase boundaries. 
This'generates a fine-grained two-phase microstructure. If the equi­
libration and recrystallization temperatures are not identical, the 
thermally induced interface boundary migration modifies to the 
recrystallization processes described above. 
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VII. FINAL REMARK 

The purpose of this lecture was to highlight some aspects of 
our present understanding of recrystallization phenomena without 
intending to be encyclopedic. Thus, a number of cruci~l aspects of 
recrystallization have not been considered, e.g. the structure of 
the deformed state, recrystallization textures,secondary and ter­
tiary recrystallization, effects of trace impurities, dynamic re­
crystallization and recovery. Concerning these problems and the 
relevant li~erature, the reader is referred to the review articles 
mentioned. ' 
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IMPURITY EFFECTS IN CRYSTAL GROWTH FROM SOLUTION 

ABSTRACT 
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Impurities can affect all stages of the crystallization process. 
Since they simultaneously influence kinetic and thermodynamic fac­
tors, they induce, at least theoretically, conflicting effects on 
nucleation and growth mechanisms. Kinetics are mostly slowed down 
by the presence of the impurities and only a few examples are known 
where they enhance growth rates. Adsorption of impurities occurs 
in kinks, steps or on the surfaces between the steps. The impurity 
molecules are either separated or linked to each other in the two 
dimensional adsorption layers which may include solute and solvent 
molecules. When adsorption differs on different crystal faces, the 
relative growth rates of the faces can change, sometimes resulting 
in habit modifications. Adsorption models and parameters relevant 
to habit changes are reviewed and a few examples are noted. 

1. INTRODUC TION 

Impurity and additive are terms which often have the same mea­
ning in the vocabulary of crystal growth from solution. Even if 
the latter is generally more suitable, it appears that the former 
is more commonly used. Impurities playa role at all stages of 
the crystallization process. Their most visible effects concern 
the nucleation and growth rates of the crystals, often resulting 
in important habit changes. Impurities can affect solubility and 
consequently supersaturation when they interact with the solute, 
the solvent and the crystal. Complexes in the solution or mixed 
adsorption compounds at the crystal-solution interface can also 
form. Due to the adsorption. some conflicting effects occur between 
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the kinetic and thermodynamic factors involved in crystallization. 
The mechanisms of the impurity action were often investigated but 
in recent years there have been fewer studies devoted to this field 
of basic research. On the other hand,impurities are more and more 
used in the chemical industry to control nucleation and growth. 
The use of impurities allows improvement of the quality of the 
products by changing properties such as size, size repartition, 
shape and apparent density of the crystals. Impurities are also 
employed to prevent caking and to facilitate storage and package. 
The different aspectf_ft the impurity effects havT5~18en been 
reviewed in journals or in specialized books. In the 
remaining chapter we will summarize the essential features of 
crystallization in presence of impurities. 

II. THERMODYNAMIC AND KINETIC EFFECTS 

Same impurities are practically immovable from the crystal 
surface whereas others can move easily. The different exchange 
rates with the bulk of the solution results in different effects 
on the crystallization process. If the exchange rate of the impu­
rity molecules is much higher than the exchange rate of the growth 
units, then adsorption mainly affects the surface and edge free 
energies of the crystals. Conversely, if the exchange rate of the 
impurity is low with respect to that of the solute, then adsorption 
has an important infl~ence on the kinetic factors involved in 
nucleation and growth. 

In order to discuss these impurity effects, we will examine the 
simplest nucleation and growth rate equations (full developement 
o~ these equations is beyo~ thr9~2?pe of this paper). The nuclea-
t10n frequency J may be wr1 t·ten as : 

J K exp - ----------------- (I ) 

where c' is a shape factor of the crystal and ~ the volume of a 
molecule in the crystal. The parameters kB and T are the Boltzmann 
constant and the temperature. If activities are not available, the 
supersaturation ratio x/X can be expressed in terms of mole frac-
tions. s 

We see from eq. (I) that an impurity can affect the nucleation 
rate either through the kinetic factor K or through the thermodyna­
mic parameter y (the surface free energy of a crystal face). Within 
a very simplified model, where the face is made up of only one type 
of adsorption site on which the adsorption follows a Langmuir 
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. h h .. f' 8,22-24 
~sot erm, t e var~at~on 0 y ~s : 

(2) 

where s is the area of the adsorption site and e the degree of 
coverage of the surface by the impurity. 
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A crystal face grows either by two dimensional nuctgaZ!£27or 
by a spiral mechanism. In the former case we can write' : 

(3) 

(4) 

where R and R are the growth rates resulting from a mononucleation 
or a po~ynucleRtion mechanism. In the former case, it is assumed 
that every two dim'e.nsional nucleus of height d has enough time to 
spread over the face of area S before another one is formed. In 
the latter case, several nuclei form at the same time and the growth 
rate becomes a function of the lateral velocity v of the steps of 
the nuclei. The two dimensional nucleation frequency is : 

(5) 

where c' and K2 are also shape and kinetic factors, while A is 
the edge free energy of the nuclei. 

F· 11 . f h k 1 b f' 1 h' 28 ~na y, ~ growt ta es pace y means 0 a sp~ra mec an~sm : 

vd 

Yo 
(6) R 

where yo is the equidistance between the steps of the growth spiral. 

c' A a c' A a 
Yo c' r~ (7) 
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the approximation being true only if the supersaturation ratio is 
low (0- = (X - X )/X). The tenns which have not yet been!,defined 
are "a" the len~th ~f a molecule in the crystal and r~ the cd tical 
radius of a circular two dimensional nucleus. The factor c' depends 
on the spiral shape, being c' = 19 if the growth spiral is circu­
lar. 

Returning now to the impurity effects on the growth rates, we 
see that adsorption influences either the kinetic parameters (K2,V) 
or the thermodynamic parameters A on which the size of the critical 
nuclei and the equidistance between the steps of the growth spiral 
depend. 

II. I. Impurity Effects on Nucleation Rates 

As an example, consider the crystallization of sodium perborate 
(NaB02' H202' 3H20) from an aqueous solution containing as a sur- 30 
factant the sodium salt of the sulphated butyl ester of oleic acid. 
Two kinds of nucleation experiments were performed, in both cases 
the mass of the precipitated sodium perborate being recorded as a 
function of time. The firs"t was made at constant impurity concen­
tration (30 ppm) with different supersaturations (Fig. I). 

mIg) 
2 86 1.77 1.75 1.70 1.68 1.63 

50 100 

Fig. 1 : Mass of sodium perborate 
precipitated as a function of 
time, at different supersatura­
tion ratios, from aqueous solu­
tion containing 30 ppm of the 
sodium salt of the sulphated 
butyl ester of oleic acid (SEO) 
(after ref. 30) 

It clearly appears that the higher the supersaturation ratio, the 
lower the induction time, i.e. the easier the nucleation. All 
curves are similar, suggesting that the nucleation mechanism is 
not altered by the presence of the impurity. Only the nucleation 
rate is slowed down with respct to the pure solution. 
The second kind of experiment was made at constant supersaturation 
with different impurity concentrations (Fig. 2). From here it is 
seen that nucleation becomes very slow, requiring larger induction 
times when the impurity concentration increases. 
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Fig. 2 : Mass of sodium perborate 
precipitated as a function of 
time, at a constant supersatura­
tion ratio (1.68), from aQueous 
solutions containing different 
concentrations (ppm) of SEO 
(after ref. 30). 
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The impurity has three main effects : it decreases the nuclea­
tion rate, increases the induction period (time before nucleation 
occurs) and disturbs the nucleation process which becomes more or 
less irregular. The two former points are generally va1J.id whereas 
the latter one seems to have some connection with the nature and 
size of the impurity. Since experimentally the nucleation rate 
decreases in the presence of the impurity, one should conclude 
that the kinetic factor K decreases more rapidly than the thermo­
dynamic parameter y (eqs. (1,2)). However, eqs. (I) and (2) give, 
at least theoretically, the possibility to get a larger nucleation 
rate due to the impurity. As a matter of fact, the size (e.g. ex­
pressed by the radius of the critical nuclei) depends on ~e surface 
free energy and the supersaturation according to the Gibbs-Thomson 
equation: 

.fE­
r (8) 

When adsorption occurs it decreases y (eq. (2)) and consequently 
r*. Thus, the size of the critical nucleus in an impure solution 
is smaller than the size of the critical nucleus in a pure solution 
at the same supersaturation. The decrease of both nucleus size and 
surface free energy causes a lowering of the activation free energy 
of the process (eq. (1)). Nevertheless, this has never been obser­
ved and two points can accoun§ for the fact that active impurities 
always inhibit the nucleation. First, adsorption mostly takes place 
at the growth sites of the clusters. Therefore, only a few impurity 
molecules are necessary to inhibit their growth, while the effect 
on the surface free energy y is still negligible. Second, the bnpu­
rities, especially long chain compounds and surfactants, are able 
to form compact adsorption layers which can drastically decrease 
the exchange kinetics of the solute molecules between the b~tk 
and the cluster surface, without noticeable variation of y. 
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11.2. Impurity Effects on Growth Rates 

The relationships between impuriies and growth rates have been 
extensively reviewed with special attention to theoretical problems, 
regarding the adsorption models, the nature of adsorption sites or 
some pecul!a7if}ef4dYS.to adsorption of long chain compounds and 
copolymers " " Here also we can expect conflicting effects 
due to the kinetic and thermodynamic parameters in eqs. (3 - 7). 
In almost all cases, the presence of impurities decreases the 
growth rate of the crystal faces. There are a few exceptions to 
the rule such as the growth from aqueous solution of the (100) and 
(I I Ij2faces of lead nitrate (Pb(N0 3)2) in the presence of methylene 
blue. At constant supersaturation a = 0.08, the growth rate 
increases with impurity concentratio~ passes through a maximum when 
the impurity concentration is in the range of Sg/l, then it decreases 
rapidly and is nearly zero at an impurity concentration about SOg/l. 
Another example concerns the growth of sodium triphosphate hexahy­
drate Na5P30106H203~rom aqueous solutions containing dodecylbenzene 
sulphogate (DOBS). At a = 0.80 for instance, the growth rate of 
the (010) and (001) faces decreases continuously when the DOBS 
concentration increases. At a DOBS concentration of 20mg/l, (010) 
growth is completely blocked. On the other hand, (100) grows faster 
than in a pure solution up to a DOBS concentration of about 10mg/l 
and decreases again for higher concentrations. In both these examples, 
adsorption influences first the edge free energies of the growth 
layers whereas the effect on the kinetic parameters becomes preva­
lent at high impurity concentration. 

The general rule is, however, that impurities decrease the growth 
rates even at very low concentration. Adsorption seems not to 
change the growth mechanisms of the crystal faces. The growth rate 
curves, R(a), keep the same shape regardless of the growth mecha­
nism, being only shifted towards higher supersaturation values when 
the impurity concentration increases. Examples can be found inl3h34 
case of spiral growth (sucrose grown in the presence raffinose ' ) 
or in the case of growth by two dimensional nucl33tion (hexatriacon­
tane grown in the presence of dioctadecylamine). The above conclu­
sionsare valid when the impurity does not induce steric effects. 
It concerns only small impurity molecules easily removed from the 
crystal surface. In this case, growth is regular : to each pair of 
supersaturation and impurity concentration corresponds a given 
growth rate. 

This is not always true when large impurity molecules are invol­
ved such as long chain compounds, surfactants and copolymers. There 
are important steric effects since the molecules are anchored at 
several points of the crystal surface. Growth becomes irregular, 
sometimes irreversible. The crystal surfaces are strongly disturbed 
eventually exhibi ting large growth hillocks. 
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Fig. 3 : Growth rate of the (110) 
face of hexatriacontane grown 
from heptane in presence of a 
copolymer of ethylene vinyl ace­
tate. The concentrations are 0, 
50, 100 and 150 ppm for the cur­
ves O,A, Band C respectively 
(after ref. 36) 
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Such phenomena were observed on hexatriacontane crystals grown 
from he~6ane in the presence of a copolymer of ethylene vinyl 
acetate and on sodium perborate crys511s grown from aqueous 
solutions in presence of a surfactant. The R(a) curves can be 
explained in the following way. As the impurity concentration 
increases, they are shifted towards higher values of the supersa­
turation (Fig. 3). They can be more or less parallel b~t in all 
cases critical supersaturations must be overcome for growth to 
occur. In some cases, the growth rate is either zero (below the 
critical supersaturation) or the same as that observed in a pure 
solution (above the critical supersaturation). This means that 
the curves A, B, and C in fig. 31if shifted laterally can coincide 
with curve o. The interpretation is that both the adsorption 
kinetics and the exchange kinetics with the bulk of the solution 
are low, resulting in a progressive poisoning of the faces. Growth 
can start only from the clean areas between the impurities. This 
is possible only at high supersaturations where the critical size 
of the two dimensional nuclei is small enough. 

III. ADSORPTION SITES AND ADSORPTION LAYERS 

According to the nature of the solvent and of the crystal, 
impurity molecules adsorb separately onto the crystal surfaces or 
in the kinks and steps. They can also condense to form two dimen­
sional adsorption compounds made up either by impurity molecules 
or by associations between impurity, solvent and solute. To distin­
guish between the different cases is often difficult because the 
crystal-solution interface cannot be investigated directly. Actually 
it is likely that adsorption occurs successively in different 
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sites according to the impurity concentration. This was demonstra­
ted in the cas~So~9the adsorption of cadmium ions'on sodium chlo- . 
ride crystals.' At very low concentration, the high energy sites 
(kinks) are filled immediat~ly (FJg. 4). Then, when the cadmium 
concentration increases, adsorption takes place in sites of inter­
mediate and low energies. Nevertheless, from a theoretical stand­
point it is always assumed that only one type of sites is occupied 
by the impurity. The different adsory!~on possibilities and several 
examples have been reviewed recently and we will describe only 
the main characteristics hereafter. 

510 

111.1. Adsorption in Kinks 

Fig: 4 : Adsorption isotherms 
of cadmium ions on the {111} 
faces of sodium chloride crystals. 
Degree of coverage as a function 
of the impurity mol fraction 
(after ref. 38) 

Since growth proceeds only through kinks, adsorption of impu­
rities in kink sites decreases the number of kinks available for 
growth. Due to partial poisoning of the kinks, the distance between 
those free of impurity increases. The effect is more pronounced 
when the adsorption energy is high, i.e. when the exchange kinetics 
with the bulk of the solution or with the surface is low. In order 
to account for the difficulty encountered by a molecule to find 
and enter a kink, severa128e~0E~~tion factors were introduced in 
the growth rate theories.' . For instancelSit2growth is 
controlled by surface diffusion, the BCF theory , includes 
two factors which can play a role for growth in pure or in impure 
solution. The growth rate is : 
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R 
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tanh 2; 

s 

629 

(9) 

where n is the number of solute molecules adsorbed per unit area, 
o the vgtume of a molecule in the crystal, while D and x are 
the coefficient and the mean free path of surface ~iffusign respec­
tively. The retardation factor Co which is the2Rrobability of fin­
ding a step and a kink, is rather complicated. Some values have 
been tabulated as a function of the distance between kinkslSnd of 
the diffusion lengths onto the surface and into the steps. The 
retardation factor 13 for entering the kinks is simpler : 

DS Tk yo 
[I + -- tanh (_)]-1 

a x 2x 
(10) 

s s 

where Tk is the relaxation time before entering the kink. When 13 
is very small, i.e. when I is negligible in eq. (10), Tk becomes 
the rate determining step in eq. (9) (aasuming that Co = 1). 

Adsorption in kink sites was assumed in the case of ammonium 
sulphate crystals4 (NH4)2S04' grown from aqueous solutions poisoned 
by chromium ions. 3 The growth rate decreases drastically and there 
is polygonization of the growth spirals which are elliptical when 
growth occurs in pure solution. Kinks are also poisoned in the case 
of sodium chlor~~~4grystals grown in the presence of a sodium sul-
phate impurity. It is possible to achieve complete growth 
inhibition by poisoning only 5 % of the surface as shown by the 
adsorption isotherms of trinitroli (m~7hylene phosphonic acid) 
adsorbed on barium sulphate crystals. If growth is carried out 
by two processes,through free kinks on one hand and through p~!soned 
kinks on the other hand, the total growth rate of the face is : 

R. 
1 

(1 I) 

Roo being the lowest possible rate when e = t. The degree of cove­
rage of the face depends on the impurity concentration C .. If 
the adsorption isotherm is a Langmuir type 1 

e 
BC. 

1 

+ BC. 
1 

(12) 
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(where B is a constant), eq. (II) can be rewritten as 

n. 
~ 

with n. 
~ 

B 
- + c. 
~ 

R JR. 
00 

R. BOISTELLE 

(I3) 

A plot of 1/(1 - n.) vs lie. gives straight lines from which it 1S 

possible to determine B and~noo' 

111.2. Adsorption in Steps 

Adsorption in steps has ~een assumed when AD: cr~stal~8a~9 
grown from aqueous solutions in presence of chromium ions. ' 
With 15 ppm of impurity, the lateral velocity of the steps is re­
duced three fold. Individual steps are promoted instead of step 
bunches as in a pure solution. The interpretation is that bunching 
is only possible if there is a cooperation between dislocation 
groups. This happens if the distance betleen two dislocations is 
smaller than twice the critical radius r2 of the two dimensional 
nucleus stable at "the given supersaturation (Eq. (7)). Since adsor­
ption decreases both the edge free energy of the steps andr2" , 
bunching is prevented. Similar changes of the step shape were also 
observed on sucrose cr~6tals grown from aqueous solutions in the 
presence of raffinose. 

The reduction of the step spre~!g2 rate which results from 
impurity adsorption is interpreted on the basis that a step 
section can move only if the distance d sepa~ating two impurity 
molecules adsorbed along the step is d < 2 r2' If this condition 
is fulfilled, the step can bow out and pass between the anchored 
impurities. Its curvature increases and its velocity decreases. 
The average step velocity is therefore proportional to the fraction 
of unpinned step length. If v. and v are the step velocities in 
presence of impurities and inla p~oe5folution respectively, we have, 
for a given impurity distribution' : 

v. 
1 

v (d - pd + p) pd (I4) 

where p = I - 8 is the probability of finding a site along the 
step whithout impurity, when the degree of coverage of the steps 
by adsorbed impurities is 8. The probability of finding a gap of 
length m (in molecular spacings) is 82 pm. The step veloci ty is pro­
portional to the fraction of step length which can move, i.e. the 
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sum of all lengths greater than d times the probability of each. 

Another expression also proposed for the reduction of the ste~2 
velocity, taking into account the radius of curvature of the step 
is : 

v. 
l 

v (1 - 2 r~/z) 1/2 

. h . .. 28 f h . whlc lS an approxlmatlon 0 t e equatlon 

v. 
l 

(15 ) 

(16) 

An analogy is made between the radius of curvature r of the step 
and the average impurity separation z which is assumed to be uni­
form. If r and z are larger than 2r"2, the step can fister through 
the impurities. Equations (15) and (16) are identical for z = 2r~ 
and z = 00, If the impurities are arranged in a two dimensional 
lattice o.~2spacing z and density d, we have z = d- 1/ 2 and eq. (15) 
becomes 

V. 
l 

1/2 1/2 
v (I - 2 r~ d ) (Il) 

At any impurity concentration there is a critical supersaturation 
depending on r~, below which growth is completely inhibited. 

111.3. Adsorption on Surfaces 

Adsorption on surfaces between steps was assume~8w~9n ADP crys­
tals grow in the presence of aluminium and iron ions.' The edge 
free energies are assumed to be unchanged, this view being suppor­
ted by the observation that the activity of the growth centers 
does not change significantly. Actually, it is difficult to know 
whether adsorption takes place into the steps or onto the surfaces. 
If the impurities are strongly adsorbed on the surface, they are 
almost immobile and the steps which move along are rapidly pO~2oned 
and stopped by a pair of impurities. The model proposed above is 
also valid in this case. If adsorption takes place on the surface, 
the number of sites available for the solute molecules is reduced 
in such a way that there is a significant decrease in the flux of 
growth units towards the steps and the kinks. An approximate expres­
sion for the growth rate of a face covered by surface ad~o~ytion has 
been given elsewhere and applied to experimental results.' The 
number of growth units is assumed to be directly proportional to the 
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fraction of free surface so that the step velocity is 

v v (I - 8) (18) 
i 

111[4. Adsorption Layers 

A special kind of adsorption on the surface concerns the two 
dimensional adsorption layers which form when lateral interaction 
energies between molecules are strong. An important property of 
these layers is that they are stable evJn8when the concentration 
in the bulk of the solution is very low' , lower than the concen­
tration necessary to stabilize the corresponding three dimensional 
phase. In most cases, the composition of these layers is unknown. 
Several exam~les have been discussed on the basis of crystallogra­
phic aj~ects. In a very favj§able case, owing to adsorption iso­
therms and epitaxy studies it was shown that cadmium does not 
adsorb alone on the sodium chloride faces, but that it is associa­
ted with sodium and water in the shape of a mixed salt 
Na2CdCl4 • 3H20. This conclusion was drawn from the fact that the 
number of cadmiums ions adsorbed on different crystal faces of 
sodium chloride are the same as those contained in the contact 
planes of the mixed salt in epitaxy on these faces. 

[00.1] 

t Cd N~2 Cf4 ,3H2O 

~ 
1/ 0 1/ 0 II 0 9 0 II 

8 0 8 0 8 0 8 0 

0 0 0 0 0 0 0 

0 0 0 0 0 0 0 0 0 
0 0 0 0 

0 0 0 0 0 0 0 0 

• Cd 
NaCI ~ o H2 O 

oNa o CI 

[111] 

I 

Fig. 5 : Two dimensional adsorp­
tion layer of Na2CdC14'3H20 
on the (111) face of sodium chlo­
ride (after ref. 39) 

Figure 5 shows a two dimensional adsorption layer on the (111) 
face of NaCI when CdCl2 is added to the solution. Close to the 
NaCI surface, cadmium ions can take the place of sodium ions within 
the chlorine octahedra above which the adsorption layer extends 
by sodium and water. The whole layer has the composition, the struc­
ture, and the thickness of a slice dO 3 of the mixed salt 
Na2CdC14·3H20. The fit between adsorp~ion layer and crystal surface 
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is perfect even if there are steps as depicted on fig. 5. Similar 
layers were a!~o5~ssumed to exist on other NaC15~aces : 
Na2HgClq' H20 ' on (100) and NaqFe(CN)6' 3H20 on (100) when 
HgC12 and Fe(CN)~- ions are added to the solutions. Mixed salts also 
occur frequently when urea cryst~!lizes from aqueous solutions in 
the presence of inorganic salts. 

IV. NATURE OF THE IMPURITIES AND HABIT CHANGES 

The overall shape of a crystal is made only of faces with the 
slowest growth rates. When the-bnpurities have different growth 
inhibiting efficiency on different crystal faces, theses faces do 
not maintain the same relative growth rates with respect to each 
other. Accordingly, habit changes become possible. Since growth 
kinetics are involved, the ipterpretations should be based on 
dynamic considerations. But due to -lack of information about the 
parameters concerning the crystal-solution interface, they are 
instead based on crystallochemical, i.e. static considerations. 
]mportant difficulty still arises from the fact that the bnpurity 
nature is not always exactly known. The active impurity is not 
always what has been added to the solution. Several variables of 
the solvent-solu~e-impurity system can act simultaneously. The 
different experimental po§sibilities to get habit changes have 
been reviewed previously. We give only a summary in the following 
sections. 

IV.1. Nature of Impurities 

The effects of supersaturation are often superimposed on sol­
vent and solute effects but they are not well explained because 
adsorption energies and exchange kinetics at the interfaces are 
unknown. In some cases, only one new crystal form appears on the 
crystal habit at some critical va!~e of the supersaturation. In 
other cases many new faces appear. Supersaturation effects are 
often r5~ated to the desolvation kinetics of the solute or of the 
crystal which is related to the dielectric constant of the sol­
vent. Solvent effects can also lead to habit changes if they modify 
the growth mechanism of the faces. The solute itself is sometimes 
an impurity when, as for electrolytes it is possible to change the 
stoichiometry of the solution. Calcite crystals are elongated or 
tabular according to whether th5ge is an excess of calcium or 
carbonate ions in the solution. In some cases, it happens that 
there.is an associat~8n of solute molecules resulting in different 
solutLon structures. 

Obviously, solvent, solute and supersaturation cannot really 
be considered as impurities even if they sometimes originate habit 
changes. In the same way, the crystallization temperature sometimes 
plays a role but in most cases all crystal faces are influenced 
identically. Nevertheless, anomalous temperature dependences of 
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h b b 11 " 61-64 growth rates ave een 0 served on many crysta 1ne spec1es. 
The effects of all the factors quoted above are mainly combined 
with those of real impurities, i.e. of additives. But the interpre­
tation of impurity effects poses the problem of the exact nature 
of the chemical species which adsorbs and eventually induces a habit 
change. This problem is sometimes simplified if the impurity effi­
ciency changes with the crystallization conditions. As an example, 
we can consider the influence of5~1~Sine, NHz-CHz-COOH, on the 
growth habit of sodium chloride. ' 

+ 
[R H -] (ions g/I) a 

2 0.10 

1.5 a 0.05 

pH 
3 5 7 9 3 5 7 9 

Fig. 6 : Concentration RH± in zwitterions Ht N-CHz-COO- in an 
aqueous solution containing 150g/l of glycine (a) and supersatura­
tion (0) necessary to get a habit change of sodium chloride crys­
tals (b) as a function of pH (after ref. 53,65) 

When glycine i~ added to an aqueous solution, it may exist as 
zwitterions (H3 N-CHL-GOO-) according to the pH of the solution 
(Fig. 6a). Around the isoelectrical point at pH = 5.7, the concen­
tration of zwitterions is maximum. This pH range also corresponds 
to the highest efficiency of the impurity (Fig. 6b). The critical 
supersaturation necessary to get the {IIO} form on sodium chloride 
crystals is very low in the same pH range, whereas it increases 
drastically outside of it. The int5~pretation is based on the 
existence of chains of zwitterions adsorbed in the steps of the 
(110) faces along the <001> directions. This view is supported by 
the observation of many striations along these directions. The 
impurity nature can also change by formation of complexes like 
those quoted in section III. 4. Sometimes there is a twofold step 
in the process. Thus, if HgC12 is added to a sodium chloride solution, 
98 % of it transforms into HgCl~- complexes which adsorb on the . 
(110) faces of the NaCl crystals and form the two dimensional 
adsorption layer Na2HgC14·HzO. It is this chemical speskes which 
is responsible for the habit s~ange of sodium chloride and not 
HgC12 as supposed previously. This point is supported by the 
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fact that, for a given impurity concentration, the efficiency is 
maximum when the concentration ratio NaCl/HgC12 is abo,ut 2. 

IV.2 Habit Changes 

The habit changes of crystals are due to kinetic phenomena, the 
microscopic parameters of which are difficult or impossible to 
determine. For an impurity to be active, it is sufficient that it 
adsorbs temporarily on the crystal faces. During this adsorption, 
the growth rates are slowed down and eventually habit changes 
occur. The impuritY6G~6~on is explained by means of the PBC {periodic 
bond c~a~n} theo~y. . Many ex~ples have ~een treated in suc~ 
away.' The ma1n p01nts of the 1nterpretat10ns are the follow1ng. 
On a growing crystal normally there exist only F faces, i.e. flat 
faces, which advance layer by layer either by two dimensional nu~ 
cleation or by a spiral mechanism. Only on these faces are two 
dimensional nuclei 1~~~2~d by at least two ledges with positive 
ledge free energies. The Sand K faces are no t flat. ,They 
develop either by independent completion of rows or by continuous 
growth. They have one or no stable edge. In the PBC theory, the 
F, Sand K faces contain respectively two, one,or zero PBCs. Since 
the impurities are able to stabilize the Sand K faces and to in­
duce their appearance on the growth shape, it may be concludZd 
that these faces have formally been transformed into F type. This 
could be achieved by formation of mixed PBCs bggween the molecules 
of the impurity and those of the crystal face. The efficiency of 
the impurities generally increases with increasing supersaturation. 
For each impurity concentration there is a critical value of the 
supersaturation at which a given S or K face appears. 

V. CONCLUSION 

During the three last decades, the effects of impurities on 
the crystallization processes for several hundred crystal-solution 
systems have been investigated. Nevertheless, the exact mechanism 
by which they influence nucleation and growth has not been exactly 
demonstrated because no direct experiments can be carried out at 
the crystal-solution interface. There is therefore a lack of direct 
information about the kinetic and thermodynamic parameters which 
playa role at different crystallization stages. During the last 
decade, there have been no important advances either in the adsor­
ption models or in the theories that include impurity effects. 
When elaborated for small molecules, the models give a particularly 
simple picture of adsorption {which is assumed to take place in only 
one kind of site}. Impurities are often chosen among long chain 
compounds, surfactants and copolymers, especially in the case of 
industrial crystallization. Due to the great flexibility of these 
molecules and to the numerous conformations they can assume, 
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adsorption occurs simultaneously at many different points. The 
adsorption models do not account for this type of impurity effect. 
However, some progress has been made in the understanding of the 
phenomena. Complete dynamic interpretations are not yet possible, 
but based on the idea that adsorption is temporary, static inter­
pretations allow some guidelines regarding the choice of impurities 
to be made. The best ones are those which exhibit similarities with 
the crystal structures or which are able to form mixed compounds 
with the solute and/or with the solvent at the crystal-solution 
interface. 

ACKNOWLEDGEHENT 

The author whishes to thank Hrs H.C. Toselli and Hiss J. Fayol 
for assistance with the manuscript. 

REFERENCES 

I . SHEFTAL N.N., in Gl'owth of Cl'ystals, Shubnikov A.V. and Sheftal 
N.N. ed., Consultants Bureau, New York, I 1958, p 5 and 3 1962 
p 3 -

2 HARTMAN P., in Adsol'ption et Cl'oissanee Cl'istalline, CNRS, 
Paris, 1965, p 477 

3 KERN R., Bull. Soc. Fr. Hin. Crist. 91(1968)247 
4 KERN R., in Gl'owth of Cl'ystals, N.N.:Sheftal ed., Consultants 

Bureau, New York, 8, 1969, p 3 
5 PARKER R.L., Solid-State Physics 25 (1970) 151 
6 HARTMAN P., in CY'ystal Gl'owth an Intl'oduction, Hartman P. ed., 

North Holland, Amsterdam, 1973, p 367 
7 DAVEY R.J., J. Cryst. Growth 34 (1976) 109 
8 MUTAFTSCHIEV B., in Cl'itical Reviews in Solid State Sciences, 

vol. 6, issue 2, CRC Press, Cleveland, 1976, p 157 
9 BOISTELLE R., in Industl'ial Cl'ystallization, Hullin J.W. ed., 

Plenum Press, New York, 1976, p 203 
10. KHAMSKII E.V., in Industl'ial Cl'ystallization, Hullin J.W. ed., 

Plenum Press, New York, 1976, p 215 
II. HULL IN J.W., in Industl'ial Cl'ystallization 78, de Jong E.J. and 

Jancic S.J. ed., North Holland, Amsterdam, 1979, p 92 
12. KAMSKII E.V., in Indust1'ial Cl'ystallization 78, de Jong E.J. 

and Jancic S.J. ed., North Holland, Amsterdam, 1979, p 105 
13. DAVEY R.J., in Industrial Cl'ystallization 78, de Jong E.J. and 

Jancic S.J. ed., North Holland, Amsterdam, 1979, p 169 
14. SIMON B. and BOISTELLE R., J. Cryst. Growth 52 (1981)779 
15. BUCKLEY H.E., in Cl'ystal Gl'owth, Wiley, New York, 1951 
16. DOREMUS R.H., ROBERTS B.W. and TURNBULL D., in Gl'owth and 

Pel'fection of'CY'ystals, Wiley, New York, 1958 



IMPURITY EFFECTS IN CRYSTAL GROWfH FROM SOLUTION 637 

17. MULLIN J.W., in CPysta~~ization, 2nd ed.~ Butterworths, London~ 
1972 

18. OHARA M. and REID R.C., in ModeUng Crysta~ Gr07J)th Rates Fran 
So~ution, Prentice Hall, Englewood Cliffs, New Jersey, 1973 

19. VOLMER M. and WEBER A., Z. Phys. Chern. 119 (1926) 277 
20. KAISCHEW R. and STRANSKI I.N., Z. Phys. Chern. 26 (1934) 317 
21. BECKER R. and DORING W., Ann. Phys. 24 (1935) 732 
22. STRANSKI I.N., Bull. Soc. Fr. Min. Crist. 79(1956)359 
23. KNACKE O. and STRANSKI I.N., Z. Elecktrochem. 60(1956)816 
24. LACMANN R. and STRANSKI LN., in Growth and Perfection of 

CPystals, Doremus R.H., Roberts B.W. and Turnbull D. ed., Wiley 
New York, 1958, p 427 

25. VOLMER M., in Kinetik der Phasenbildung, Steinkopf, Leipzig, 
1939 

26. KAISCHEW R., Acta Phys. Hung. 8 (1957) 75 
27. HILLIG W.B., Acta Met. 14 (1966) 1968 
28. BURTON W. K ~, CABRERA N. and FRANK F. C ., Phi 1. Trans. Roy. Soc. 

A 243 (1951) 299 
29. CABRERA N. and LEVINE N.N., Phil. Mag. 1 (1956) 450 
30. DUGUA J. and SIMON B., J. Cryst. Growth-44 (1978) 265 
31. CASES J.M. and MUTAFTSCHIEV B., Surface Science 9 (1968) 57 
32. BLIZNAKOV G. and KIRKOVA E., Z. Phys. Chem. 206 (1957) 271 
33. TROOST S., J. Cryst. Growth 3/4 (1968) 340 ---
34. SMYTHE B.M., Aust. J. Chern. 20 (1967) 1097 
35. SIMON B., GRASSI A. and BOISTELLE R., J. Cryst. Growth 26 (1974) 

90 
36. PETINELLI J.C., Revue de l'Institut Fran~ais des Petroles, Vol. 

34 nO 5,(1979), p 791 
37. DUGUA J. and SIMON B., J. Cryst. Growth 44 (1978) 280 
38. BOISTELLE R., MATHIEU M. and SIMON B., Surface Science 42(1974) 

373 
39. BOISTELLE R. and SIMON B., J. Cryst. Growth 26 (1974) 140 
40. CHERNOV A.A., Soviet Physics Usp.Vol 4 nO 1,--(1961) 116 
41. CHERNOV A.A., in Adsorp·tion et Croissance CristaUine, CNRS, 

Paris, 1965, p 265 
42. BENNEMA P. and GILMER G.H., in CPysta~ Growth an Introduction, 

Hartman P. ed .. , North Holland, Amsterdam, 1973, p 263 
43. LARSON M.A. and MULLIN J.W., J. Cryst. Growth 20 (1973) 183 
44. BLIZNAKOV G., in Adsorption et Croissance Crysta~~ine 

CNRS, Paris, 1965, p 291 
4S. BLIZNAKOV G. and KIRKOVA E. , Z. Phys. Chern. 206 (1957) 271 
46. BLIZNAKOV G. and KIRKOVA E., Kristall und Technik 4/3 (1969) 

331 --.-

47. LEUNG W.H. and NANCOLLAS G.H., J. Cryst. Gr0wth 44 (1978) 163 
48. DAVEY R.J. and MULLIN J.W., J. Cryst. Growth 26 (1974) 45 
49. 'MULLIN J.W. in Indust;r>ia~ CPystaUization, Mullin J.W. ed. , 

Plenum Press, New York, 1976, p 245 
50. DUNNING W.J., JACKSON R.W. and MEAD D.G., in Adso~ption et 

CPoissance Cristalline, CNRS, Paris, 1965, p 303 
51. ALBON N. and DUNNING W.J., Acta Cryst. ~ (1962) 474 



638 R. BOISTELLE 

52. CABRERA N. and VERMILYEA D.A., in Growth and Pe~ec&ion of 
Crystals, Doremus R.H., Roberts B.W. and Turnbull D. ed., Wiley 
New York, 1958, p 393 

53. BIENFAIT M., BOISTELLE R. and KERN R., in Adsorption et Crois­
sance Cristalline, CNRS, Paris, 1965, p 577 

54. REDOUTE M., BOISTELLE R. and KERN R., C.R. Acad. Sc Paris 262 
(1966) 1081 

55. GAEDEKE R., WOLF F. and BERNHARDT G., Kristall und Technik 15/5 
(1980)557 

56. KERN R., Bull. Soc. Fr. Miner. Crist. 76(1953)325 

57. ESPIG H. and NEELS H., Kristall und Technik 2/3 (1967) 401 
58. BLIZNAKOV G., KIRKOVA E. and NIKOLAEVA R., Kristall und Technik 

6/1 (1971)33 
59. KIROV G.K., VESSELINOV I. and CHERNOVA Z., Kristall und Technik 

7/5 (1972) 497 
60. TROOST S., J. Cryst. Growth 13/14 (1972)449 
61. SIPYAGIN V.V., Kristallografiya 12 (1967) 678 
62. SIPYAGIN V.V. and CHERNOV A.A., Kristallografiya 17 (1972)1009 
63. CHERNOV A.A., Annual Review of Materials Science ~(1973)397 
64. CHERNOV A.A. and SIPYAGIN V.V., in CUrrent Topics-in Materials 

Science 5, Kaldis E. ed., North Holland, Amsterdam, 1980,p 279 
65. REDOUTE M., BOISTELLE R. and KERN R., C.R. Acad. Sc. Paris 260 

(1965) 2167 
66. HARTMAN P. and PERDOK W.G., Acta Cryst. 8 (1955) 49 and 521 
67. HARTMAN P., Z. Krist. 119 (1963) 65 -
68. HARTMAN P., Fortschr. Mineral. 57 (1979) 127 
69. HARTMAN P. and KERN R., C.R. Acad. Sc. Paris 258 (1964) 4591 



DISSOLUTION PHENOMENA 

ABSTRACT 

Blaise SIMON 

Laboratoire de Dynamique et Thermophysique des Fluides 
Universite de Provence, Centre de St Jerome 
13397 Marspille Cedex 4 France 

Dissolution morphologies, in particular the appar1t10n of 
curved surfaces, are discussed, both for the dissolution of spheres 
and o{ cavities. The theory of LACMANN, HEIMANN and FRANKE, based 
on hypotheses of the dissolution mechanisms on a molecular level 
is discussed, together with its experimental confirmations. 

Crystal imperfections have a greater influence on dissolution 
than on growth kinetics. The preferential negative nucleation at 
edge dislocations is probably at the origin of etch pits. 

Even for crystals with high solubilities, the dissolution 
kinetics are probably not perfectly bulk diffusion limited. The 
influence of impurities is described with emphasis on the impor­
tance of adsorption kinetics. 

INTRODUCTION 

Dissolution phenomena are commonly encountered in everyday 
life. The wide applicability of these.phenomena can be illustrated 
by two examples. The decalcification of teeth and bones is a par­
ticular case of liquid phase corrosion, and research of appropriate 
dissolution inhibitors is an important branch of medical science. 
In a much different area, such as metallurgy or solid-state physics, 
the observation of etch pits formed at early stages of dissolution 
gives important information about dislocations, symmetry of faces, 
and graintboundaries. 
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Dissolution is often considered fundamentally different from 
growth. Crystals grow with flat faces, and dissolve with rounded 
ones. Dissolution is more rapid than growth, and activation energies 
are lower. These differences are real, but it should be remembered 
that growth and dissolution may be compared only in very special 
conditions, which are usually not met. 

a b 

Fig. 1: a) The growth of a . 
sphere gives an identical final 
shape as the dissolution of a 

S cavity. b) The dissolution of a 
sphere leads to the same shape 
as the inward growth of a cavity. 

Fig. Ia shows that the growth of a crystal sphere gives a polyhedron 
bounded by faces with the lowest growth rates. The dissolution ~f 
a cavity similarly gives a polyhedron bounded by thelfaces with the 
lowest dissolution rates. Experimentally it is found that these 
polyhedra are identical. This indicates that fastest growing 
faces also have the fastest dissolution rates ; but whether these 
rates are equal is not known. On the other hand, the dissolution 
of a sphere (Fig Ib) yields a polyhedron bounded by the faces having 
the highest dissolution rate. The same morphology is obtained by 
the inward growth of a cavity where a supersaturated solution is 
injected. These phenomena will be described in more detail later, 
but theimportant point now is that the growth of a polyhedron must 
be compared, regarding both m~rphology and kinetics, only to t~e 
dissolution of a cavity. The interest of dealing with cavities, 
is that they give the only possibility to determine growth forms 
of crystals which for practical reasons cannot be grown as polyhedra. 

II. MORPHOLOGY 

The dissolution morphology of crystals, especially theappa­
rition of curved surfaces, is closely related to the dissolution 
mechanisms at a molecular scale. We will describe two methods of 
predicting dissolution morphologies. 

11.1. FRANK Method 

The FRANK method 2 is based on a theorem stating that if a 
crystal face has a rate (of growth or dissolution) depending only 
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on its orientation, the trajectories of surface elements with a 
given orientation are straight lines. Nothing is assumed about the 
nature of the face, in particular as to its relation with the' 
crystal structure. From the experimental dissolution rates (DR) of 
a number of faces, a polar diagram of the reciprocal DR (the reluc­
tance diagram) is constructed. The construction of the dissolution 
form is based on a second theorem : the trajectory of a surface 
element is parallel to the normal drawn from the reluctance diagram 
for jhis orientation. Such a construction was made by FRANK and 
IVES for the dissolution of caviti~s in germanium from the disso­
lution rates measured by BATTERMAN. The initial form progressively 
changes from a sphere to a rounded form with flat (111) facets. 
The important result, in agreement with the experimental morphology, 
is. that the rounded surfaces do not disappear during dissolution. 
This can be understood from the polar diagram of the DR : the per­
sistence of curved surfaces is due only to the fact that the 
dissolution rates of different faces are about the same (the polar 
diagram of the DR has not many sharp cusps) 

II.2. Method of LACMANN, HEIMANN and FRANKE 

Unlike the previous method, where nothing i~_1ssumed about the 
molecular mechanisms of dissolution, this method is based on 
the hypothesis that dissolution mechanisms are related to the crystal 
structure. It has been used for the prediction of dissolution forms 
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Fig. 2 : Dissolution morphologies of a non equilibrium (stepped) 
face (a), of a circle (b), and of a circular cavity (c) of a two 
dimensional crystal with only one type of equilibrium face. Curved 
surfaces have a constant radius of curvature. 
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of spheres, and has received convincing experimental confirmation 
by inspection of surfaces with the scanning electron microscope. 
Two different models have been proposed. 

In the first model, it is supposed that the sphere is made up 
of facets of the equilibrium form, which are stable during dissolu­
tion (Fig. 2a). This is possible if corner and edge molecules are 
bound to the crystal with energies higher than that in a kink posi­
tion. This model predicts that a polyhedral crystal with the equi­
librium form (not a sphere) will keep its flat singular faces 
during dissolution. Regarding non singular orientations, Fig 2a 
shows in two dimensions how, according to this model, every point 
of a macroscopically straight edge translates in the \1 I \ direction 
with a velocity independent of the edge orientation. If the starting 
shape is a circle (Fig. 2b) the resulting shape is limited by 
curved {I I} faces built up by {IO} facets. In three dimensions, a 
sphere made up of {I II} equilibrium facets will giv§ curved {IOO} 
surfaces. This is effectively the case for silicon. In general 
the final form is obtained by truncating the corners. The dissolu­
tion of a circular cavity is indicated in Fig 2c. Equilibrium faces 
appear during dissolution, but curved surfaces with a constant area 
persist. This has been demonstrated for germanium. 

a b 

Fig. 3 : Dissolution morphologies of a disc (a), and of a circular 
cavity (b) of a two dimensional crystal with two equilibrium faces 
{ 10} and {11}. 

For a crystal with two types of equilibrium faces, {IO} and 
{II} in two dimensions (Fig. 3), the final dissolution morphology 
of a disc consists of only one non crystallographic form, with 
an orientation depending §n the relative DR of the equilibrium 
facets. An example is MgO , with possible equilibrium faces {IOO} 
{I I I} and {IIO} depending on the solvent. The dissolution forms 
contain rounded faces {hhl} , depending also on the solvent. The 
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dissolution of a cavity gives a shape limited by the two types of 
equilibrium faces with relative sizes depending on their velocities, 
together with curved surfaces. 

For this model, if the faces have not too different DR's, as 
assumed till now, curved surfaces do not disappear from the disso­
lution form of a cavity. Such curved surfaces will of course 
disappear during the growth of a sphere, so that the morphological 
identity assumed in the introduction between growth of spheres and 
dissolution of cavities is not observed. The disappearance of 
curved surfaces from the dissolution forms (spheres and cavities) 
is expected only when equilibrium faces have1very different DR's 
(Fig. 4). This is the case for NaCl and alum. With these conditions, 
the growth morphology of a sphere is identical to that of a dissolved 
cavity. 

a b 

Fig. 4 : Dissolution morphologies of a sphere (a) and of a cavity 
(b) of a crystal where the DR of two equilibrium faces are very 
different. 

In the second model of LACMANN,HEIMANN and FRANKE, the equili­
brium facets present on the initial sphere are not stable, because 
of the preferential detachment of molecules from corners and edges. 
So, the curved surfaces are made up of vicinal faces having DR's 
proportional to their kink densities, which are changing with 
time.In this model a polyhedral crystal will dissolve with curved 
corners and edges. Fig. 5 shows that flat non equilibrium crystal­
lographic faces, those with highest kink density, appear in the 
dissolution of a sphere. The dissolution of a cavity produces a 
polyhedron bounded by the equilibrium faces with the smallest kink 
density, without curved surfaces. 

It is thus clear that a close study of dissolution forms of 
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spheres and cavities gives essential information on the dissolution 
mechanisms of the faces. 

a b 

III. DISSOLUTION KINETICS 

~~ : Dissolution morphologies 
of a sphere (a) and of a cavity 
(b) when the equilibrium faces 
are not stable. 

Dissolution occurs by the reverse processes of growth as far 
as the recession of straight edges is concerned. For complicated 
molecules, however, there may be a smaller relaxation time for 
getting out of a kink than for getting in. For real crystals the 
dissolution rate is different from growth rates because the crystal 
perfection has a stronger influence on the dissolution process. 
If the crystal contains imputities, these may appear in the course 
of dissolution and have a poisoning effect (the crystal is a source 
of impurities). On the other hand, vacancies accumulated as loops 
appear as sudden holes during dissolution and are addi tional sources 
of ·steps. Micro and macro inclusions also accelerate dissolution. 
Finally, dislocations inactive during growth may be preferential 
sites for dissolution. These differences between growth and disso­
lution rates will probably not be apparent in the dissolution and 
in the initial stages of growth of spheres because the surface is 
composed of a great number of facets each dissolving independently. 

111.1. Influence of Dislocations 

It is well established that dislocations are p~ferential sites 
for the apparition of etch pits; edge ar8 screw dislocations have a 
nearly equal efficiency in this respect . They are considered 
also as preferential sites for negative nucleation, but this is 
true probably only for edge dislocations. Indeed the formation of 
etch pits at screw dislocations is an accelerated dissolution rate 
of edges already present rather than a true nucleation. 

The Gibbs free energy of formation of a negative circular hole 
(nucleus) on a perfect surface is given by 
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where d and r are the height and radius of the hole respectively, 
n is the volume of a molecule, y the edge free energy, ~~ the dif­
ference in chemical potential of a molecule in the solution and of 
one in the ,perfect crystal. 

For a nucleus forming at the emergence of an edge dislocation, 
the additional Tyergy of the dislocation must be taken into account. 
CABRERA et al. consider only the elastic energy, corresponding 
to the deformation of the crystal far from the dislocation, and 
neglect the core energy. This approximation is valid for large 
nuclei. With the addition of the elastic energy, 

(b is the Burgers vector, II the shear modulus, 
ro the radius of the core of the dislocation), 
~Gd is obtained (Fig. 6a). 
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Fig.6 : a) Gibbs free energy of formation of a two dimensional 
hollow nucleus. Curve 1 : low undersaturation. Curve 2 : higher 
undersaturation. b) Core energy is taken into consideration. 

Holes with size rl are stable. The critical size r2 above which 
the development is irreversible is smaller than the critical size 
r~ on a perfect surface, as is the activation energy. It can be 
stated that the negative nucleation rate is higher on dislocations 
than on a perfect surface. For higher undersaturation (curve 2 of 
Fig. 6a) the dislocation opens up spontaneously (hollow core). 

In the case of small negative nuclei, the 1Zore energy of the 
dislocation must be considered. SCHAARWACHTER has shown that the 
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elastic energy previously described should be used for r > ro only, 
and that for r < ro the energy is given by 

The resulting ~Gd curve is given in Fig. 6b. It shows a still smaller 
free energy of activation for negative nucleation, but a sponta­
neous opening is not expected. The enhanced nucleation rate along 
a dislocation line explains the formation of etch pits. When the 
dislocation line is not perpendicular to the surface, the pit is 
not symmetric. SCHAARWACHTER l2 has discussed the form of the pit 
as a function of the negative nucleation rate and of the lateral 
propagation rate of the steps. 

Another phenomenon related to preferential dissolution rates 
along dislocations is the formation of negative whiskers l3 • They 
represent chanels, so long and narrow that it is difficult to 
imagine how the undersaturation can be kept the same on the bottom 
of the hole as on the crystal surface. Probably a very strong surface 
diffusion ?~curs along the walls. A similar effect was observed 
by FRIEDEL ,for the rapid dissolution of alum. Very small inclu­
sions, which had not been observed previously with a microscope, 
appeared during dissolution,outlining growth sectors in the crystals. 
This indicates a microscopic array of dislocations connecting 
microscopic inclusions, along which the propagation of solution is 
very rapid. A cur,ious fact is that the revealed inclusions contain 
gas bubbles. 

111.2. Dissolution Kinetics 

The problem of the limiting process in dissolution is exactly 
the same as in growth. The structure of the dissolving surface has 
in this respect a great importance. Faces dissolving by the first 
model (stable equilibrium faces) ofLACMANN et al. probably have 
surface limited kinetics. On the other hand, the dissolution of non 
equilibrium vicinal faces is presumably limited by bulk diffusion. 
Both cases are found experimentally. 

Surface limif~~11issolution is often found for crystals with 
low solubili·ties. This gives dissolution rates as parabolic 
functions of the undersaturation.There are even cf~es where a two 
dimensional negative nucleation has been detected. It is clear 
that for low solubilities, it is not possible to have large values 
of ~~, so that the rate of dissolution can be measured only in the 
non linear part of the R(a) curve (R is the rate of dissolution, 
a the undersaturation). 
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Dissolution nearly limited bYI§u~5 diffusion occurs rather for 
substances with high solubilities.' The dissolution rates are 
linear functions of the undersaturation (this alone is not proof 
of a bulk diffusion limitation), and the heat of activation is 
about the same as the activation energy for bulk diffusion (a better 
indication). In first approximation (sufficient for the prediction 
of dissolution rates with reasonable accuracy) a volume limitation 
for dissolution may be accepted. But in fact, there are arguments 
against this hypothesis: The most convincing is thafgdifferent 
faces of a crystal have different dissolution rates. 

Here we will show that even for crystal surfaces with a very 
high kink density, the diss~cution kinetics may not be completely 
limited by volume diffusion. Compressed discs of NaCI powder 
with randomly oriented crystals were dissolved in water following 
a technique similar to the rotating disc method. After a partial 
dissolution, the overall surface is flat, and an inspection with 
the scanning electron microscope indicates that each crystallite 
has a surface parallel to that of the sample ; no facets are 
detected, and thus it can be assumed that the average kink density 
is very high. The dissolution rate is a linear function of 'the 
concentration difference c - c (c and c are the actual concentra­
tion and the saturation concenlration r~spectively) with an acti­
vation energy of 5 kcal/mol. Assuming that the dissolution is 
perfectly limited by volume diffusion, the dissolution rate R can 
be calculated a priori from the diffusion equation 

where vis the kinematic viscosity, p and p are the densities of 
the crystal and the solution respectively, Wand Ware the.mass 2! 
fractions of salt in the solution and at equilibrium respect~vely. 
This formula takes into account " the convective flux of solute, and 
only differs from the rotating disc formula by a numerical factor. 
In this hypothesis, a plot of R versus pIn RI - W )/(1 - W)] should 
give a straight line ; in practice there is a sys~ematic deviation 
from linearity. Moreover, the calculated theoretical heat of acti­
vation amounts to 3 Kcal/mol which is lower than the experimental 
value. These two observatiornindicate that the dissolution is not 
perfectly volume diffusion controlled. 

111.3. Dissolution in the Presence of Imputities 

Dissolution, as well as grmJth rates, are changed by the addi­
tion of impurities, and changes in morphology may result. 

One example is the dissolution of cavities in NaCI described 
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by FRIEDEL~ In pure water, cubic cavities form. The addition of 
urea gives oct~hedral cavities. Similar experiments were made 
with germanium dissolved in a solution composed of 
HN03 - HF - CH3COOH in various proportions. Growth forms, deduced 
from the dissolution of hemispherical cavities, are made up of 
{IOO} and {I II} faces with relative sizes depending on the solvent 
composition. For each composition, the dissolution form of spheres 
was found to correspond exactly to that predicted from the experi­
mental growth form. 

These experiments show that impurities act on the same faces 
and have a similar impeding effect for both growth and dissolution. 

The influence of the impurity is of course due tOz2dsorption 
and two mechanisms have been proposed. CABRERA et al. assumed 
that impurities are strongly adsorbed on the surface and immobile. 
It is clear that such isolated molecules are obstacles for the pro­
pagation of steps during growth. But it is difficult to see why 
these impurities should slow the recession of steps during disso­
lution, unless their concentration is very high, with adsorption 
bonds parallel to the crystal surface. 

The most probable mechanism is a poisoning of kinks. This has 
been described in detail by GILMAN et al. IO , for the inhibition 
of the dissolution of LiF by Fe 3+. This ion is adsorbed on kinks, 
taking the place of Li+ ions with the same ionic radius. Three Fe-F 
bonds are formed with the crystal. It is possible then that three 
F - ions from the solution adsorb at the same site, producing a 
stable FeF63- ion. The detachment of this stable complex ion from 
the kink would require breaking of three F-Li bonds. with the crystal. 
The specifici ty of the impuri ty (ionic radius, stabili ty of the 
complex) could be explained by such a model. 

A particular effect of impurity, discussed by FRANKZ is the 
kinetic aspect of adsorption, together with the kinetics of ledge 
motion. For high dissolution rates, fresh new surfaces are formed 
rapidly and remain clean if adsorption kinetics are not very rapid, 
so that the role of the impurity is negligible. On the other hand, 
for slow edge motion rates, the adsorption has sufficient time to 
take place and the influence of the impurity is greater. It can even 
be expected that the effect will be increasingly important as disso­
lution proceeds. There are many experimental facts confirming such 
a time-dependent adsorption. 

a) It is difficult to prepare a saturaZ3d solution by the disso­
lution of a salt in presence of impurities because as the under­
saturation decreases, the influence of the impurity is stronger. 
The only way to dissolve more salt with a reasonable rate is to add 
new crystals to the solution or to create new surfaces by crushing. 
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b) The tim24dependent influence of impurities was studied by 
IVES and HIRTH, who observed that for etch pits, the trajectories 
of surface elements with a given orientation are not straight lines, 
indicating that in presence of impurities, the dissolution rates do 
not depend on the orientation only. The pits have curved profiles, 
due to the less rapid propagation of steps far from the center. 
In fact, the relative variation of length of ledges dl/l is greater 
at the center of the pit, and it is here that the influence of the 
impurity is the least.On the other hand, far from the pit center, 
dl/l is smaller so that the impeding influence of the impurity is 
more important. The presence of impurities is a necessary condi­
tions for the formation of "good" etch pits. 

c) The poisoning effect of Cd++ ions on the dissolution rate 
of sodium chloride is greater at lower dissolution rates'2~~~ 
was shown by direct measurements of dissolution kinetics, , 
but the concentrations of cadmium were quite different in2Shese 
two experiments. In the experiments of MUTAFTSCHIEV et ale the 
crystals were left for long times in the saturated solution with 
the impurity, so that adsorption had sufficient time to take place 
(probably on equilibrium faces). Then pure water was added to the 
sy~~em. With these conditions, extremely small concentrations of 
Cd (about 10-3%) are sufficient to produce a strong effect on 
dissolution. 

On the other hand, in the experiments of SIMON20 the sample, 
where the exposed surface probably had a very high kink density, 
was suddenly dropped into the undersaturated solution with the 
impurity. The dissolution was so rapid that the influence of the . . ++ 
~mpur~ty was extremely small. It was necessary to use Cd concen-
trations one thousand times higher than in ref.25 in order to have 
a noticeable effect. 
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CRYSTALLOGRAPHIC APPLICATIONS OF HOLOGRAPHIC INTERFEROMETRY 
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Holographic interferometry has proved to be a very powerful 
tool in Crystallography. 
Two methods, double exposure interferometry and depth contouring, 
allow reconstruction of rather precise topography of crystal faces 
by reflection interferometric patterns. 
By holographic interferometry in transmission applied to crystal 
growth from solution, it is possible to visualize patterns not vi­
sible with normal optics (for instance convective plumes and boun­
dary layers) and from interference fringes, mean concentration 
gradients and diffusion coefficients of solution growth systems 
can be measured. 
A fourth method which will be introduced, is called multidirectio­
nal holographic interferometry and at present is a matter of active 
research and will permit point by point mapping of concentration 
values in the volume of solution where the crystal grows. 

I. INTRODUCTION. 

The coherence of a wave describes the accuracy with which it 
can be represented by a pure infinite sine wave. This was presumed 
in some books for common light, which however, is very far from 
accurate. Ordinary light in fact is a pure sine wave if it is ob­
served in a limited space or for a limited period of time and may 
then be called a partially coherent wave. 
Coherence is both a function of space and time. We may therefore 
define two different criteria of coherence. 
The first criterion expresses the expected correlation between a 
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wave now and a certain time later. The other between here and a 
certaiy distance away, to use the definition given by Lipson and 
Lipson. The coherence time for ordinary light is ~ 10-8 sec while 
for laser light is ~ 10-2,10- 3 • This means that the coherence 
length for ordinary light is of the order of a em and for laser 
light is of the order of a km. 

Coherence in time guarantees a perfect monochromaticity of 
the laser light. Its importance will be clear later when the con­
centration gradients of a solution will be measured as a function 
of its refractive index. Coherence in space guarantees a strict 
constancy of phase difference when two beams interfere regardless 
of their path. As a consequence of these two coherence properties, 
laser light was chosen for interferometric expe~iments in crys­
tallographic applications. 
Three methods using holographic interferometry shall be described 
in detail. Two are applied to study microtopography of crystal 
surfaces and make use of laser light in reflection, one is applied 
to crystal growth from solution and makes use of laser light in 
transmission. A fourth transmission method, at the moment matter 
of active research, will be introduced. 

II. MICROTOPOGRAPHY of CRYSTAL SURFACES by HOLOGRAPHIC TECHNIQUES 

Microtopography of crystal surfaces2 ,3 has been studied with 
light interferometry for a long time. One of the highest levels 
in this research was the work of the late S. Tolansky at the 
London University. 

Using laser light, new types of interferometry may be realized 
that actually have some advantages over the ones using common 
monochromatic light. 

Two different methods will be described here. The first one 
is a double exposure method, the second makes use of depth contou­
ring. 

11.1. Doub~_Exposure Method 

A modified Mach-Zender type interferometer can be used in 
this method. Fringes are obtained on a holographic plate and by 
the interfringe distance and some geometrical parameters of the 
system it is possible to measure dihedral angles between crystal 
faces and facets. The system works even when the surface of the 
crystal studied is not highly reflecting. 

The laser beam passes through the beam splitter A (fig. I) 
beam AB (reference beam), reflected by mirror B and spread by 
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objective Ll' illuminates the plate. 

o r-..................... __ ....... , · . · . · . -.,1 ! ; 
I • . _ . .1-.:.....-._._ 
\ : 
\ : 

\ : : 
i.. ............ ________ .... ; 

Fig. 1 : Schema of the optical apparatus. 
(courtesy North-Holland Publishing Co.) 

L UER 

The beam reflected by A goes through objective 0 (opak illuminator) 
and hits the crystal surface S. The real image enlarged by objective 
o is recorded on the photographic plate (at 45° on the optical axis SE). 
Given its position, the plate records the wave front diffracted 
by the crystal surface at different distances from the object. 
The inclination of the plate has no effect in this experiment. On 
the photographic plate the two interfering wave fronts Ll and L2 
produce a hologram. 

Before removing the photographic plate it is possible to 
superimpose on it a new interferogram between El and E' 2 , where 
E'L is the wave front reflected by the surface S of the crystal 
shifted by ~x (some tens of microns) along the normal to the opti­
cal axis. 

After the photographic plate is developed, it is put again in 
the same position in the optical system and illuminated only with 
El' In this way one can see the interference fringes between E2 
and E'2 with lens L2 (several centimeters focal length). The fringes 
may be photographed with a conventional camera adapted to macropho­
tography. 
The inter fringe distances of the pattern and the magnification of 
the system may be measured from the photographs, while 6X is mea­
sured on the micrometric screw. 
The measurement of the magnification is done directly by taking 
a photograph of a hologram of a rule with known interval (in this 
experiment 1/100 rom). 

As stated previously, this method is suitable for measuring 
dihedral angles between faces or facets of a crystal. 
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In order to check the method, the angle between the faces of a 
Fresnel biprism was measured and to avoid spurious reflections 
the faces were silvered. The Fresnel biprism was fixed in the op­
tical system with the intersection between the faces studied in 
a plane perpendicular to the optical axis of the system (its orien­
tation within this plane is irrespective).· 
In this case the dihedral angle (180° - e) is measured directly. 
If the normality condition is not achieved an angle smaller than 
the real one is measured. 
Fig. 2 is a photograph of the Fresnel biprism hologram obtained, 
by the technique described above. 

Fig. 2 : Photograph of fringes 
on the Fresnel biprism. 
(courtesy North-Holland Publi­
shing Co.) 

The interference fringes are parallel to the line of intersection 
between the faces studied. From the interfringe distance, it is 
possible to obtain the value of the dihedral angle of the Fresnel 
biprism using the simple formula 

e 1../4 t:. I 

where 1 is the wavelength of the light and 1::.1 the interfringe dis­
tance. The measured angle (178° SO') has been compared with the 
value obtained by the usual goniometric methods; the agreement is 
within 2 % • 

The angles between the faces of a diamond trigon have been 
measured. The diamond is fixed on a glass slide, then the image 
of the trigon is focused on the photographic plate. In general, 
none-of the three edges of the negative pyramid is normal to the 
optical axis of the system. Fig. 3 is a typical photograph obtained 
by a doubly exposed hologram. 
the photograph gives the following information : 

i) the 3 angles between the projections of the edges on a plane 
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perpendicular to the optical axis (this is the plane of the photo­
graph) 

ii) the 3 intersection angles of the dihedrons, each with a 
plane parallel to the optical axis and normal to the projection 
of the edge of the dihedron on the photographic plate (by the 
interfringe distance measurement and as was the case of the dihe­
dral angle of the Fresnel biprism randomly oriented). 

Fig. ? : Photograph of trigon 
fringes. 
(courtesy North-Holland Publi­
shing Co.) 

It should be pointed out that one of these 3 angles is the real 
dihedral angle if its edge is normal to the optical axis. 
However, the geometry of the trigon is completely characterized 
by the six angles since one can obtain from them the three dihedral 
~ngles formed by the faces of the trigon. 
In this case the values of the dihedrons are 176°12', 175°58', 
176°05'. This means that the trigon is very flat. 

The holographic technique just described offers some advantages 
if compared with conventional interferometry. 
There is no need for a flat reference surface (which even if recti­
fied, is never perfectly flat). For this reason a higher precision 
is achieved. 
Normal interferometry requires highly reflecting surfaces (while 
the reference surface must be semireflecting and its silvering is 
very critical). In the present method, fringes are obtained even 
if the surface studied has a very poor reflectivity and thus there 
is no critical need for silvering. 
Therefore the range of application of the present method is larger 
than for conventional interferometry. 

II. 2. Depth Contouring Method 

The principle of this method3 is the following. A hologram 
of an object is farmed with the wavelength AI. Then the hologram 
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as well as the object is illuminated with a different wavelength 
A2 in such a way that the resulting image of the hologram is nearly 
coincident with the image of the object. 

The interference between the wavefront from the hologram and 
the wavefront from the object is such that fringes appear on the 
imageSQtzthe object. The fringes are true contours of constant 
level if a proper optical arrangement and the following proce-
dures are applied : 

i) For the Al wavelength light, the object is illuminated 
through the beam splitter BS2 with a plane wave normal to the z 
axis of the optical system (fig. 4a) 

ii) the image (not drawn in fig. 4a) of the object is settled 
by the telescope system T.S. as near as possible to the holographic 
plate, 

iii) the reference wavefront is plane (the angle between its 
direction of propagation and the z axis is 8r , (fig. 4a), 

iv) the holographic plate exposed and developed is carefully 
replaced in its previous position. 

For the ;\.2 wavelengt'h light:;, 

v) the holographic plate is illuminated with a plane recons­
truction wavefront, as is the surface of the object, 

vi) because of the grating effect of the hologram' due to the 
different wavelength used, the reading out of the hologram by the 
wavelength A2 causes both angular and axial displacements of the 
holographic image from the image of the object given by the optical 
system. 

vii) to compensate the angular displacement, the mirror M~ 
is rotated so that the angle between the direction of propagat10n 
of the reconstsuction beam and the zaxis (fig. 4b) takes the value 
8' satisfying the equation 

r 

sin 8' 
r 

(1) 

In this way the angular displacement is eliminated and the axial 
displacement produces the interference between the two wavefronts 
fr~m th7 holographic image and from. the image of ~he ob1 ect : The 8 
aX1al d1stance between two consecutive contour fr1nges 1S g1ven by 

(z) 
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The spacing 00l between two successive fringes is measurable, so we 
can obtain the equation 

tan <p oz/OZ- (3) 

For a small angle (as in the present case) 

oz/OZ- (4) 

where <p is the angle between the unit vectors of the plane normal 
to the z axis and of the surface under consideration. The last one 
is contained in a plane normal to the fringe family. 

The method does not directly give the sign of the angle, which 
may easily be checked by micrometric movements of the object and 
considering the interfringe variation. 

b¥-X ,/7 
8~ 

z 

., 

Fig. 4 : a) Schema of the apparatus for two wavelength holographic 
contour mapping: BS = beam splitters, P = polarizers, 0 = objectives, 
L = lenses, A = aperture, T.S. telescope system, M = mirror~, 
H = holographic plate, e = angle between the reference beam and 
the z axis. b) Position ~f the mirror M in the reconstruction stage 
of the hologram : 0 = angle between the reconstruction beam and 
the z axis. r 
(courtesy North-Holland Publishing Co.) 
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Fig. 5 : a) Contour hologram of 
the silvered face (1010) of a 
natural quartz crystal, magnifi­
cation 20x; b) Map of the face 
(1010) of the quartz crystal 
with some measured slopes. 
(courtesy North-Holland Publi­
shing Co.) 

a 

b 

0, = 1°31' 

O2= 1°1' 
03'" 19' 
04= 57' 

05=2°43' 
06=1°31' 
0 7= 23' 
0 8= 25' 
09=1°31' 

Fig. 5 has been obtained applying the technique just described to 
the silvered face (1010) of a natural quartz crystal. 

The typical structure of the prismatic face is very clearly 
seen and it has been possible to measure the inclination angles 
of some portions of the face. 

The magnification of the method depends both on the telescopic 
system and the optics used to photograph the interferometric image. 
For experimental reasons (quality of the lenses L2, L3, use of the 
diaphragm A etc.) the enlargement of the telescopic system must 
have a value from I to 2 in order to avoid aberrations. On the 
other side the enlargement given by the photographic system may 
theoretically be brought to solve the micron (resolving power of 
the holographic plate) so that one could arrive to a final magni­
fication of 80Ox. In the real case, the focal length of the photo­
graphic system cannot be lower than a certain value in order to 
avoid the light of the reconstruction beam. 

The range of use of this methodshas been calculated to be 
dependent on the following condition 
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where Z is the depth of the image of the object and ¢ is the slope 
of the surface as defined above. 
In the inclination range 0 < cP < 10° and in the best experimental 
conditions it is possible to measure in the slope variations down 
to 1/10 of a degree. 
The method is better suited for very small angles since the system 
works best for nearly paraxial rays. 
The error in the evaluation of cP is due to the measurement of the 
interfringe distance al and is between 5 and 10 %. 
It should be noticed that to apply the technique just described, 
rather sophisticated tools are required as well as good familia­
rity with holographic interferometry. 

The common feature of the two methods described above is that 
the interferometric image is found immediately, either by using 
one wavelength but slightly shifting the position of the crystal, 
or by using light with two different wavelengths but keeping the 
crystal position fixed. 
With the first method it is possible to measure local slopes; the 
second method results in a depth map on the whole surface. 
The two methods are then complementary and may be performed direc­
tly on even a poorly reflecting sample, without any silvering and 
matching flat as in multiple beam interferometry. Silvering of the 
sample is needed only if the crystal is a transparent one, in order 
to avoid spurious reflections. 

III. HOLOGRAPHY IN CRYSTAL GROWTH FROM SOLUTION 

Holographic interferometry has proved to be a very powerful 
tool to study crystal growth from solution. 

A particular optical schema has been realized l3 ,14 to check 
what happens in a water solution where a crystal of NaCI03 grows. 
According to this procedure it has been possible to study two cases 
growth by molecular diffusion and growth by convective movements 
plus diffusion. This has been achieved with a horizontal and a 
vertical configuration of the thin vessel with the solution. 

In a horizontal setting of the system, given in the schema of 
fig.6, 2types of growth were inferred from the shape of the inter­
ference fringes that are equiconcentration lines in the solution. 

a) regular layer growth (the crystal keeps flat faces); the 
fringes, parallel to the faces, cross the faces near the edges 
(fig. 7). 

b) dendritic growth (the crystal has concave faces); the fringes 
outline the crystal without intersecting its edges (fig. 8). 
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Fig. 6 : Schema of the apparatus used with horizontal placement 
of the vessel: BS = be~ splitter, P = polarizers, 0 = objectives, 
L = lense, M = mirrors, H = holographic plate, A = beam steering 
and vessel ; a vertical view of A is given in the bottom left. 

I 

I 

Fig. 7 : Fringe behavior in re­
gular layer growth 
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Fig. 8 : Fringe behavior in den­
dritic growth. 
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BOSCHER 15 obtained a qualitative agreement between the equi­
concentration contours deduced from Fick's second laY6for two 
dimensions and the contours obtained experimentally. 

The growth velocity measured at the center of a face and the 
one calculated from Fick's first law for one dimension do not fit. 
This is because many factors are not taken into account. First of 
all, convection at different regimes and with different geometries 
strongly modifies the mechanism of growth. Also, no difference is 
usually considered as to the type of the face (F,S,K) and of the 
possible presence of defects. 

Fig. 9 : Fringe behavior in ske­
letal growth. 

It is worth pointing out that when the growth goes on as 
skeletal, the fringes of equiconcentration have the shape of Fig.9. 

The transition from the stage of Fig. 9 is not smooth; there 
is rather an intermission with high turbulence in the solution. 
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When the vessel is placed in a vertical pos~t~on, convective 
movements strongly influence crystal growth. By this convective 
mechanism, the less supersaturated solution is thrown out from 
the neighborhood of the crystal, goes up in a plume and is replaced 
by a more supersaturated solution coming from the surrounding 
region. 

As a consequence of the coherence of laser light, it is possi­
ble to increase the volumes of solution up to 30 cm 3 in a thermo­
static cell. 

IA '\ 
~/ \' 
I \ 

/' SDLUTlDN " 

Fig. 10 : Photograph of fringes 
produced by convection 

Fig. 11 : Scheme of the flows ln 
the liquid. 

From the fringes shown in fig. 10 it is possible ot obtain a schema 
(fig. II) of the movements that take place (in a particular regime) 
in the solution during the crystal growth process. 
By natural convection, the exhausted solution goes up in a plume 
to the surface where it forms a thick layer. 
The arrows show a dou~le effect : the motion of the solution that 
replaces the lighter one gone away from the crystal by the convec-
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tive plume and the diffusion of the solute, caused by the gradient 
of concentration around the growing crystal. 

The evolution of crystallization heat causes a thermal gradient 
which, measured with thermocouples, has a value of the order of 
one hundredth of a degree. This confirms, at least in this case, 
that convective movements are mainly due to the concentration gra­
dient and negligibly affected by the thermal gradient. 

The spatial configuration of the solution concentration is 
probably very complex inside the "plumes and around the crystal and 
different at different regimes,but in the cases observed for NaCl03 
may be not too far from the one given in the scheme of Fig. II. 
A real knowledge of this concentration distribution would help very 
much to understand the correlation between the growth rate of the 
faces of a crystal and the concentration gradient in the solution. 

With the type of holographic interferometry just described, 
it is impossible to achieve this result, but modifying the optical 
schema and using mathematics these difficulties may be bypassed, 
as will be sketched below. The intensity transmitted by a real time 
interferogram may be described by the equation 

I(x,y) = k [I + COS{¢l(X,y) - ¢o(x,y)}] 

where (x,y) is a point of the image plane, k is a constant and 
¢l(x,y) - ¢o(x,y) = ~(x,y) is the phase difference due to a 
variation of the refractive index caused by the change in the state 
of the object. 
Observing the holographic interferogram along the z direction nor­
mal to the image plane, the function ~(x,y) is defined by the equa­
tion 

~(x,y) 
211' 

A 
f f(x,y,z)dz, 

r 
(5) 

where f(x,y,z) = n(x,y,z)-no is the change of the index of refrac­
tion, A is the wavelength of the laser used, no is the refraction 
index at room temp. The integration is made along the entire object 
field. 

If the solution is crossed by a plane wave, equation (5) may 
be inverted and one obtains the three dimensional field of the 
refractive index in two cases : when the field is constant along 
the z direction or if it has a radial symmetry. 
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If the field is not constant, with this technique a mean value 
may be measured. 
A test has been performed for a field with radial symmetry. A vessel 
with parallel faces contains a particular gel (in this case tetra­
methoxysilan) • 
A fine constantan wire is tightened vertically in the middle of the 
vessel. If current is passed through the wire, the heat diffuses 
isotropically in the gel increasing its temperature. Density de­
creases as temperature increases and therefore the refractive index 
varies. 

• 10 ..... 

'. 

. 
o 

. 
00. 

o 

Fig. 12 : Hologram showing the 
variation of the index of refrac­
tion in a heated gel . 

Fig. 13 : Plot of the radial va­
riation of the refractive index. 
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The variatien n(x,y,z)-n o has been ebtained by a helegraphic inter­
feregram (fig. 12). 
The plet ef the light intensity ef this interferegram transfermed 
with seme mathematical techniques into. a radial variatien plet ef 
the refractive index is given in fig. 13. 

IV. MULTIDIRECTION HOLOGRAPHIC INTERFEROMETRY 

This technique uses a divergent pencil ef rays and ene can 
register at the same time the phase variatiens ef a set ef plane 
waves that cress the selutien aleng different directiens. These may 
be o.btained, fer instance, threugh a diffuser er a phase grating 
o.r with ether o.ptical teo.ls. 
The peint is that the ho.legram may stere all the info.rmatien cen­
tained in a general wavefrent, no. matter hew cemplicated it is,as 
it happens fer the wavefrent frem a diffuser o.r fer the wavefro.nt 
diffracted by a phase grating. 

In erder to. select and register en a phetegraph o.r a video. 
tape the waves that pro.pagate in different directio.ns, an o.ptical 
system with a spacial filter may be needed. 

In the case o.f this experiment it is po.ssible to. wriee ci~wn 

a system ef equatio.ns o.f the type 

21f 
A i[n(x,y,z) - no] dZk (6) 

whe:e :k is the k-th directio.n o.f o.bservatio.n and ¢k is the phase 
var~at~en relative to. the directien zk' and the integrals are cal­
culated en straight lines with the appreximation ef no refractien. 
The solutien o.f the set of equations (6) can give the distributien 
of the refractive index in every type of field, either symmetric 
er asymmetric. 

SWEENEY and VEST I7 ,18 and MATULKA and COLLINS l9 have demenstra­
ted the pessibility of reconstructing asymmetric fields in fluids 
as a functio.n ef a discrete series o.f data co.llected o.n o.ptical 
directio.ns centained in an angle ef view ef 60°. The co.nditio.n fer 
such a reco.nstruction is that it must be possible to disregard 
refraction of the light, since it is negligible on the propagation 
directio.ns o.f the waves inside the fluids. In the experiments ef 
crystal gro.wth from selutio.n an assumptien o.f the refractio.nless 
cenditien may also. be reasenably do.ne fer the co.nvective selutio.n 
plumes. 

Experiments have been made using a diffuser Dr a phase grating 
and registering do.uble expo.sure holographic interferograms. 



666 F. BEDARIDA 

The phase grating has the advantage that the angle of spreading 
is larger and the direction of observation of each diffraction order 
(itself a hologram) is not critical. 

a 

b 

Fig. 14 : a) and b) Two different 
views obtained by different dif­
fraction orders of a phase gra­
ting. With eight of such diffe­
rent images it is possible to re­
construct point by point the 
concentration field. The vessel 
used is 3mm thick. 

Two of the first examples obtained with a phase grating are given 
in fig. 14. The angles of view in a and b are different, hence the 
patterns are different. 
The experiment may be fully described with mathematical methods 
which are matter of research at this moment. The goal to be achieved 
is a three dimensional mapping of the con20ntration point by point 
in the solution. during the crystal growth. 
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STUDIE"S OF SURFACE MORPHOLOGY ON AN ATOMIC SCALE 

ABSTRACT 

H. BETHGE 
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und Elektronenmikroskopie 
GDR-402 Halle/Saale. 

Electron microscopical methods for imaging of step structures 
on surfaces of macroscopic crystals are described. The decoration 
technique is given special emphasis because it has been used in 
the most detailed experiments. Prerequisites for the decoration 
effect are described and special conditions under which the deco­
ration technique can be applied to different crystals are defined. 

For a so-called nearly perfect surface only step structures on 
an atomic scale are determining. Generation of such step structures, 
dependent on the pre-treatment or on the formation of the surface, 
is discussed for the investigated surfaces of NaCl crystals. 

I. INTRODUCTION AND SURVEY OF METHODS FOR IMAGING OF STEP STRUC­
TURES ON NEARLY PERFECT SURFACES 

There are many methods of investigating surface structure and 
much of the work done in surface physics during the past ten ye~rs 
was the development of new characterization methods. Besides the 
problem of the lattice st"ructure of the clean surface, understan­
ding of the sorption processes, including th~ interaction at the 
interface, was of special interest. Recently, the growth of thin 
films has been studied increasingly by means of different methods 
of surface physics. 

Especially for the initial state of adsorption and growth of 
thin films it is necessary to study the morphological structure 
of the surface in addition to its real lattice structure. On a real 
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surface, the atomically smooth low-index regions are relatively 
small and always limited by steps. Expansion of the smooth regions 
is realized by specific preparation or by recovery due to special 
treatment of the surface. We should distinguish between elementary 
steps and higher steps. As seen schematically in Fig. 1, elementa­
ry steps are either the height of one lattice plane distance or 
the height of the lattice unit. 

~ elementary steps 

a/\b 
c higher steps 

~L 
~D 

I 

Fig. 1 : Schematic drawing of the cross-section of a surface con­
taining steps. 

Which of the two cases is involved in a given surface structure 
depends on the process of formation of the steps, and if this pro­
cess is determined by dislocations, then the Burgers vector is 
decisive. Higher steps, e.g., cleavage steps, show a terraced fine 
structure as a rule. It should be mentioned, however, that no me­
thod exists to investigate a microstructure according to Fig. 1d. 
A surface which only shows elementary steps will be called a nearly 
perfect surface. Only such surfaces and step structures will be 
dealt with in the following. 

The decoration technique is a special electron microscopic 
method which is easy to apply for studying step structures on a 
nearly perfect surface. Our own studies were performed with the 
aim of "developing" step structures in such a way that the same 
material is evaporated on a surface under conditions such that 
preferred growth takes -place at the steps. An example of this 
"homogeneous" decoration is given in Fig. 2. NaCI was evaporated 
onto the cleavage face of an NaCI crystal at a temperature of 200°C. 
A small-angle grain boundary ran horizontally and the cleavage 
direction was from bottom to top. One sees that the dislocations 
arranged within the boundary act as points of preferred growth and 
that,due to this preferred growth, a wall-like reinforcement appears 
at the steps proceeding from the screw dislocations. The predomi­
nant Burgers vector for dislocations in an NaCI crystal is a/2 
<110>, and the height of the steps should therefore be only one 
atomic layer (2.81 ~). Critical for the application is the control 
of various parameters, among which the evaporation rate is of spe­
cial importance. 
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Fig. 2 : Development of monatomic steps on an NaCl (100) cleavage 
face due to NaCl evaporation. 

Fig. 3 : Dislocation-induced step systems on NaCl (100) cleveage 
face after evaporation (90 min, 400°C). Au decoration. 

Simultaneously with our studies, a decoraZion effect by means of 
gold evaporation was described by BASSET. Compared to homogeneous 
decoration, decoration with heavy metals is much easier to carry 
out and gives better contrast and higher lateral resolving power 
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for electron microscopy investigations. Bassett studied the initial 
stage of the growth of thin fcc metal layers on alkali halides' and 
found that three-dimensional nucleation initially takes place,then' 
the small metal nuclei, with diameters of 10 A, become preferably 
attached along the steps on a surface. The gold particles are sub­
sequently embedded in a carbon replica and by observation of their 
distribution, the step structure of the surface is revealed. 

In Fig. 3, Au decoration is illustrated. A NaCl(IOO) cleavage 
face is evap~rated in a vacuum,thereby forming well defined lamel­
lar systems. It should be emphasized that the curved steps of the 
round spiral systems are one atom layer high (Fig. la) and the 
straight steps are twice as high, i.e., the height of the lattice 
unit (Fig. Ib). Where these two different lamellar systems meet, 
in each case two curved steps join one straight step. The more 
highly magnified part shows the decoration effect in more detail. 
It should' be noted that the size and density of the Au nuclei 
decorating the steps are different for monatomic steps as compared 
to biatomic steps. 

In 1980 the group of BONJO and YAGI 4 described another method 
which could be of great significance for the future. The principle 
idea is to improve the well-known method of elegtronic imaging of 
surfaces by electrons reflected at a flat angle by using the elec­
trons diffracted under a defined Bragg angle for imaging. The sur­
face of the crystal to be imaged is adjusted in such a way that 
the diffraction reflex designated for imaging axially enters the 
objective lens. Fig. 4 gives an example for the imaging of atomic 
steps on the (III) face of a Si crystal. 

Fig. 4 : A reflection electron micrograph of (111) silicon surface 
taken with a (444) Bragg reflection. The arrow marks a screw dis­
location emerging to the surface. (Adopted from Ref. (4)). 
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Because imaging of the step structure is possible only with 
clean surfaces, it is necessary for the specimen to be placed in 
UHV. The so-called Fresnel diffraction effect as an explanation 
for the remarkable contrast of the steps is emphasized. A more 
detailed treatment based on dynamical theory is still lacking. It 
is also an open question why sorption layers on a crystal hinder 
imaging of steps or at least strongly influence the contrast. Pos­
sibly, the configuration of the atoms in the step is influenced by 
the sorption layers, and thereby the elastic distortions of the 
atomic configuration are altered. A further notable result is that 
during a thermal treatment, the phase transition process from . 
the (I x I) to the (7 x 7) structure could be observed, with re­
construction always beginning at the steps. 

In a recently published work~ the Honjo-Yagi group described 
the imaging of steps on (100) MgO surfaces using reflection elec­
tron microscopy. The observed shape of the step structures is quite 
different from well-known cleavage structures (as discussed in 
section II) but the special cleavage process by electron beam 
flashing possibly influences the formation of steps. 

The decoration technique and reflection electron microscopy 
permit investigation of the surfaces of bulk crystals. In special 
cases, imaging of step structures on the surface is possible with 
the conventional transmission electron microscope, in order to 
study thin films or two-dimensional extended small particles. 

Fig. 5 : Transmission electron micrograph of an Au(111) film epi­
taxially grown on a (111) Ag substrate. 
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Imaging of monatomic steps was first demonstrated by CHERNS7 
with a daSk-die1d technique using forbidden reflections and by 
LEHMPFUHL with a weak-beam technique.ln our laboratory, theextinc­
tion contrast of strongly excited systematic (II I) and (200) reflec­
tions was used in bright- and dark-field imaging of monatomic steps 
forver9 thin Au(lll) films with a mean thicknesses of 3 - 30 mono­
layers. Fig. S shows a Au(1 II) film of a mean thickness of 10 !, 
grown by vapor deposition on the (II I) face of Ag at ISO°C. Mono­
layers of gold start either from high substrate steps of form growth 
spirals at screw dislocations. In the bright-field image an increase 
of contrast with increasing thickness is seen at the terraces; this 
increase agrees with the calculated thickness dependence of the 
extinction contrast for the present dynamical many-beam case. The 
additional enhancement and reversal of contrast at the steps is 
possibly connected with a Fresnel diffraction effect. 

The decoration technique is discussed more in detail in the 
following. Using this method, some selected investigations are 
described which are of general interest for the interpretation of 
processes on surfaces. 

II. APPLICATION OF THE DECORATION TECHNIQUE TO I~~GING OF STEPS 
ON NaC1 SURFACES 

Most alkali halides can be decorated without difficulty. If 
conventional oil-diffusion vacuum pumps are used, heating the 
crystal to about ISO°C is recommended to avoid contamination of 
the surfaces. The results described in this section were obtained 
under these simple conditions. For other crystals or for special 
requirements, the decoration is much more complicated, as discussed 
in section IV. 

Alkali halides are advantageous for obtaining crysta11ographi­
cally defined surfaces because cleavage faces are easy to produce. 
But for NaC1 and some other alkali halides, a cleavage face produ­
ced in free atmosphere after decoration is more or less reconstruc­
ted and the step structures generated have nothing to do with the 
cleavage process. This is demonstrated in Fig. 6 and 7. In Fig. 6 
the micrograph shows the typical structures after cleavage in free 
atmosphere. Water vapor has dissolved the surface, and the subse­
quent heating in vacuumlBas recrystallized it. Thus, the decorated 
steps are growth steps. 

For detecting real cleavage structures of an NaC1 crystal, it 
is advisable to perform the cleavage in vacuum, otherwise care must 
be taken that after cleavage no water condenses on the as-cleaved 
face. The typical patterns of cleavage structures on (lOa) cleavage 
faces are shown in Fig. 7. The arrows indicate the respective direc­
tion of cleavage. The 1ightining-shape cleavage steps seen in Fig.7b 
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are called elementary cleavage structures. 
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Fig. 6 : Step structures formed by recrystallization after disso­
lution of the surface of an NaCl crystal in free atmosphere. 

Fig. 1 : Typical patterns of cleavage structures on an NaCl (100) 
cleavage f'ace. 

The steps proceeding from a tip are monatomic. The density of these 
steps, i.e., the number of steps per face unit, as well as the en­
closed angle, depend on the velocity of the cleavage crack. To 
produce a cleavage face having as small as possible density of 
cleavage steps, a crack velocity as high as possible is necessary. 
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The structures in Fig. 7c can be explained by special disloca­
tion processes which take place in the crack tip during crack pro­
pagation. Similarly, the elementary cleavage structure is genera­
ted by iyzeractions between the crack and the dislocations in the, 
crystal. Cleavage steps according to Figs. 7c and d are special 
cases of the more common process yielding the structures in Fig.lb. 
Normally, each crystal contains small-angle grain boundaries, among 
which one distinguishes twist and tilt boundaries. A twist bounda­
ry consists of a two-dimensional arrangement of screw dislocations. 
If such a boundary is intersected by a cleavage crack, then a clea­
vage step is generated proceeding from each screw dislocation. This 
is shown in Fig. 7a. The individual monatomic cleavage steps often 
run together and produce higher steps behind the boundary, as seen 
in the lower part of Fig. 7a. 

Fig. 8 : Glide steps of individual moving dislocations ; after a 
special thermal treatment numerous cross slip processes took place. 
Annealing and deformation were performed in vacuum. The steps run­
ning diagonally belong to the original cleavage structure. 

The normal slideable dislocations in the NaCI lattice have 
Burgers vectors of a/2 <110> • Such dislocations are often activa­
ted by elastic strains immediately after cleavage. If a moving dis­
location emerges to the surface and the pertinent Burgers vector 
has a component normal to the surface, then the dislocations 
produce a glide step. According to the slip planes possible in the 
NaCI lattice, the glide steps on the surface always run in <100> 
directions. Such glide steps thus permit the description of the 
crystallographic orientation of surface regions in the electron­
microscopic dimension. Fig. 8 represents an image showing a number 
of glide steps. The more or less curved steps running almost 
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diagonally belong to the original cleavage structure which, as 
described above, was drastically changed by a weak H2D dissolving 
effect after cleavage in free atmosphere. The slip structures were 
produced during deformation in vacuum. After special thermal pre­
treatment the glide steps show typical processes of cross slip. 
It should be mentioned that the decoration technique is an excel­
lent method for studying the kinetics of individual dislocations. 
By means of special techniqY3s, it is even possible to detect the 
kinetics of slip processes. 

Cleavage structures, mostly connected with step structures 14 
which are due to deformation processes, occur in a great variety. 
More defined surfaces, e.g., with regard to a relatively well de­
fined density of steps, are obtained if an NaCI crystal is evapo­
rated in vacuum. At temperatures above about 300°C in a high vacuum, 
the surface of an NaCI crystal is decomposed by evaporation. Under 
clean conditions, i.e., cleavage in vacuum, the evaporation takes 
place first at the steps which thereby changes their shape and po­
sition. Besides decomposition at the steps on the free face, 
"Lochkeime" originate, i.e. diskshaped holes of monatomic depth. 

Fig. 9 : Change of the shape of cleavage steps and generation of 
"Lochkeime" as first stage of evaporation (cleavage in vacuum, 
thermal treatment: 320°C, 3 hours). 

Fig. 9 shows corresponding evaporation structures formed in 
the first monolayer of a cleavage. With increasing evaporation, 
starting from the emergence points of dislocations, the lamellar 
systems generated by the dislocations eventually determine the 
step structure of the surface, as seen in Fig. 3. The individual 
types of lamellar systems determined by the dislocations are repre­
sented in Fig. 10. Without going into detail (see Ref. (15)) it may 
be mentioned that the observed systems can be well interpreted by 
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the dislocations existing in an NaCI crystal and by the splitting 
of dislocations just below the surface (types.b, d, and e respec­
tively). The circular lamellar system belongs to a dislocation with 
a Burgers vector ~~rallel to the surface, i.e., it belongs to an 
edge dislocation. 

Fig. 10 : Different types of dislocation-induced lamellar systems 
after evaporation. 

With respect to Fig. 3, it should mentioned that for a given 
surface, the special step structure depends on the type and densi­
ty of dislocations. For a longer evaporation time, however, as a 
rule single, simple round spiral systems (Fig. lOa) are dominating 
and suppress other dislocation-induced sources of lamellar systems. 
For energetic reasons a spiral system with small step distance can 
produce several hundred lamellae and cover a region containing 
numerous other dislocations which are not able to "actively" produ­
ce their own lamellar systems. 

Previously it was assumed that the steps of round spirals or 
circular steps of the cleavage structure and the glide steps of 
single moving dislocations are of monoatomic height. This conclu­
sion is justified because in all the cases mentioned, the Burgers 
vector of the dislocations determines the step height. The glide 
steps on the surface can be used as an indicator for obtaining 
information on the height of steps when a glide step intersects 
steps of unknown height. By slight dissolution with water vapor or 
by slight evaporation at the crossing points, the steps are rounded 
and the roundinglgatterns thus produced can be used to determine 
the step height. In Fig.iia three steps, A, B, and C, cross step 
G running horizontally. 
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Fig. 11 : Schematic demonstration 
of the formation of rounding pat­
terns at crossing points of steps. A 
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Fig.llb shows one possible image of decoration after a treatment pro­
ducing the rounding structures.By the interaction of step A with 
step G, it follows that both steps must be of the same height. One 
sees that step B is higher than step G, and as shown on the right 
side of Fig. lIb, step G must be relatively higher than step C. 
But if itep G is a glide step and if it also shows a cross slip, 
then it must be a monatomic glide step; therefore it follows that 
step A must also be monatomic. To give more than a relative state­
ment for the cases Band C is more complicated. For more detail, 
refer to previous work in whi19 we have "reconstructed" the step 
structure of a given surface. 

Fig. 12 : Rounding patterns according to Fig. 11 between glide and 
cleavage steps, produced by slight evaporation. 

The simple example shown in Fig. 1 I is given in Fig. 12 for 
the interaction of glide steps with cleavage steps. The rounding 
structures were produced by slight evaporation. Fig. 9 should also 
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be mentioned. In that micrograph, the rounding pattern of the 
intersection of a glide step with a "Lochkeim" reveals that this 
is only of monatomic depth. 

Besides the question of the step height, it is often necessary 
to recognize the sense of the steps, i.e. to determine which side 
of a step is higher and which is lower. There is, of course, no 
problem in the case of evaporation structures because they form 
pits. For the steps of an evaporation spiral, e.g., the lower LeveL 
is always closer to the center of the spiral. 

Starting from one step with known sense, the senses of the 
neighboring steps can be determined by means of the dissolving 
growth structures discussed above. The interpretation is not al­
ways easy; moreover, the rouriding structures must first be genera­
ted which changes the original structure. The method of additional 
decoration with a low-melting metal has proven successful in avoi­
ding these difficulties. Before decoration with a heavy metal, de­
coration with a low-melting point metal is first carried out which 
gives much bigger and more distant particles; the center of these 
particles is always situated beside the step, as demonstrated in 
Fig. 13. 

Fig. 13 : Bi and Au decoration as a tool for the determination of 
the sense of steps. 

The gold decoration shows the exact position of the step, and quite 
obviously the decoration of the step by Bi particles is assymetri­
cal. In the left-handed picture exhibiting decorated evaporation 
structures, it is clearly observed that the Bi particles are always 
located on the bottom part of the steps. This result, valid for low 
melting point metals, does not concern the positio~80f the smaller 
particles of the heavy metals. According to METOIS who first used 
the deposition of two different metals to determine the position of 
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two different metals to determine the position of the decorating 
particles with respect to the step level, found that gold on KCL 
occupies the upper level of the step. 

III. INVESTIGATIONS ON THE KINETICS OF STEPS 

Fundamental work by VOLMER 19 in the early twenties proved 
that surface diffusion ,plays a dec~sive role in t25 growth of cr¥~­
tals from the vapor phase. Later, ~n 1928, KaSSEL and STRANSKI 
gave atomic explanations.According to Fig. 14 an atom or molecule 
coming from the vapor is adsorbed for a certain time on the sur­
face . 

. Fig. 14 : Schematic demonstration of 
a monomolecular step during vapor 
growth. 

During this time the atom can reach a step by diffusion, diffuse 
along the step, and finally be incorporated at a kink. From the 
experimental point of view, it is quite clear that investigation 
of the kinetics of atomic steps should permit quantitative descrip­
tion of the determining quantities. First, one could assume that 
from observation of the spiral patterns seen in Fig. 3 and 10, 
information can be gained, e.g., on the step distances as a func­
tion of the temperature. But here we have principal difficulties 
because one of the deci2}ve parameters, the chemical potential in 
the center of a spiral, is difficult to establish, particularly 
since it depends on the unknown orientation of the dislocation 
emerging from the surface. 

The investigation of the motion of steps which are independent 
of the spiral mechanism is much more transparent. Two techniques 
have been developed for ob.serving step motion and for measuring 
the step velocity. 

Our former method is the so-called "double decoration", an 
example of which is demonstrated in Fig. 15. The technique for 
studying growth is as follows : A crystal is cleaved in vacuum and 
one of its surfaces is subsequently evaporated to get defined step 
structures. On this face, a first decoration is then performed 
(the broken line in Fig. 15). Then the two crystals are opposed 
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with a separation of only 1 mm. The crystals are heated to diffe­
rent temperatures, e.g., the previously evaporated and predecora­
ted crystal to 330°C, and the opposite one to 350°C. Molecules 
are evaporated from the warmer crystal to the colder crystal. The 
rather well defined supersaturation conditions produce a well-con­
trolled growth on the colder crystal. After a given growth time· 
the surface of the grown crystal is decorated again (full. line in 
Fig. 15). 

Fig. 15 : Detection of the step motion during growth by means of 
double decoration (growing crystal: 330°C, evaporation crystal: 
350 o C, supersaturation: 337 %, time: 7.5 min). In addition to 
step motion, it should be noted that circular monatomic "Lochkeime" 
are formed at a critical distance from the steps. 

By measuring the position of the step before and after the growth, 
then dividing by the growth time, the velocity of the step can be 
determined. Of course growth can be influenced by the first decora­
tion, i.e., by the gold nuclei in the original position. But such 
an influence can be eliminated if two experiments with different 
growth times are performed and only the differences are used for 
determining the step velocity. 

From Fig. 15 one sees that the step velocity depends on the 
distance from the neighboring steps. An evalution of a number of 
micrographs is shown in Fig. 16 for different supersaturations. 
The step velocity increases with increasing step distance ~n23final­
ly reaches a constant value for a critical step distance yo. 
A simple explanation for this is given in Fig. 17. The hatched re­
gions of width x are called trapping ranges. A molecule from the 
vapor impinging gn the surface within region x can reach the step 
by diffusion and is trapped. For a molecule im~inging on the area 
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between the two x regions, the diffusion range is too small for 
e the molecule to reach the step. 

nmmin-7 
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Fig. 16 : Dependence of step velocity on step distance at diffe­
ring supersaturations. 
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Fig. 17 : Scheme demonstrating the dependence of step velocity on 
step distances. 

Therefore, it can be seen that not ali molecules that impinge on 
the surface can reach a step. This means that in the case illustra­
ted, the step distance Yo is within the constant region of the mea­
sured curves. It is also clear that with diminishing yo and overlap 
of the trapping ranges x , the step velocity must decrease. More­
over, with regard to theemeasured curves, the step distance now 
lies within the increasing part of the curves. From this siwple 
consideration, it follows that the critical step distance Yo at 
which the curves reach the saturation value correspond to approxi­
mately twice the width of the trapping range x . Of course, the 
trapping range is not identical to the conventional quantit¥4of 
the mean diffusion length x .From the well-known BCF theory in 
which the step velocity is ~ealt with from a theroetical point of 
view, it follows that x is about half of x . We note that the 
smallest diffusion leng~hs were measured fof the high 
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supersa turatio.n 0 f 337 %. The trapping range length is then 900 It 
and x about 430 It. ·s 

Recently, we have used a new method for studying step velocity, 
the so-called matched-face technique. Compared to the double deco­
ration technique, this method gives much higher accuracy and it is 
possible to determine the temperature dependence of the mean dif­
fusion length. To avoid the influence of atoms or molecules of 
residual gas adsorbed on the surface, esperiments applying the 
matched face technique are performed in UHV. After cleavage in UHV, 
two cleavage faces with exactly corresponding cleavage structures 
are employed. One of the crystals is used to ascertain the origi­
nal structure, whereas the other one is evaporated slightly. After 
making decoration replicas of both crystals it is necessary to 
find out by electron microscopy the corresponding structures. By 
comparing the structure changes of the evaporated crystal to those 
of· the ~5v2gorated crystal, the step movement can be determined 
exactly. ' 

Fig. 18 : Corresponding structures for demonstrating the matched­
face techni~ue : (a) Original cleavage structure, the drawn line 
marks the surface profile; (b) corresponding surface after annea­
ling (ms, monatomic step; hs, higher step; sl. slip line of a single 
dislocation) . 

Fig. 18 shows an example of step shifting after evaporation 
at a relatively low temperature. The higher step (hs) serves as 
fixed point for the correct correlation between the two micrographs. 
On the evaporated crystal, after cleavage, a dislocation runs along 
the face producing a slip line. As explained in section II, roun­
ding at the points of intersection shows that the moved steps are 
monatomic. 
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For separate steps, we measured the maximum step velocity, 
v . The velocity of isolated step pairs was also determined. 
F~towing the principal theoretical consideration of the BCF the­
ory, the mean diffusion length could be determined from experimen­
tal measurements. If the values of the determining quantities are 
known one can calculate the movement and interaction of parallel 
steps within trains and the kinetics t~6be expected for a given 
step system can be computer-simulated. Hicrograph (a) of Fig.19, 
shows the initial structure and micrograph (b) the final structure 
after 240 minutes of evaporation at 300°C. The computer-plotted 
profile images demonstrate good agreement between experimental and 
numerical results. 

o o ttl 12t1 110 440 240 o 
ANNEAliNG TINE (MIN) 

Flg. 19 : Comparison between observed movements of monatomic steps 
with mutual interactions and numerical simulations; (a) original 
position; (b) position after annealing at 300°C and 240 min. 

The validity of the extended BCF-theory could also be verified 
by other experiments carried out at temperatures where evaporation 
in vacuum is completely determined by the propagation of steps 
associated with dislocations emerging to the surface. Let us con­
sider, for instance, a monatomic spiral step developed around the 
emergence point of an a/Z <110> dislocation. In order to reveal 
surface diffusion-controlled interactions that occur between adja­
cent spiral turns, after a long-time evaporation at a certain tem­
perature TI (steady-state spiral), the distance of successive spi­
ral turns has been changed by a sudden jump in temperature from 
TIto a substantially lower value Tz. At this temperature the eva­
poration was continued for a certain time tz. Between the inner 
spiral turns generated after the temperature decrease, (i.e., at 
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T2) and the outer spiral turns created before (i.e.,at Tl) surface 
diffusion-controlled interactions take place which result in pe­
riodic step bunching as shown in Fig. 20a. The experimentally 
observed step configuration could be predicted numerically with a 
high degree of correspondence (see Fig. 20b) by u~~ ~7 a simpli­
fied step model based on the extended BCF theory. ' 

Inflll I 'JJm I 

Fig. 20 : Bunching of monatomic NaCl spiral turns : (a) observed 
after successive free evaporation at Tl= 444°c and T2 = 358°c 
(t2 = 330 min); (b) caluclated numerically (straight step approxi­
mation) . 

The goal of the investigations on the kinetics of steps was 
to obtain exact values for the quantities determining the diffu­
sion, whereby the mean diffusion length x was of special interest. 
The agreement with numerically calculatedSmodels demonstrates that 
the measured values for x are correct. These values measured in 
various experimental cond~tions are summarized in the table below. 

Experimental Supersatura tion Trapping range Mean 2D dif-
conditions and or surface width x fusion length 
techniques e -temperature x s 

Growth (330°C) 337 % 900 ! 430 ! 
(double-decoration 
technique) 112 % 1500 ! no! 

Evaporation (330°C) 
(double-decoration 
technique) 5200 A 2480 A 

Evaporation 314°C 2500 ± 400 1\ 
(rna tched -face 278°C 3600 ± 700 A 
technique 263°C 4500 ± 1000A 
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With regard to the usual theoretical considerations on the 
diffusion length, the experimental values are higher by one to 
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two orders of magnitude. One reason for these discrepancies might 
be that diffusion kinetics based on parameters such as Debye fre­
quency and elementary jump distance is oversimplified. Another 
open question is whether the diffusing species are simple molecu­
les. The experiments reveal only mass transfer and it should be 
investigated whether complexes of molecules have an important role 
in the diffusion. For' example, two molecules with a strong bond 
to each other, might have, as a diffusing particle, an interaction 
energy with the surface lower than that of individual molecules. 
Contrary to such an assumption is the fact that in the vapor flux 
of an evaporating NaCI crystal, primarily individual molecules 
were measured, but the question remains whether diffusing particles 
are identical with molecules in the vapor phase. Summarizing this 
short discussion, one can state that from the molecular-kinetic 
point of view it is necessary to better understand the individual 
stages of vapor growth and evaporation, including the diffusion . 

A special kind of diffusion is edge self-diffusion, for exam­
ple, the diffusion of NaCI molecules along an atomic step as out­
lined in Fig. 14. This effect can be studied by observing the 
change of the shapes on special step structures, particularly the 
steps of the elementary clZ3vage structure (Fig. 7b). Here again, 
the matched-face technique was applied. Fig. 21 shows the origi­
nal cleavage structure; for the given values for the crystal hea­
ting, no thermal influence can be proven. The corresponding struc­
ture, on the annealed counter surface, however, shows that all 
tips present in the lightning-shaped path of the steps exhibit 
distinct club-shaped rounding. 

As demonstrated in the schematic drawing of Fig. 21c, the 
change of shape of the step structure in the region of a tip takes 
place only by diffusion at the step. The annealing temperature 
(27S0C) is too low for evaporation; this means that thermal energy 
permits only detachment of molecules from kink positions and their 
diffusion at the step, but not detachment from the step onto the 
face. The driving force for diffusion along the ledges can be de­
rived from the gradient of the chemical potential which is deter­
mined by locally differing step curvatures. 

Given isotrope speci"fic ledge free energy and using a step 28 
diffusion coefficient, a differential equation can be formulated 
to describe the alteration of the tip structure shown in Fig. 21b. 
Because this partial differential equation is not analytically 
solvable, it was numerically integrated. Tip profiles determined 
experimentally and numerically are represented in Fig. 22. It 
should be pointed out that the apex angle at the tip influences 
the form of the club-shaped steady-state profiles. For tips with 
nearly parallel steps, the club-shaped tips are first tied off. 
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In a later stage isolated circle structures originate. 

Fig. 21 : Matched faces of cleavage structures after different 
thermal treatment. (a) elementary cleavage tips, T = 100oC, 
t = 30 min; (b) thermally activated matched tips, T = 275°C, 
t = 20 min; (c) geometrically fitting tip profiles. 
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Fig. 22 : Experimentally obser­
ved and numerically simulated 
steady-state profiles in depen­
dence on the enclosed angle in 
the tip. 

Good agreement between experimental observation and theoreti­
cal treatment confirms the concept of morphological change by iso­
tropic edge diffusion. The calculated activation energy of the edge 
diffusion along the n~natomic NaCl surface steps is E = 1.05 eV. 

r 
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The edge diffusion coefficient has also been determined. 

IV. CONDITIONS FOR THE DECORATION EFFECT 

For the decoration effect to be applied to the imaging of 
step structures as described above, two conditions should be ful­
filled. 

1. Formation of a metal nucleus at a step must be energetical­
ly preferred compared to nucleation on a smooth surface. 

2. For the formation of a nucleus, diffusion of the metal 
atoms is necessary; this means that the surface conditions 
must not hinder diffusion. Generally, the surface between 
the steps should be atomically smooth and sorption layers 
which hinder diffusion should not be present. 

The importance of these two conditions can be illustrated by some 
experiences. Most alkali halides are especially suitable for deco­
ration even after a strong influence such as that of water vapor 
on easily dissolvable crystals, described in section II. Thermal 
treatment in vacuum not only perfectly "reconstructs" the surface 
region previously dissolved, but also leads to a desorption of 
the sorption layers. This is valid for NaCl, KCl, NaBr, NaI and 
KI but quite a different behavior is noted with LiF. Contrary to 
most of the above mentioned alkali halides, LiF is not dissolved 
by water vapor. In addition, it is impossible to decorate a LiF 
crystal cleaved in free atmosphere and subsequently vacuum anneal­
led. In a "normal" vacuum (about 10- 5 torr), decoration is success­
ful only if it is carried out within a few seconds after produc­
tion of the cleavage faces. Cleavage faces produced under UHV con­
ditions can be decorated without any problems.One explanation may 
be that on a LiF surface, strongly bound sorption layers apparently 
form very quickly thereby influencing the decoration effect. 

In addition to the two principal conditions mentioned, for 
electron microscopic investigation it is necessary that decoration 
particles give good contrast. Furthermore,for high resolution, 
e.g., wiht closely neighboring steps, decoration particles should 
be as small as possible. Hence it follows that heavy metals are 
preferred and that nucleation is three dimensional. The latter is 
the case, for example in gold decoration at steps on alkali halides. 
With regard to the interface conditions, gold on alkali halides are 
systems of weak interactions, which means three-dimensional nuclea­
tion and good imaging conditions. 

also 
tain 

Contrast and resolving ~~wer of the decoration effect were 
treated quantitatively. To recognize a step visually, cer­
relations of nucleation on a step with respect to the 
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nucleation on the face must be known. The distance between nuclei 
along the steps must be smaller than the mean distance between 
nuclei on the2~ree regions. The decoration contrast K has been 
shown to be : 

K 
dL ~ - dFrn; 

dL ~ + dFrn; 

where ~.(cm-l) is the line density of nuclei along the steps, 
nF(cm-2j is the surface density of nuclei in step-free regions, 
and ~ and dF, the diameters of nuclei along steps and in the step­
free regions respectively. The lateral resolution 0 is the smal­
lest distance at which two steps are imaged separately. If sL is 
the mean distance between nuclei at a step, we have then 
o = sL =.1/~; i.e., the lateral resolution is equal to the reci­
procal value of the density of nuclei at the step. 

Summarizing these considerations, one can state tha~ for a 
good decoration effect with high contrast and high resolution for 
the step imaging, heavy metals (with a high scattering factor for 
the imaging electrons) are especially suitable. Conditions for 
evaporation should be chosen such that extremely small three­
dimensional nuclei form on the surface to be decorated. Often the 
determining parameters are not easy to achieve. In platinum deco­
ration of NaCI, for example, one observes that Pt nuclei tend to 
grow two-dimensionally. To avoid this, a higher substrate tempera­
t~re is useful, b~t as a.resu~t the dens~ty ~ decr:ases. Accor~' 
dlng to our experlente wlth hlgh resolutlon decoratlon of alkall 
halides and some other materials, simultaneous evaporation of Au 
and Pt under UHV conditions at room temperature gives the best 
resul ts. 

An illustration of high density step imaging is given in Fig. 
23. The mean distance of the steps is 55 R, in agreement with the 
dislocation density at the boundary, which can be calculated from 
the misorientation of·two subgrains. 

As previously mentioned, a general condition for decoration 
is that the surface to be decorated should be atomically smooth 
in order to permit diffusion of the decoration atoms. This condi­
tion limits some applications, particularly the decoration of me­
tal surfaces. Until now, the decoration technique has been used 
only for invest~6ation of Ag surfaces. Following earlier work by 
KAISCHEW et al. well defined Ag surfaces have been obtained by 
electrolytic overgrowth of a monocrystalline Ag hemispherical cap:' 
In Fig. 24 such an Ag crystal with its growth faces is represented 
together with an electron micrograph showing the decoration of 
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monatomic steps of a growth spiral. 

Fig. 23 : Highly resolved step structure produced by cleavage of 
a twist boundary. Cleavage in vacuum and decorated with Au at 100°C. 

Fig. 24 : Electrolytically grown faces on a spheric Ag single crys­
tal and the micrograph of a (111) Ag face decorated with Au. 

By means of dec~rat~~n imaging, some prob17ms of the kinetics of 
steps were studLed. The system Au on Ag LS a system of stronger 
interaction. Under 'clean conditions at a relatively low tempera­
ture, two-dimensional overgrowth takes place, as seen in the micro­
graph of Fig. 25. In order to obtain clean surfaces after electro­
lytic growth, the crystal was evaporated, i.e., the decorated steps 
are evaporation steps. It is remarkable that the extended flat nu­
clei at the steps are clearly formed on the bottom level. As an 
explana~ion for this fact, it was calculated that for a diffusing 
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Au atom, an additional activation energy of 0.15 eV is necessary 
for the j~p from the plane into a position on the bottom face of 
the step. However, this effect can only be observed at low tew­
peratures (up to 60°C). 

Fig. 25 Two-dimensional nucleation of Au on a (111) Ag face. 

As a last example of the conventional decoration effect, ima­
ging of steps on silver halide crystals will be discussed. Given 
the interest of the photographic process, many attempts have been 
made to decorate the step structure of silver halides, but without 
success until now. The reasons may have been insufficient flatness 
or deficient cleanliness of the surfaces. In addition, preferential 
nucleation on the monoatomic steps is obviously less prono~ced 
in comparison to alkali halides. In a recent investigation silver 
halides were grown as vapor-deposited films onto NaCl(IOO) cleavage 
faces under UHV conditions and decoration was carried out at tempe­
ratures between 25° and 50°C. Fig. 26 shows that on the (100) sur­
face of the AgBr crystals, numerous growth steps are present origi­
nating from emergence points of screw dislocations. Note that the 
emergence points are always distinguished by the formation of a 
large cluster of the decoration metal; this may be important for 
the formation of the latent image in the photographic process. 

The decoration technique also implies that the carbon film 
can be detached from the crystal without great difficulty and that 
decoration particles are not extracted from the carbon film during 
its detachment. The latter is often the case with numerous decora­
tion metals and also with gold. Least delicate is the Pt decoration. 
For the above mentioned reasons, the usual decoration technique 



SURFACE MORPHOLOGY ON AN ATOMIC SCALE 693 

cannot be applied to a number of crystals. But if the conditions 
described are fulfilled, i.e., heterogeneous nucleation and pre­
ferred deposition at the steps are attained, a decoration t3Shni­
que using the scanning electron micorscope can be employed. The 
material chosen for the decoration must have a secondary emission 
coefficient essentially greater than tha·t of the crystal whose sur­
face is to be investigated. Accordingly, ionic crystals are a pre­
ferred decoration material. 

Fig. 26 Growth of a AgBr film vapor-deposited onto NaCl substrate 
at 300°C. Au decoration. 

Fig. 27 : Cleavage steps on a surface of an Si crystal decorated 
by deposition of CsI directly imaged in the SEM. 
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As an example of this special technique, Fig. 27 shows glide and 
cleavage steps on the cleavage face of a Si crystal. As a decora­
tion material, CsI was evaporated at 150°C. The high yield of se­
condary electrons permits easy recognition of the CsI nuclei. For 
each surface the appropriate decoration material must be determi­
ned. Concerning the resolving power, lateral resolution does not 
produce results as good as those achieved in the conventional deco~ 
ration technique. But undoubtedly, the chief advantage of the ~e­
thod is that it is experimentally easy to perform. 

Another decoration method carrie~6out using the scanning elec­
tron microscope is "self-decoration". It is well-known that some 
compound semiconductors undergoing thermal treatment in the surface 
region decompose in such a way that preferential evaporation of 
one component takes place. As a result, remaining components accu­
mulate and can again form nuclei on the surface which are prefera­
bly trapped along the steps. In our laboratory this effect was 
studied on GeS crystals. Fig. 28 shows the step structures arising 
from decomposition and decorated by small germanium nuclei. 

Fig. 28 : Evaporation pit on a GeS surface visible In the SEM by 
thermic self-decoration due to heat treatment. 

Again, due to the different emission coefficients for the seconda­
ry electrons, this decoration effect is easy to observe in the 
scanning electron microscope. The presence of germanium nuclei was 
proven by means of x-ray microprobe and Auger spectroscopy. 

v. CONCLUSION 

Most molecular processes on surfaces are characterized by the 
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fac~ that for interactions, the surface cannot simply be regarded 
as a perfect and homogeneous lattice plane. A real surface has 
preferred sites in which interaction is drastically different from 
that in a perfect region. Among such distinct sites are elementary 
steps, always present on a real surface. By means of the decora­
tion technique and using the electron microscope, the step struc­
ture of macroscopic crystals can be studied. In previous work, 
applying the decoration effect to detect step structure has been 
referred to as the first kind of 17coration. Subsequently, decora­
tion of the second and third kind were defined. 
Decoration of the second kind means that density, shape and orien­
tation of the decoration nuclei on step-free surfaces allow dis­
tinction of different surface conditions, e.g., with respect to 
adsorption layers, between regions of different lattice structure 
or atomic roughness of a surface. Study of the third kind of deco­
ration should eventually enable detection of discrete atomic de­
fects in the surface. 
It was not possible to discuss de3§ration of the second and the 
third kinds here, but new results show that it is obviously in­
teresting to study these phenomena in more detail. However, it 
will be necessary to combine investigations on nucleation aspects 
of the decoration effect with other actual methods of surface 
physics. 
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