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Foreword

1I would like to begin by quoting 2 paragraphs from Aldridge and Augustine “Be-
fore exploring the role of systems engineering it is useful to define exactly what
is meant by a system. For the purposes herein, a system can be thought of as any
collection of two or more entities that interact. Thus, a hydrogen atom fits the defi-
nition of a system very neatly — but so, too, does the entire universe. Within those
bounds would be the example of a military force — a large collection of interde-
pendent entities which encompasses such diverse functions as training, equipping,
maintaining, transporting, communicating, fighting, and much, much more.

To the component designer, an electronic flight control box is a system. But to an
airplane designer, an entire aircraft is the system. Yet, to a transportation designer,
an airplane is only one element of a much broader system, one which encompasses
railroads, ships, automobiles, buses, trucks, bridges and tunnels. . . not to mention
passengers.”

The critical components of a complex system are not just the physical compo-
nents of a system as illustrated by Aldridge and Norman but the invisible inter-
actions between politics, social, economic and environment factors and the many
stakeholders of the system.

Since independence in 1965, Singapore has developed many large scale systems
The small size of her territory of about 1,400 square kilometers has compelled a
tight integration of planning and development of physical systems.

A prime example of a large-scale system is the creation of land by reclamation of
swamps in the Western part of the island and in the East from the sea. Lands were
needed for industrial development in the Western part of Singapore and for housing
development in the Eastern part. The planning of the lands for industrial develop-
ment was quite different from that for housing. Industrial estates were planned and

1 POINTER - Journals - 2004 - Vol 30 No. 4 - It’s a Systems World - After All by E.C.
Aldridge and N.R. Augustine. Norman R. Augustine is a graduate of Princeton University
and has served as Under Secretary of the U.S. Army, as Chairman and CEO of Lockheed
Martin Corporation and as chairman of the National Academy of Engineering. Aldridge
and Augustine first worked and wrote together in the 1960s at Douglas Aircraft Company,
Santa Monica, California.
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developed by JTC – a Government Agency under the Ministry of Trade and Indus-
try. New towns for housing were planned and developed by HDB – a Government
Agency under the Ministry of National Development. The complexity of these large-
scale projects made large-scale systems engineering a necessity. Our planners and
engineers had to learn by doing

The large-scale systems of Singapore can be roughly categorized under three
headings, Social Systems, Economic Systems and National Security Systems. The
large-scale systems are tightly coupled with changes in one system affecting the
others.

Fundamental to Singapore’s development is confidence. Our people must be con-
fident that they can create a future for themselves and for future generations. In-
vestors must have confidence that the investments that they will make in Singa-
pore will yield returns without fear of losing their capital. Jobs were created by the
economic systems. Social systems provide our people with housing, education and
health care. National security is a prerequisite for both economic development and
social development. As the nation has very limited resources of people, land and
money the allocation of resources is a major function of the Government. Besides
balancing current needs, there is also a need to balance short-term with long-term
strategic investments

Racial harmony is a pillar for the nation. The second pillar is the tripartite re-
lationship between employers, employees and Government. The integration of the
efforts of multiple stakeholders to build a nation is never complete. It is a constant
work in progress.

The integration of the Public and Private sectors in the development of large-
scale systems is a norm in Singapore. Knowledge and experience developed with
each project have helped to build up system engineering practices. These practices
reside in each domain of expertise like urban development, public housing, indus-
trial towns, land transportation, marine and offshore industry, aerospace industry,
water, energy, environment, parks and defence.

An example of a large-scale system is the water system of Singapore. In the
beginning the main effort to deal with water scarcity was in the creation of water
catchments and reservoirs and the development of a reliable water supply network.
In 2000 with the commercialization of low-pressure membranes, water reclamation
of wastewater and desalination of seawater became economically viable. The intro-
duction of NEWater by PUB as a new source of water had helped to create a water
industry with exports that benefited our economy.

One of the greatest challenges for large-scale systems engineering is that of inte-
gration over time. The “Conception to Retirement” Life Cycle Management System
was developed by the engineers in the Ministry of Defence as a solution to the
challenge of integration over time. The second challenge is the integration of Op-
erations and Technology. Operations staffs want the new capability for yesterday,
using tested and proven technology. Technology staff will want to use technology
that will not be obsolete when the project is completed. It is the integration of Op-
erations and Technology in the development of Concept of Operation and Master
Plans that will enable projects to achieve the required system operational capability
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and to sustain it over as long as possible before upgrading or retirement to fulfill the
needs of another role.

The longevity of Armoured Fighting Vehicles of the Singapore Armed Forces
is an example of how upgrading and changes of role have achieved operational
capability needs at the most economic cost.

Systems engineering education began in 1969 with the establishment of the Sys-
tems Engineering Group at Singapore University. The first batch of eight master de-
gree students graduated in 1971. The first batch of 39 bachelor degree holders was
conferred their degree in 2005. In 2009, Nanyang Technological University (NTU)
began offering an MSc degree in Systems Engineering and Project Management.
In the same year, a new university - the Singapore University of Technology and
Design (SUTD) – with Systems as core was set up in 2009. The first conferment of
Bachelor degrees will be in 2015.

The time is right for tighter integration of government agencies, industry and
academia to grow the nation.

CSD&M Asia 2014 will provide the opportunity for staff of the three sectors
to share and learn from each other. It is equally important that participants will
learn about how complex systems are being designed and managed in Europe, North
America, Asia and the rest of the world.

It is by the creation of knowledge and sharing of knowledge in complex sys-
tems design and management that the goal of achieving quantum leaps in system
capability can be achieved.

December 2014 Professor Pao Chuen Lui
Advisor to Singapore Government Agencies

Advisor to President NUS and Advisor to President NTU
Chairman Academic & Research Committee, SUTD



Preface

Introduction

This volume contains the proceedings of the First International Asia-Pacific Con-
ference on “Complex System Design & Management” (CSD&M Asia 2014; see the
conference website: http://www.2014.csdm-asia.net/ for more details).

The CSD&M Asia 2014 conference was jointly organized on December 10-12,
2014 at the National University of Singapore (Singapore) by the three following
founding partners:

1. The National University of Singapore (NUS),
2. The Center of Excellence on Systems Architecture, Management, Economy &

Strategy (CESAMES),
3. The Ecole Polytechnique – ENSTA ParisTech – Télécom ParisTech – Dassault

Aviation – DCNS – DGA – Thales “Engineering of Complex Systems” chair.

The conference benefited of the permanent support of many academic organiza-
tions such as Ecole Polytechnique (France), ENSTA ParisTech, National University
of Singapore, Singapore University of Technology and Design, and Telecom Paris-
Tech, which were deeply involved in its organization.

Special thanks also goes to Accenture, ADN Singapore, Dassault Aviation,
DCNS, Direction Générale de l’Armement (DGA), EDF, IRT SystemX, MEGA In-
ternational, MIT Press, Sembcorp, Surbana, Thales and The CosmoCompany that
were our key industrial & institutional sponsors. The generous support for the Con-
ference Gala Dinner by Sembcorp shall be especially pointed out here.

We are also grateful to ABB, DHI, Gumbooya Pty Ltd., the International Council
on Systems Engineering (INCOSE), INCOSE Sector 3 and the INCOSE Singapore
Chapter, Land Transport Authority, Ministry of Home Affairs, Veolia Environment
and Defence Science & Technology Agency, which strongly supported our commu-
nication effort.

All these institutions also helped us a lot through their constant participation to
the organizing committee during the one-year preparation of CSD&M Asia 2014.

Many thanks therefore to all of them.
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Why a CSD&M Asia Conference?

Mastering complex systems requires an integrated understanding of industrial prac-
tices as well as sophisticated theoretical techniques and tools. This explains the
creation of an annual go-between forum at Asia-Pacific level (which did not exist
yet) dedicated both to academic researchers & industrial actors working on complex
industrial systems architecture, modeling & engineering. Facilitating their meeting
was actually for us a sine qua non condition in order to nurture and develop in the
Asia-Pacific zone the new emerging science of systems.

The purpose of the “Complex Systems Design & Management Asia” (CSD&M
Asia) conference is exactly to be such a forum, in order to become, in time, the
Asia-Pacific academic-industrial conference of reference in the field of complex
industrial systems architecture and engineering. This is quite an ambitious objective,
that we think possible to achieve, based on the success of the “mother” conference of
CSD&M Asia, that is to say the CSD&M conference that organized in France since
2010 with a growing audience (the last 2013 edition grouped almost 300 participants
coming from 20 different countries with an almost perfect 50/50 balance between
academia and industry).

Our Core Academic – Industrial Dimension

To make the CSD&M Asia conference a convergence point of the academic and in-
dustrial communities in complex industrial systems, we based our organization on
a principle of complete parity between academics and industrialists (see the confer-
ence organization sections in the next pages). This principle was first implemented
as follows:

• The Program Committee consisted of 50 % academics and 50 % industrialists,
• The Invited Speakers came from numerous professional environments.

The set of activities of the conference followed the same principle. They indeed con-
sist of a mixture of research seminars and experience sharing, academic articles and
industrial presentations, software offers presentations, etc. The conference topics
cover in the same way the most recent trends in the emerging field of complex sys-
tems sciences and practices from an industrial and academic perspective, including
the main industrial domains (aeronautic & aerospace, defense & security, electronics
& robotics, energy & environment, health & welfare services, media & communica-
tions, software & e-services, transportation), scientific and technical topics (systems
fundamentals, systems architecture & engineering, systems metrics & quality, sys-
tems modeling tools) and system types (transportation systems, embedded systems,
software & information systems, systems of systems, artificial ecosystems).
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The First Edition of CSD&M Asia in 2014

The CSD&M Asia 2014 edition received 37 submitted papers, out of which the
program committee selected 11 regular papers to be published in these proceedings,
which corresponds to a 30 % acceptance ratio. Such high selectivity is fundamental
for us to guarantee the high quality of the presentations. The program committee
also selected 15 papers for a collective presentation during the poster workshop
of the conference, that intends to encourage presentation and discussions on other
important and emerging issues.

Each submission was assigned to at least two Program Committee members, who
carefully reviewed the papers, and in many cases with the help of external referees.
These reviews were discussed by the program committee during a meeting held at
NUS on 11 July 2014, and via the EasyChair conference management system.

We also chose 13 outstanding invited speakers with various industrial and sci-
entific expertise who gave a series of invited talks covering all the spectrum of the
conference, mainly during the two first days of CSD&M Asia 2014. The first and
second day of the conference were organized around a common topic – Designing
Smart Cities – that gave coherence to all invited talks. The last day was dedicated
to a special “thematic session”, followed by presentations of all accepted papers as
well as a system-focused tutorial in parallel.

Furthermore, we had an Eco-System session in order to provide each participant
a good vision on the present status of the systems engineering services and tools
offered.

Acknowledgements

We would like finally to thank all members of the Program and Organizing
Committees for their time, effort, and contributions to make CSD&M Asia 2014
a top quality conference. A special thank is addressed to the CESAMES (see
http://www.cesames.net/en/) non-profit organization team and to OPE3

who helped manage with huge efficiency all the administration, logistics and com-
munication of the CSD&M ASIA 2014 conference.

The organizers of the conference are also greatly grateful to all the following
sponsors and partners without whom the CSD&M ASIA 2014 event would simply
not exist:

• Founding Partners
- Center of Excellence on Systems Architecture, Management, Economy and

Strategy (CESAMES),
- Ecole Polytechnique - ENSTA ParisTech - Télécom ParisTech - Dassault Avia-

tion – DCNS - DGA - Thales chair “Engineering of Complex Systems”,
- National University of Singapore (NUS).
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• Professional Sponsors
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- The CosmoCompany,
- The MIT Press.

• Supporting Partners
- ABB,
- Defence Science & Technology Agency,
- DHI,
- Gumbooya Pty Ltd.,
- International Council on Systems Engineering (INCOSE),
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- Ministry of Home Affairs,
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Michel-Alexandre Cardin, National University of Singapore, Singapore
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Yang How Tan, Defence Science & Technology Agency, Singapore
Kristin Wood, Singapore University of Technology and Design, Singapore
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Model Checking of Energy Consumption
Behavior

Shin Nakajima

Abstract. Energy consumption is one of the primary non-functional properties to be
addressed early in software system development. Model-based analysis methods are
introduced in order to supplement the current practice of runtime profiler techniques.
In the present paper, the energy consumption analysis is classified as a duration-
bounded cost constraint problem. Specifically, behavioral contracts based on Power
Consumption Automata and properties written in terms of weighted linear temporal
logic with freeze quantifiers are proposed. In addition, the problem is solved by
model-checking of such logic formulas with respect to the automaton.

1 Introduction

Energy consumption is one of the primary non-functional concerns in software-
intensive systems, from networked embedded systems to user-centric smartphones,
which constitute any modern complex system infrastructure. A software-intensive
system, even though functionally correct, may suffer from unexpected energy con-
sumption. Although root causes include design flaws, post-analysis techniques are
adapted for checking programs. In Android-based smartphone [1], for example, en-
ergy profilers (cf.[20][22]) are used to detect such energy bugs (e-bugs) [19]. Since
a profiler is a runtime monitor used for checking the energy consumption of running
programs, it has the same disadvantages that program testing methods have. Specif-
ically, the profiler can be used only after all of the programs are completed, and the
coverage is limited by the supplied test cases.

A model-based energy consumption analysis method is necessary in order to
counter the disadvantage of the runtime profiler method. With appropriate design
notations, the energy consumption behavior of software-intensive systems can be
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4 S. Nakajima

represented and considered early in development. This method is particularly useful
for finding design faults caused by, for example, improper use of power management
application interfaces of the Android framework.

In the present paper, we propose a model-based formal analysis method for the
energy consumption problem, which is formulated as a duration-bounded cost con-
straint problem. In addition to Power Consumption Automaton (PCA) [13] account-
ing for the energy consumption behavior, a new variant of linear temporal logic with
freeze quantifiers (fWLTL) is introduced so that the duration-bounded cost con-
straint problem is solved by logic model-checking. For this purpose, we propose a
new definition of a PCA in terms of a Timed Automaton with observers [5][6][7].
Previously in [13], the PCA was defined as an n-rate Timed System [4].

The reminder of the present paper is organized as follows. Section 2 describes the
concept of the model-based analysis method. Sections 3 and 4 introduce the PCA
and fWLTL respectively, and the model-checking method is introduced in Section
5. Related research is discussed in Section 6, and Section 7 concludes the paper.

2 Model-Based Analysis

2.1 Energy Consumption Behavior

The energy consumption of a system is attributed to two types of sources. The first is
the hardware infrastructure that constitutes the main part of the system including the
CPU and memory. These are not controllable by application programs. The second
type is peripheral devices that particular application programs use, which include
network interfaces, and sensors or actuators. The LCD display, which consumes a
lot of energy, also falls into this second category. An application program, running
as a backend worker, may not use the display, because it does not provide a GUI for
human users.

Although hardware components are direct consumers of energy, application pro-
grams that are required in order to make use of these components are responsible for

Fig. 1 Example of a PCA
Diagram
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the consumption. Android-based systems [1], for example, use an aggressive power-
saving strategy to make the system sleep when periods of inactivity are detected.
Some application programs, however, will make the system awake even when a hu-
man user does not touch the screen for some time. The application program calls
the power management API of the Android framework such as wake-lock methods,
so that the display is kept awake as long as some active locks remain. In the default
mode, the wake-lock is maintained by a reference-counting method. An acquired
wake-lock must have a matching release call. Otherwise, the wake-lock is kept alive
even after the caller program is destroyed. These methods control the energy con-
sumption behavior of the hardware components, and thus the energy consumption
is attributed to the caller program. Specifically, improper use of wake-locks result
in energy bugs [13][19]. The energy consumption behavior of application programs
results from an integrated view of their own functional behavior and the amount of
energy consumed by the hardware components.

As an example of energy consumption behavior, Figure 1 shows a state-transition
diagram of WiFi client hardware operating in a power-saving mode. The diagram
consists of four states, called power states, and several state-transition edges. In Fig-
ure 1, DeepSleep is the initial state. A transition is enabled to HighPower state
when a beacon signal, which starts data transfer, is received. The state then alter-
nates between the IdleListen and HighPower states. In the IdleListen,
the WiFi client awaits the arrival of a new data frame. When the data frame transfer
is over, the LightSleep state is entered in order to prepare for a quick restart for
data transfer in the near future. An inactivity timer, which causes the transition to the
DeepSleep state, is also set. The diagram shows that a state-transition sequence
consists of many instances of the four power states.

The energy consumption is different for each power state. The HighPower state
consumes a lot of energy because it needs a large amount of computing resources in
order to decode the transferred frames. In the DeepSleep state, the electric current
is only necessary to activate a small number of hardware circuits and thus the energy
consumption is small. If we let F j(t) be a function of time to represent the rate of
consumed energy at a state indexed by j, the total power consumption from time a
to b is P j =

∫ b
aF j(t)dt. Since the power states are visited several times as the state

transitions progress, the total energy consumption is calculated to be a sum of P j;

P = ∑n
j=0P j = ∑n

j=0
∫ b j

a j F j(t)dt. We assume here that the state transition sequence
is bounded, and that each visited state is indexed by j.

A PCA [13] is a formal model that accounts for the energy consumption behavior.
It is informally represented by the diagram in Figure 1. The PCA introduces a linear
approximation, so that dP j/dt = F j(t) = M j with a constant M j for each power
state. The constant M j refers to an average rate of energy consumption at a particular
power state j. Then, the total energy consumption P is ∑n

j=0M j×(b j − a j). If we
know the constant M j for each power state, for example, HighPower in Figure 1,
then the PCA model concisely depicts the energy consumption behavior.

The PCA is regarded as a member of a subclass of Linear Hybrid Automata
(LHA) [4] because the dynamics of power consumption variable P j takes the form of
dP j/dt = M j, and the inactivity timer X is a clock variable of dX/dt = 1. However,
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the PCA is simpler than the LHA in that P j is an observer and does not have any
effect on the state-transition behavior. Contrarily, the clock variable X controls state-
transition timings. In Figure 1, for example, the transition from LightSleep to
DeepSleep is enabled by time-out of the inactivity timer. Therefore, a PCA can
be regarded as a Timed Automaton (TA) with observers [7], a Weighted Timed
Automaton (WTA) [5], or a Priced Timed Automaton (PTA) [6]. These are members
of a proper subclass of the LHA and an extension of the TA.

The dynamics in a variant of the PCA are extended to be probabilistic [15]. If
we let R be a random variable that is independent and identically distributed (i.i.d.)
with respect to probabilistic distribution f (r), the dynamics are written as dP j/dt =
α(R)×M j using probabilistic values α(R) with α≥1. The weight can be used to
encode the probabilistic component. Probabilistic or statistical method [21] can be
applied to such an extension.

2.2 Energy Consumption Properties

From a naive viewpoint, the properties that must be checked appear simple enough
to state that the total amount of consumed energy must be less than a specified max-
imum value. Since the amount of consumed energy is proportional to the amount of
time during which the hardware components are used, the above simple property is
eventually violated if the hardware components are used indefinitely. Checking the
properties must be limited with respect to time. Thus, the problem involves check-
ing the duration-bounded cost constraints, in which the cost refers to the amount
of energy consumption. This problem is more general than the duration-bounded
reachability of the TA [2]. An expressive and flexible property language is needed
to specify precisely and compactly both the durations and constraints.

The example in Figure 1 may be checked to see whether a simple property is
satisfied, such that the total amount of energy consumed from IdleListen to
LightSleep is less than a given maximum. A standard linear temporal logic
(LTL) formula of the form �(IdleListen ⇒ �LightSleep) describes the
temporal behavior of the desired property. The formula states that it is always the
case that the LightSleep state is eventually reached if it is in the IdleListen
state. This LTL formula is extended in order to refer to both the real-time timing
and the real-valued energy. To represent the timing, Metric Temporal Logic (MTL)
[18] and TPTL [3], for example, have been proposed. However, MTL and TPTL are
not applicable to the real-valued energy consumption variables.

We introduce the freeze quantifier that extends the original proposal in TPTL [3]
so that the quantifiers can refer to either the energy consumption values or the real-
time clocks. If we use freeze quantifiers of the form

F

x.φ x, the above-mentioned
property to be checked (ϕ1) will be written as

�

Fτ x.

Fmu. (IdleListen⇒
�

Fτ y.

Fmv. (LightSleep ∧ (y ≤ x+ 10) ∧ (v ≤ u+ 50))) ,

where x and y refer to the time points, while u and v record the consumed energy
at specified states. Here, x and u are frozen at the state when the system is in the
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IdleListen state, and y and v are taken from the LightSleep state. If the start
and target states of properties to be checked are pre-determined, then the algorithm
in [2] or in [5][6] might be used. However, the formula of the type ϕ1 may refer
to any state proposition to specify the duration. Furthermore, imagine that we have
another property ϕ2.

�

Fτ x. (DeepSleep⇒ �

Fτ y. (HighPower ∧ (y ≤ x+ 100)))

Although ϕ2 is less interesting, we can combine two properties to obtain ϕ1 ∧ ϕ2 or
ϕ2 ⇒ ϕ1 in a flexible manner and describe the expressive property specifications.

If we have such an extension of the LTL with freeze quantifiers, model-based
energy consumption analysis is formalized as a model-checking problem. In suc-
ceeding sections, we will formally define the PCA and the new extension of the
LTL, and then investigate the model checking problem in detail.

3 Behavioral Model

3.1 Power Consumption Automaton

A Power Consumption Automaton (PCA) A over a set of atomic propositions Prop
is defined as a Weighted Timed Automaton (WTA).

〈 Loc,C,D,Σ∪{ε},Edg,Flow, Inv,Lab 〉

1. Loc is a finite set of locations. Each location corresponds to a power state.
2. C is a finite set of clock variables and D is a set of weight variables. C and D

are disjoint (C∩D = /0). For a clock variable x (∈ C), a constant n(∈ N ), and
an operator �� ∈ {<,≤,=,≥,>}, constraints of the form x �� n and x1 − x2 �� n
constitute a set of clock constraints Z(C).

3. Σ is an alphabet that is a finite set of input symbols, and ε is an empty symbol.
4. Edg represents a set of transitions. It is a finite set Loc×Z(C)×Σ×2C×Loc. The

element of Edg, (l1,g,a,r, l2), is written as l1
g,a,r−→ l2, where g is a guard condition

in Z(C), a is an input symbol (∈ Σ∪{ε}), and r refers to a set of clock variables
(∈ 2C) to reset.

Furthermore, the PCA is deterministic if the destination location l2 is deter-
mined uniquely at a location l1 with given a and g.

5. Flow represents the dynamics to account for the change rate of weight variables.
For non-negative real R+ and RD

+ being D→R+, Flow : Loc→(RD
+→RD

+).
For a particular weight variable p to keep track of energy consumption and a
valuation w∈RD

+, Flow(�)(w)(p) = d p/dt = M�.
6. Inv is a mapping to clock constraints. Inv : Loc→Z(C)
7. Lab is a mapping to a set of atomic propositions. Lab : Loc→2Prop
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The above equation uses valuations for clock variables or weight variables ν∈RC∪D
+ .

Reset, delay, and multiplication are defined respectively below.

ν[r](x) =

{
0 if x ∈ r
ν(x) otherwise,

(ν + d)(x) = ν(x)+ d,
(ν×e)(x) = ν(x)×e

For a probabilistic extension of the PCA, Flow(�)(w)(p) = α(R)×M�, in which α
is a probabilistic variable mentioned in Section 2.1.

Finally, two PCAs, where (C1∪D1)∩(C2∪D2) = /0, synchronize on the common
set of input symbols Σ1∩Σ2. Whenever PCA1 makes a discrete transition with a
synchronization symbol a∈(Σ1∩Σ2), PCA2 also makes a transition.

3.2 Operational Semantics

Semantics of PCA A is given by a Labeled Transition System (LTS), 〈 S,T 〉. The
state space S is a set of tuples consisting of a location l, a clock valuation v, and a
weight valuation w. The clock invariants at location l are satisfied.

S = {(l,v,w) ∈ Loc ×RC
+ ×RD

+ | v |= Inv(l) }

The transition T consists of regular and stutter transitions; T = { d,e−→ } ∪{ d,ε−→ }.
The details are explained below.

• Event-trigger discrete transitions (l1,v1,w)
e−→(l2,v2,w)

∃(l1 g,a,r−→ l2) ∈ Edg ∧ v1|=g ∧ v2 = v1[r]

• Delayed transitions (l,v,w1)
d−→(l,v+ d,w2)

d ∈R+ ∧ w1 = f (0) ∧ w2 = f (d) ∧
∀t ∈ ]0,d[ | v+ t |=Inv(l) ∧ d f/dt = Flow(l)

The time advances by an amount of the delay (d) to become v+d, and the weight
is updated. In the above, f (t) refers to a continuous function differentiable in
the open time interval ]0,d[. For an energy consumption variable p, Flow(�) =
d p/dt = M� at location �, and thus w2(p) = M�×d + w1(p).

• Null transitions (l1,v1,w)
ε−→(l2,v2,w)

∃(l1 g,ε,r−→ l2) ∈ Edg ∧ v1|=g ∧ Flow(l) = /0 ∧ v2 = v1[r]

The input symbol is empty (ε) and the weights are not changed.

• Regular transitions (l1,v1,w1)
d,e−→(l2,v2,w2)

A delayed transition (l1,v1,w1)
d−→(l1,v,w2) followed by an event-trigger dis-

crete transition (l1,v,w2)
e−→(l2,v2,w2).
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• Stutter transitions (l,v1,w1)
d,ε−→(l,v2,w2)

A delayed transition (l,v1,w1)
d−→(l,v,w2) followed by a self-loop null transition

at location l, (l,v,w2)
ε−→(l,v2,w2)

A transition sequence is a finite number of
d,e−→, or such sequences followed by an

infinite number of
d,ε−→. The location l at which the stutter transition is defined is a

final state.
Finally, a set of time points τ j∈R+ represents a time progression sequence,

where τ0 = 0 and τ j+1 = τ j + d for a delayed transition
d−→. For a state σ j∈S,

a timed point is introduced as ρ j = (σ j,τ j). Then, for a sequence of timed point
ρ = ρ0ρ1· · ·, we have a set of timed sequences L(A ) generated by a PCA A , which
is written as ρ ∈ L(A ).

4 Property Specification

This section introduces Weighted Linear Temporal Logic with freeze quantifiers
(fWLTL) as the property specification language.

4.1 Syntax

The syntax of fWLTL is shown below.

π := c Constant ∈N (Natural numbers)
| x + c Addition

φ := p Atomic Proposition ∈Prop
| π1 ≤ π2 Comparison
| ¬ φ Logical Negation
| φ1 ∧ φ2 Conjunction
| φ1 U φ2 Until Operator
| Fmx . φ x Freeze Quantifier ranging over C∪D
| Fτ x . φ x Freeze Quantifier ranging over time points {τ j}

A variable x ∈ Var, where Var is a countable set of variables, appears free in an
fWLTL formula φ x. A closed formula φ does not have any free variable. Cost
constraints constitute a set Z(C∪D) because we have π1<π2 ≡ ¬(π2≤π1), and
π1=π2 ≡ (π1≤π2)∧(π2≤π1). Furthermore, the following standard abbreviations are
used. f alse ≡ p∧¬p, true ≡ ¬ f alse, φ1∨φ2 ≡ ¬(¬φ1∧¬φ2), φ1⇒φ2 ≡ ¬φ1∨φ2,
�φ ≡ true U φ (Eventually Operator), �φ ≡ ¬(�¬φ) (Globally Operator),
φ1 R φ2 ≡ ¬(¬φ1 U ¬φ2) (Release Operator).
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4.2 Semantics

We adapt the pointwise semantics for the fWLTL. A number of symbols are intro-
duced.

• A timed state ρ j=(σ j,τ j)=((l j ,v j,wj),τ j)
• A timed state sequence ρ = ρ0ρ1· · ·
• A countable set of variables Var
• An environment Γ : Var → R+.
• Γ [x := e] assigns x to a value e (e∈R+) in the environment Γ .

The following satisfiability relations |= defined inductively show the relationship
that 〈 ρ , Γ 〉 satisfies the fWLTL formula φ , 〈 ρ , Γ 〉 |= φ .

〈 ρ j, Γ 〉 |= c iff c ∈N
〈 ρ j, Γ 〉 |= x + c iff Γ (x) + c ∈R+

〈 ρ j, Γ 〉 |= p iff p ∈ Lab(l j)
〈 ρ j, Γ 〉 |= π1 ≤ π2 iff Γ (π1) ≤ Γ (π2)
〈 ρ j, Γ 〉 |= ¬ φ iff 〈 ρ j, Γ 〉 �|= φ
〈 ρ j, Γ 〉 |= φ1 ∧ φ2 iff 〈 ρ j, Γ 〉 |= φ1 and 〈 ρ j, Γ 〉 |= φ2

〈 ρ j, Γ 〉 |= φ1 U φ2 iff 〈 ρk, Γ 〉 |= φ2 for some k ≥ j
and 〈 ρ i, Γ 〉 |= φ1 for all i ( j≤i<k)

〈 ρ j, Γ 〉 |= Fmx . φ x iff 〈 ρ j, Γ [x := (v j∪wj)(m)] 〉 |= φ x

〈 ρ j, Γ 〉 |= Fτ x . φ x iff 〈 ρ j, Γ [x := τ j ] 〉 |= φ x

5 Model Checking

Let L(A ) be a set of timed sequences generated by a PCA A . Given a closed
fWLTL formula φ , the model-checking problem A ,Γ |= φ is defined to ensure
〈ρ0,Γ0〉 |= φ with an initial empty environment Γ0 and for all of the timed sequences
ρ generated by A (ρ ∈ L(A )).

We now study the decidability of the above model-checking problem by investi-
gating the existing results on formalisms relating to the PCA and the fWLTL. First,
the PCA is a kind of Weighted Timed Automaton (WTA) [5] or Priced Timed Au-
tomaton (PTA) [6]. The WTA/PTA are extensions of a Timed Automaton (TA).
In the case of the TA, model-checking of the Metric Temporal Logic (MTL) is
undecidable, and only model-checking of a fragment of MTL with respect to the
TA is decidable [18]. Furthermore, although restricted to considering a subset of
the MTL, model-checking of the WTA/PTA is undecidable, but over- and under-
approximation techniques are applied to this model-checking [8].

The TPTL [3] is propositional temporal logic with freeze quantifiers, the satis-
fiability relation of which is defined by timed words generated by the TA, and the
freezer quantifier refers to a time point of the binding state (now). The TPTL sub-
sumes the MTL [18] as a proper subset, and thus model-checking of the TPTL with
respect to the TA is undecidable. However, this model-checkig is decidable when
we limit ourselves to the discrete time represented by Natural numbers N .
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Based on these existing studies, model-checking of the fWLTL formula with re-
spect to the PCA is undecidable in general. The proposed logic fWLTL is more
expressive than the TPTL because the fWLTL can freeze weight variables as well
as time points. We must introduce some notion of approximations in order to en-
able analysis. In particular, we will adapt the time-bounded search and maximum
time sampling strategy proposed for Real-time Maude [16][17]. Real-time Maude
uses explicit time model rather than implicit or symbolic representation of time. The
latter is used in the analysis methods of the TA or the WTA/PTA.

First, the time-bounded search is an under-approximation method in that the
search is limited to a finite scope. However, the properties that must be checked
are the duration-bounded cost constraints, and thus the time-bounded search seems
reasonably effective for finding violations within an appropriate scope. Second, for
the case of dense time systems using real-valued time, the state space becomes infi-
nite even if the scope is bounded. Using the maximum time sampling strategy, the
sampled points in the timed sequence can be limited to a finite number of points.
The strategy is, in a sense, an extension of discrete time sampling where sampling
points are selected fromN . It chooses sampling points using the maximum possible
time advance where sampling points can be R+. In contrast, the discrete sampling
method considers only time points in a constant interval, and thus may miss signif-
icant changes between the sampling points. In summary, PCA descriptions are to
be translated into Real-time Maude. The translation may follow the method briefly
outlined in [14]. This method, however, assumes the PCA to be n-RTS system.

When the PCA has probabilistic weights, model-checking is conducted statisti-
cally using the technique commonly known as statistical model-checking (SMC)
[21]. Let R be a random variable that is independent and identically distributed
(i.i.d.) with respect to a probabilistic distribution f (r). Then, the timed sequences
are dependent on the value Ri and thus are represented as ρ(Ri), which is an
element of L(A (Ri)). For the fWLTL property φ , B(Ri) is defined such that
B(Ri) ≡ (〈 ρ(Ri),Γ 〉 |= φ). Here, B(Ri) follows a Bernoulli distribution Bin(1, p)
in which p is the probability that φ is satisfied with respect to ρ(Ri). The probability
p can be estimated statistically by increasing the number of trials, based on the law
of large numbers and the central limit theorem. Therefore, the SMC problem is to
generate such a timed sequence φ(Ri) for Ri and to check 〈 ρ(Ri),Γ 〉 |= φ , which
can be done using the method of Real-time Maude because the explicit time model
explained above is used.

6 Related Work

The present paper discussed a model-based formal analysis method for the en-
ergy consumption problem. Specifically, it was formulated as a duration-bounded
cost constraint problem. Two formal notations, the Power Consumption Automa-
ton (PCA) and the Linear Temporal Logic with freeze quantifiers (fWLTL) were
proposed so that the duration-bounded cost constraint problem was solved by logic
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model-checking. In the following, we compare the notations of the present study
with those of existing research.

The PCA is a kind of Linear Hybrid Automata (LHA) [4]. A PCA can be emu-
lated by an n-rate Timed System (n-RTS) with stopwatch clock variables [13]. Since
the energy consumption is observable and does not affect the behavioral specifica-
tions, we encode the energy variables as weights in the Weighted Timed Automaton
(WTA) [5] or the Priced Timed Automaton (PTA) [6]. The weights in PCA are,
however, defined only on states, and not on transition edges. In view of reachability
analysis, which is the basis for automatic verification methods, the n-RTA is un-
decidable while the WTA/PTA, as well as Timed Automaton (TA), are decidable.
For the TA, duration-bounded reachability is decidable [2]. Furthermore, optimal or
minimum-cost reachability of the WTA/PTA is also shown to be decidable [5][6].
The duration-bounded cost constraints require a property specification language to
be flexible enough to express various behavioral aspects. We introduced the fWLTL
for expressing properties to check. The problem is solved, in principle, by using the
model-checking method. The fWLTL can encode the duration-bounded reachabil-
ity problem, but does not have any notion of evaluation functions for optimization
problems.

Freeze quantifiers were first proposed in the TPTL [3], the semantics of which
were defined in terms of timed words generated by the TA. The freeze quantifier
of the TPTL refers to a time point of the binding state (now). The fWLTL extends
this quantifier to the range over weight variables as well as clock variables. The
quantified formula x.φ x in the TPTL is expressed as

Fτ x.φ x in the fWLTL. The
freeze quantifiers in the Constraint LTL (cLTL) [11] can refer to variables other than
clocks, and ↓x=mφ x in the cLTL is expressed as

Fmx.φ x. Finally, Duration Calculus
[9] is a formal framework for considering a general class of dense time intervals.
Duration Calculus (DC) is very expressive and so the model-checking method is
only known for a subclass of DC [12]. We have not yet compared the fWLTL with
the DC in detail.

Statistical model-checking of the Linear Priced Timed Automaton (LPTA) is dis-
cussed in [10]. The non-deterministic delay in timed transition is replaced by a prob-
abilistic distribution, and the semantics of the LPTA is interpreted to be a stochastic
process. Furthermore, the method uses monitor-based model-checking [8], which is
based on the explicit time model, rather than an implicit or symbolic representation
of time, as in the cases of the TA or the WTA/PTA [4][5][6]. The probabilistic ex-
tension of the PCA is weighted probabilistically and thus the role of probability is
different from that in the LPTA.

7 Conclusion

In the present paper, we investigated a model-based analysis of the energy consump-
tion problem from the view point of logic model-checking. The problem was for-
mally defined, and it turned out that some approximation was necessary in order to
conduct automated analyses. The view presented here is a first step towards the for-
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mal model-based analysis of energy consumption behavior. In the future, we intend
to investigate in detail a method for using Real-time Maude as the basic verifica-
tion engine, and to demonstrate the usefulness of the proposed method in detecting
energy bugs of Android application programs.

Acknowledgment. The present research was supported in part by JSPS KAKENHI Grant
Number 26330095.
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UNISENSE: A Unified and Sustainable Sensing
and Transport Architecture for Large Scale and
Heterogeneous Sensor Networks

Yunye Jin and Hwee Pink Tan

Abstract. In this paper, we propose UNISENSE, a unified and sustainable sensing
and transport architecture for large scale and heterogeneous sensor networks. The
proposed architecture incorporates seven principal components, namely, application
profiling, node architecture, intelligent network design, network management, deep
sensing, generalized participatory sensing, and security. We describe the design and
implementation for each component. We also present the deployment and perfor-
mance of the UNISENSE architecture in four practical applications.

1 Introduction

1.1 Background

According to the World Bank, over 52% of the world’s population are living in
urban areas by the year 2012 [1]. The global trend of increasing urbanization has
profound environmental and social impacts. Monitoring environmental status, pub-
lic infrastructure heath, and commercial service qualify in real time over large scale
is critical for urban life quality and sustainable urban development.

1.2 Motivation

Wireless sensor network (WSN) architectures are receiving increasing recognition
as a viable approach for urban management. In CommunicAsia 2013, the Info-
comm Development Authority of Singapore has revealed the vision of making Sin-
gapore ‘the first country in the world to be covered by a sensor fabric that connects
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“everything” and collects data to improve the performance of areas such as health-
care, education, utilities and environmental monitoring’[2].

Indeed, various WSN deployments have been proposed for practical applications,
such as environmental [3] and infrastructure [4] monitoring. The design and imple-
mentation of such deployments are highly specific to the particular application of
interest, hence not able to incorporate heterogeneous sensing applications. There are
also various Internet of Thing (IoT) testbeds that support multiple sensing modali-
ties at various scales, such as MoteLab ([5]), CitySense ([6]), and SmartSantander
([7]). These testbed infrastructures are restricted to specific commercial hardware
modules, which limits extension of application range and evolution of technology.

1.3 Contributions

In this paper, we propose UNISENSE, a unified and sustainable sensing and trans-
port architecture for large scale and heterogeneous sensor networks. Our UNISENSE
architecture is distinguished from existing WSN architectures and deployments by
the following features and advantages.

1. Heterogeneity: In UNISENSE, an application profiling (AP) component au-
tomatically matches heterogeneous sensing and networking requirements with
a combination of suitable hardware parts. The UNISENSE node architecture
(UNA) defines a modular approach to interface these hardware parts flexibly.
Moreover, we propose a generalized participatory sensing (gPS) component in
order to complement the static sensing architecture.

2. Scalability: In UNISENSE, we develop a hierarchical network architecture with
automatic network discovery mechanisms and multi-hop multi-sink routing pro-
tocols. New sensor nodes, network clusters, and third-party legacy systems can
be easily incorporated into our network. Our architecture organizes data streams
based on sensor applications rather than plain addresses to improve scalability.
Back-end servers are designed to dynamically allocate resources on-demand in
order to serve thousands of sensor nodes and back-end applications.

3. Sustainability: Through the UNISENSE network management (NM) compo-
nent, system administrators can monitor and visualize the real-time status of the
entire network architecture. Moreover, NM provides capability to remotely con-
trol and configure network elements, which facilitates sustainable operation. In
addition, the security, trust, and privacy (STP) mechanisms of UNISENSE are
customized for large scale sensor networks for the authenticity, integrity, and
confidentiality of the sensor data.

4. Deep sensing: We translate deep learning techniques into the UNISENSE ar-
chitecture to improve communications, facilitate data recovery, optimize system
deployments, and enhance network management. Deep learning uses only simple
neuronal operations, which allows sophisticated data processing to be decentral-
ized from the back-end. This feature enables the network to perform more effi-
ciently with its limited resources, function more intelligently in its operations,
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and react more quickly to its environment. It also reduces the risk of a single
point of failure.

1.4 Organization of the Paper

The rest of the paper is organized as follows. Section 2 describes the design of
each component of the UNISENSE architecture. Section 3 describes four prac-
tical UNISENSE deployments, with some reflections on practical lessons learnt.
Section 4 points out the comparative advantages of our UNISENSE architecture
compared with other existing WSN architectures. Finally, we conclude the paper in
Section 5 and describe the ongoing research and development efforts.

2 The UNISENSE Architecture

2.1 Overview

Fig. 1 provides an overview of our UNISENSE architecture. In each application
scenario, the AP component characterizes the heterogeneous application require-
ments and constraints and matches them with an suitable combination of hardware
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Fig. 1 Overview of the UNISENSE architecture
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solutions, which are interfaced by UNA in a modular manner. The IND, NM, and
DS components will then optimize the designs and customize the configurations
for the specific application requirements and constraints. Clients can get real-time
updates of their respective sensing results and control application-specific sensing
operations though our UI. The gPS plays an important complementary role to the
static WSN infrastructure. The STP component of our architecture ensures each step
of the sensing and transportation for each application is secure, trustworthy, and
confidential.

2.2 Application Profiling

Application requirements, environmental constraints, and hardware module capabil-
ities are three important aspects concerning the design and deployment of WSNs. In
UNISENSE, the AP component quantitatively characterizes these three aspects by
specifying the values of an extensive and standard list of parameters in each aspect.

The UNISENSE AP automatically matches a set of specified application require-
ments and deployment constraints with a suitable set of hardware modules. The
matching is performed in an application-oriented manner. Sensor and networking
modules are first selected based on sensing and networking requirements. MCU
main board is then selected to best interface and power the sensing and networking
modules. Lastly, the powering module, including energy harvesters and batteries,
are selected based on the overall power consumption of the other selected modules.

2.3 Node Architecture

A UNISENSE sensor node consists of five major components, namely, sensor, ac-
tuator, networking, power, and auxiliary. As shown in Fig. 2, the UNISENSE node
architecture specifies the standardized interface and schedule mechanism for these
components. After AP matches a specific application with the appropriate hardware
parts, suitable drivers for each part will be invoked in a modular manner.

The modular nature of our node architecture facilitates collaborative develop-
ment and technological evolution. Drivers for individual modules can be flexibly

Fig. 2 UNISENSE node architecture model
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re-used or modified based on application needs, without affecting other modules’
operations. We have also adopted a multi-platform software architecture with the
appropriate abstraction models, so that the same software application can be devel-
oped for multiple hardware platforms with minimal or no re-development efforts.

We are currently developing an automated device driver invocation system that
consistently select software drivers that correspond to the hardware components
recommended by AP.

2.4 Intelligent Network Design

As shown in Fig. 3, our UNISENSE architecture adopts a hierarchical network or-
ganization. Sensor nodes forward their sensor data to the network gateways, which
in turn deliver data to the back-end.

Our outdoor sensor network deployments often rely on ambient energy sources,
such as solar, which are highly unstable. We have developed an adaptive duty-
cycling mechanism that dynamically turns on/off the wireless interface of sensor
and gateway nodes in order to achieve energy neutral operation, taking real-time
ambient energy availability and networking requirements into consideration.

In order to add sensor nodes to the network architecture in a plug-and-play man-
ner, we have developed an automatic network discovery protocol for newly added
sensor nodes to automatically and securely register with nearby gateway nodes and
start sensing operations. Moreover, we have also developed a multi-hop multi-sink
routing protocol, which enables reliable and fail-safe sensor data delivery.

At the network gateway, we employ a publish-subscribe mechanism, in which
gateways “publish” sensor data to the broker (back-end server) and interested users
can then “subscribe” to the broker to receive data streams based on topics. This
mechanism organizes data based on applications, instead of source-destination ad-
dress pairs, which facilitates easy integration with third-party legacy systems.

Multi-hop  
multi-sink delivery 

Cellular connection to  
back-end servers 

Network management  
and data visualization 

Fig. 3 UNISENSE network architecture
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2.5 Network Management and Visualization

In order to ensure sustainable sensing and networking operations of the UNISENSE
architecture, the NM component offers a suite of management tools that perform,

1. performance monitoring of sensing, networking, and energy harvesting of the
infrastructure at various levels (node, cluster, network) in real time with light
weight and low overhead,

2. configuration of the sensing and networking operations and software upgrade of
the network infrastructure,

3. mechanisms to track and correlate all changes to the network and its performance
for tuning and resource management,

4. alert, diagnosis, and remedy of faults and anomalies,
5. and a unified web-based visualization and control interface for meaningful rep-

resentation and organization of management information.

2.6 Deep Sensing

The UNISENSE DS component applies state-of-the-art machine learning principles
in the design of the WSN architecture by exploiting spatial-temporal correlations
in sensor and management data. We employ ideas from a recent advance of neural
network technique called deep learning [8, 9] to improve the performance and derive
actionable insights from the sensor network with limited resources.

By translating deep learning techniques, we have developed the following capa-
bilities for WSN applications.

1. Recovery of missing sensor data due to network loss.
2. Detection of outliers in sensor data as well as anomalies in network operations.
3. Deployment planning in order to fulfill extended coverage requirements with

limited hardware resource.
4. Multivariate correlation and regression analysis to assist production and logistic

decision makings.

2.7 Generalized Participatory Sensing

The gPS component in UNISENSE exploits sensors on smart mobile devices to
complement the static sensing infrastructure.

The major challenges for PS to achieve wide industry adoption are incentive and
trustworthiness. In UNISENSE, we have developed an optimized reward scheme
that utilizes game theoretics and social networks in order to cultivate a stronger
sense of responsibility and accountability among participants and motivate them to
contribute higher quality and more trustworthy data.
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2.8 Security, Privacy, and Trust

The UNISENSE security solution incorporates a suite of light-weight and energy-
efficient cryptographic schemes. It also handles multi-user authentication and intru-
sion detection. Moreover, it provides a strong security feature into the over-the-air
(OTA) programming mechanism for NM purposes.

For both the static and the participatory sensing aspects of the UNISENSE ar-
chitecture, trust management detects and handles attacks on the trusted network
infrastructure. Trust management also assures users of the UNISENSE architecture
that their data are handled in an safe and honest way.

In the UNISENSE architecture, the privacy of the communications is preserved
not only at the user end, but also during the transportation in the network by
anonymization techniques, improved identity management schemes, and privacy-
preserving data analytics and aggregation.

3 Case Studies

3.1 Urban Noise Monitoring

Noise monitoring is an important application in urban management. The conven-
tional practice of ad hoc measurement has poor temporal and spatial coverage.
Empowered by the UNISENSE architecture, we have developed and deployed a
real-time continuous ambient noise mapping system.

Each noise sensor node consists of low-cost noise sensor, processor, networking,
and power hardware, interfaced by UNA. An A-weighting noise level computa-
tion algorithm is tailored for the resource-constrained sensor node. The multi-hop

Visualization for 
noise map and nodes 

Network management 
and monitor panel 

Time series visualization panel for 
sensor and network performance data 

Fig. 4 Integrated back-end interface for urban noise mapping system
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multi-sink routing protocol delivers data reliably on top of the adaptively duty-
cycled sensor and gateway nodes. Battery level and packet delivery ratio are closely
monitored through NM toolkits.

The DS component performs missing data recovery and continuous noise map
construction at the back-end in real time. As shown in Fig. 4, we have created an
integrated interface that visualizes the continuous noise map and time-series. Node
operation status can also be conveniently monitored for network management pur-
poses through the same interface.

By Mar. 2014, we have successfully deployed two noise mapping testbeds in two
typical urban sites in Singapore, namely, Clementi Town Central and Jurong Lake
District. Each testbed consists of 50 solar-powered noise sensor nodes and 4 solar-
powered gateway nodes installed on the lamp posts. Every five minutes, each sensor
node measures and updates noise level, in dBA, to the back-end server, which in
turn updates the time-series and spatial heat map visualizations.

3.2 Public Infrastructure Monitoring (Smart Bins)

Currently, most rubbish bin cleaning service are conducted in a routine manner.
Resources are often wasted on clearing some half-filled rubbish bins, while hav-
ing other overflowing. The Smart Bins deployment aims to solve this problem by
providing a real-time update of the bin fullness level, allowing operators to deploy
resources in an adaptive manner rather than a routine manner.

Leveraging on the UNISENSE architecture, Smartbins utilizes ultrasonic sensors
to sense the fullness level of the bin, and update the back-end through the hierarchi-
cal network infrastructure. We also use GPS and accelerometer modules to monitor
the location of the bins as they are susceptible to movements by the public, as well
as provide accurate timestamps for data. Fig. 5 shows a sensor node for smart bins.

By Apr. 2014, we have deployed 11 sensors, 4 multi-hop and 7 single-hop, over
Geylang Road and Guillemard Road in Singapore. With an update interval of five

Fig. 5 A Smart Bins sensor
node
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minutes and a 13 Ah non-rechargeable battery, none of the sensors have required
battery replacements since our deployment commenced in Dec. 2013. We are able
to achieve more than 90% packet delivery ratio for all the 4 bins with multi-hop
routing scheme.

3.3 Event Management (CuteBit)

3.3.1 Application Scenario

CuteBit is a real-time event participation system empowered by the UNISENSE
architecture. It provides an intuitive button-less UI to support voting, ranking, and
participatory games by simply flipping the CuteBit to different faces.

Each CuteBit is a battery-powered MCU main board equipped with an ac-
celerometer and a 802.15.4 wireless module. The user inputs are captured by sens-
ing the orientation of the CuteBit. A multi-sink routing protocol delivers user input
reliably to the gateway nodes in real time.

On 8 May 2013, 42 CuteBits were deployed for a dinner event. One CuteBit
sensor node was placed on each dinner table for participation input from this table.
The CuteBit system performed three tasks during the event successfully, namely,
collaborative event launch, voting, and crowd activity level monitoring. Fig. 6 is a
screenshot of the voting visualization.

Fig. 6 Voting visualization
interface for CuteBit

3.4 Vertical Farming Monitoring

Monitoring vertical farming is a new application domain for WSNs. By deploying
WSN on vertical farm towers, we aim to, (i) increase the crop yield through in-
depth sense-making of the sensor data and crop growth bio-data, and (ii) improve
productivity through reduced reliance on manual monitoring.

We deployed a total of 115 solar powered sensor nodes on a vertical farm to mea-
sure multiple environmental parameters including ambient light, temperature, and
humidity. The sensors were deployed on 115 rotating towers inside greenhouses for
a period of 30 days. All sensor nodes are adaptively duty-cycled to achieve energy
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neutral operation using solar power. As a result, all sensor nodes have achieved
100% uptime over the 30 days deployment. The DS component performed corre-
lation and regression analytics on the multi-modal sensor data with crop growth
bio-data. Fig. 7 show the multi-modal sensing node.

Fig. 7 Multi-modal sensor
node for farm use

3.5 Practical Issues and Lessons Learnt

The design, implementation, and deployment of the four testbeds have provided us
valuable experience for practical WSN realizations. We summarize them as follows.

1. In practical environments, many dynamic factors, such as weather conditions and
traffic flows, significantly affect the operating conditions of the WSN deploy-
ment. Therefore, it is advisable to always over-provision for energy harvesting
capabilities and wireless antenna gains in order to ensure network uptime and
connectivity, respectively.

2. Operating condition in many deployment environment can be hostile to the node
hardware. Weatherproof and insulation efforts are the keys to protect sensor node
hardware from corrosion or short circuit. Programs and scripts running in sensor
and gateway nodes should always be designed with fail-safe and auto-recovery
features.

3. At both the node and the network level, our architecture design adopts a modular
approach. This not only enables future re-use of both hardware and software
modules, but also makes development collaboration, debugging, and upgrading
much easier. In the setup and maintenance of our deployments, we have taken
full advantage of the modular design of the nodes, replacing and upgrading the
parts in a plug-and-play manner.

4 Related Work and Competitive Advantages

Various WSN deployments have been utilized for practical applications. In [3], a
WSN was deployed to monitor volcano activities. In [4], a WSN was deployed to
manage a combined sewage overflow control system. In these cases, the network
planning and the hardware choice are highly specific and fixed to the particular ap-
plication requirements. Such an application-specific approach cannot support the
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coexistence of heterogeneous sensing applications in a cost-effective manner. In
contrast, our UNISENSE architecture utilizes the AP component to quantitatively
characterize the application requirements and constraints, while UNA allows the
most suitable hardware modules for each application to be flexibly interfaced to-
gether.

Various WSN and Internet of Thing (IoT) testbeds can support multiple sensing
modalities and applications. For example, MoteLab [5] is an indoor WSN testbed,
with dedicated energy measurement, reprogramming, and management interfaces.
CitySense [6] is an outdoor urban WSN testbed consisting of embedded Linux
PCs with weather and air quality sensors. The SmartSantander [7] testbed consists
of 20,000 heterogeneous IoT sensors and devices. Although featured with multi-
ple sensing modalities and reprogrammability, these testbeds are restricted by spe-
cific commercial hardware modules, which limits the long term technical evolution.
Moreover, such testbeds usually incorporate a dedicated management and evaluation
sub-infrastructure, which incurs high hardware cost. In contrast, the UNISENSE
NM component manages the network infrastructure in an in-network manner with
minimum extra hardware and overhead.

To the best of our knowledge, the UNISENSE architecture is the first to have a
dedicated machine learning component (DS). The learning capability enables outlier
and anomaly detection, missing data recovery, and mining for actionable insights,
which brings our infrastructure closer to real world applications.

5 Conclusion and Ongoing Work

In this paper, we have introduced the UNISENSE architecture for large scale het-
erogeneous WSNs, as a technology enabler for smart cities realization and man-
agement. We described the design approach and implementation progress for each
principal component of the architecture. We have also presented the deployment and
performance of four practical WSNs supported by our architecture.

We point out future work in the following aspects. The UNA will be expanded
to support more hardware platforms and interface types in our architecture. Besides
the existing automatic hardware matching capability, we aim to automate the choice
of driver software in the AP component. For network planning, an IND toolkit will
be designed to intelligently determine network topologies, select suitable protocols,
and configure the optimal operating parameters.

A suite of scalable NM methods for configuration changes logging, performance
tracking, and higher-order fault detection will be developed. An integrated security,
trust, and privacy solution suite will be developed for resource-constrained WSN
nodes. Deep learning techniques will be translated to facilitate distributed process-
ing, simplified network codec, response time improvement, and data compression.
For gPS, we will focus on the design and enhancement of incentive schemes as well
as user data quality evaluation mechanism.
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Black-Box Optimization of Lighting Simulation
in Architectural Design�

Alberto Costa��, Giacomo Nannicini, Thomas Schroepfer, and Thomas Wortmann

Abstract. This paper deals with an application of optimization in architectural de-
sign. Formally, we consider the problem of optimizing a function that can only be
evaluated through an expensive oracle. We assume that the analytical expression of
the function is unknown and first-order information is not available. This situation
frequently occurs when each function evaluation relies on the output of a complex
and time-consuming simulation. In the literature, this is called a black-box optimiza-
tion problem with costly evaluation. This paper presents a black-box problem from
architectural design: we aim to find the values of the design variables that yield opti-
mal lighting conditions inside a building. The building façade is described as a para-
metric model whose parameters are the design variables. We tackle this problem by
adapting the Radial Basis Function (RBF) method originally proposed by Gutmann
(2001). Experiments indicate that our open-source implementation is competitive
with commercial software for black-box optimization, and that it can be a valuable
decision-support tool for complex problems requiring time-consuming simulations.
The usefulness of this approach goes beyond the specific application in architectural
design.

1 Introduction

We consider the problem of optimizing an unknown function given as an oracle. We
assume that the oracle is expensive to evaluate, so that estimating partial derivatives
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by finite differences is impractical. In the literature, such a problem is known as a
black-box optimization problem with costly evaluation.

Black-box optimization finds many applications. Our main motivation stems
from architectural design. In recent years, simulation has been increasingly em-
ployed as a decision-support tool in this field. As a case study, we optimize a build-
ing façade in terms of daylighting and glare to achieve a more sustainable design.
The façade is described as a parametric model whose parameters are the decision
variables. Daylight simulation that is based on site-specific climatic data can, over a
prescribed period, predict brightness inside the building as well as glare. This quan-
titative information serves as a performance measure, i.e., an objective function. We
assume that the desired characteristics can be combined into a single objective func-
tion that may include multiple terms, for instance penalties for violating constraints
based on the simulated visual comfort of building’s occupants. Our goal is to op-
timize this objective function, and thus to find optimal values for the parametric
model of the design. However, each run of the simulation takes considerable time,
depending on the desired accuracy. Thus, we want to find values of the decision
variables (design parameters) that achieve a close to optimal value for the objec-
tive function, while performing only a small number of function evaluations to limit
computing times.

Current architectural design practice often relies on experience and best prac-
tices rather than on optimization techniques. Better-informed decisions in the de-
sign stage of a building can lead to e.g. better environmental performance. Reli-
able solutions for these types of design problems are crucial for the development
of sustainable architecture and highly liveable future cities. Even if optimum effi-
ciency may not always be attainable in practice, optimization techniques provide
invaluable information to the architect and thus create new design possibilities. One
reason for today’s absence of optimization techniques in the design process is the
time-intensity of simulations. This constraint is exacerbated by the type of optimiza-
tion algorithms that are usually proposed for architectural design, that is, genetic and
swarm-based algorithms, e.g., [3, 17, 18]. Such algorithms converge on a solution
only after performing many simulation runs. The RBF method described in this pa-
per aims to provide much faster convergence, while offering flexibility for designers
in defining the performance measure, i.e., the objective function.

A common approach to black-box problems is to use several evaluations of the
oracle to build a model of the objective function. This model is also called response
surface or surrogate model. Examples of this approach are the Radial Basis Func-
tion (RBF) method of [6] (see also [19]) and the kriging-based Efficient Global
Optimization method (EGO) of [11]. Despite the appealing theoretical properties
of EGO, empirical evidence suggests that the RBF method is more effective on
engineering problems [9]. The RBF method has many potential applications in en-
gineering design beyond the case study presented here, in particular for optimizing
the performance of complex physical devices such as engines, see e.g., [1, 7].

The rest of this paper is organized as follows. Section 2 presents a case study of
optimal decision-making for complex problems in architectural design. In particu-
lar, we introduce a method to provide mathematical models to assess daylighting
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quality based on the designers preferences. Section 3 provides an overview of the
RBF method for black-box optimization, discusses possible extensions, and de-
scribes our open-source implementation. A brief computational evaluation shows
that our implementation is competitive with commercial applications from engineer-
ing design, and orders of magnitude more efficient than genetic algorithms, which
are commonly used in architectural design.

2 Application to Architectural Design

The conflicting objectives in architectural design and complexity of the simulations
mandate a black-box approach to architectural optimization. Accordingly, the liter-
ature on optimization in the architectural design is dominated by discussions of ge-
netic algorithms, e.g., [13, 15]. Other approaches to optimization in the architectural
field, such as particle swarm and ant colony optimization, usually are swarm-based,
e.g., [12]. Genetic algorithms are also the most likely technique to be employed
by architecture practitioners and students. Grasshopper, a free plug-in for the pop-
ular 3D-modelling application Rhinoceros

TM
, includes an easy-to-use evolutionary

solver named Galapagos. However, in practice, evolutionary and swarm-based ap-
proaches require the evaluation of many design candidates via simulation, which
likely is one of the reasons why their application in design practice has remained
limited. The RBF method presented in this paper conserves the advantages of a
black-box approach while greatly reducing the required number of design candidate
evaluations, see Section 3.4.

Several aspects make the RBF method especially promising for applications in ar-
chitectural design. First, being a black-box method, it requires no knowledge about
the internal structure of the optimization problem. Although typically in the liter-
ature only specific aspects of a building design are optimized, even these smaller
problems are characterised by multiple, competing objectives. For example, in op-
timizing a load-bearing structure, the designer often aims at minimizing both struc-
tural displacement and weight, see [12, 13]. Similarly, in façade design, opening
sizes have to balance daylight and shading requirements to avoid heat gains and
glare. The case study presented in this paper is located in a tropical climate, and
aims at maximizing daylight while minimizing glare. Combining these objectives
with the complex physics being simulated, we obtain an objective function such
that the relationship between inputs and outputs is not analytically available.

The RBF method has two other important benefits over evolutionary or swarm
algorithms that are especially important for architectural design. First, the surrogate
model created by the RBF method approximates the design space implied by the
parametric model and the performance criteria. The surrogate model thus allows the
approximate evaluation of different design scenarios around the optimum without
additional simulations. Design theorist Roy Woodbury conceives of architectural
design as design space exploration and highlights the need for computational tools
that support this exploration [23]. From the perspective of design as exploration, the
RBF method is a tool to approximately but quickly evaluate the sensitivity of the
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performance measure with respect to the design parameters. A discussion on how to
compute a confidence level of this sensitivity analysis is given in Section 3.3.1. Sec-
ond, one can use the RBF method with different objective functions without repeat-
ing time-intensive simulations. This is because in many situations, such as daylight
simulation, one can save the (complex) output data of a simulation run to allow the
evaluation of a different objective function relying on the already available output
data. In this way, we quickly obtain a model of the modified performance criterion,
and can hot-start the optimization method to converge much faster than restarting
from scratch. These two aspects at least partially address an important criticism
of optimization methods in the architectural design field: optimization has to rely
on pre-defined performance criteria and is thus difficult to integrate into complex
design processes with shifting performance criteria. This difficulty was succinctly
formulated by design theorist Horst Rittel in his famous chapter “Planning Problems
are wicked Problems” [20]:

The methods of Operations Research [. . . ] become operational, however, only after the
most important decisions have already been made, i.e., after the problem has already
been tamed. Take an optimization model. Here the inputs needed include the definition
of the solution space, the system of constraints, and the performance measure as a
function of the planning and contextual variables. But setting up and constraining the
solution space and constructing the measure of performance is the wicked part of the
problem. Very likely it is more essential than the remaining steps of searching for a
solution which is optimal relative to the measure of performance and the constraint
system.

The RBF method attempts to alleviate the “wickedness” of architectural design
problems by allowing the approximate exploration of the design space, and, perhaps
more importantly, the changing of performance criteria with significantly reduced
effort.

As a case study for the integration of the RBF method into architectural design
processes, the method is employed in the design of a mixed-use high-density church
building in Singapore. The church is designed with a performative façade that mod-
ulates daylighting conditions on the interior due to the differentiated inclinations of
its disk-shaped louvers, see Figure 1. The value of the angles of the small, disk-
shaped louvers are the design variables. We associate one design variable with the
opening angle of a group of louvers, instead of individual louvers. This simplifica-
tion serves three purposes: it reduces the dimension of the optimization problem,
guarantees a more unified visual effect of the façade, and standardizes the façade
elements for easier construction. We further reduce the optimization problem com-
plexity with two techniques from systems architecture, namely decomposition and
integration [14]. For an individual room inside the building, lighting conditions de-
pend only on the part of the façade adjacent to that room. Hence, we can decompose
the problem by considering each room separately, and find the optimal configuration
of the corresponding disk-shaped louvers using the RBF method. Finally, we inte-
grate these partial solutions to obtain a global optimal configuration for the façade
as a whole. Accordingly, in the following we consider only one individual room.
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Fig. 1 Façade of the church building with disk-shaped louvers

Each of our design variables represents the opening angle of a group of louvers,
and takes values between 0◦ (louvers closed) and 180◦ (louvers fully open). Day-
lighting is simulated with DIVA, a plugin for the 3D-modelling software
Rhinoceros

TM
3D [10]. DIVA yields illuminance values inside the building. Typi-

cally, running such a daylighting simulation is very time consuming and may take
up to several hours. To define an optimization problem we need an objective func-
tion. In other words, given an output of the lighting simulator, how can we assess its
quality? The quality of given lighting conditions is assessed in terms of two metrics
calculated in DIVA. The first one is the Useful Daylight Illuminance (UDI). UDI is
defined as [16]:

the annual occurrence of illuminances across the work plane that are within a range
considered “useful” by occupants. The range considered “useful” is based on a survey
of reports of occupant preferences and behaviour in daylit offices with user operated
shading devices. Daylight illuminances in the range 100-300 lux are considered effec-
tive either as the sole source of illumination or in conjunction with artificial lighting.
Daylight illuminances in the range 300 to around 3,000 lux are often perceived either
as desirable or at least tolerable.

We compute UDI values through a time-consuming simulation. The output is repre-
sented as false-color map.

The second metric is glare. An example of the glare values over one year, with
time slots of one hour, is provided in Figure 2. The glare values are in the range
[0,1], and values greater than or equal to 0.45 are considered intolerable.
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Fig. 2 Example of the output of a simulation for glare on a room over one year

We define our objective function in terms of UDI and glare. Let s be the output
of a lighting simulation. Let U(s) be the value of UDI normalized to be in the range
[0,1], G(s) be a value in [0,1] expressing the average quality of the glare values over
one year, and T (s) equal to 1 if there are too many large (intolerable) glare values,
and 0 otherwise. The objective function we want to maximize is expressed as:

f (s) = αU(s)+ (1−α)G(s)−α(1−α)|U(s)−G(s)|−T(s), α ∈ (0,1), (1)

where the term α(1−α)|U(s)−G(s)| is used to penalize solutions presenting good
values of UDI and bad values of glare, or vice-versa. The parameter α is used to
decide the relative weights of glare and UDI for the considered room, and this de-
cision is taken by the architects. The values of f (s) are in the range [−1,1], and
negative solutions are assumed infeasible. Notice that f (s) is not defined in terms
of the design parameters (i.e., the angles of the disk-shaped louvers), but it can be
computed from the output of the simulations.

Our goal is to optimize the design parameters (opening angles of the disk-shaped
louvers) to achieve an optimal value for this objective function. Note that a designer
can change the relative importance of brightness versus glare, for example because
the function of the room has changed, and build a new model of the objective func-
tion and hot-start the optimization process without re-running the simulations. The
designer can thus explore different design scenarios with a minimal need for time-
intensive computations. This flexibility is key in the architectural design process,
which typically involves not only changes to the solution but also changes to the
design objectives [20].

3 The Radial Basis Function Method

The problem discussed above can formally be cast into the following general form:

min f (x), subject to x ∈ [xL,xU ], (2)

where f : Rn → R, and xL,xU ∈ R
n are vectors of lower and upper bounds on the

decision variables that define the design space. The analytical expression for f is
unknown and function values are only available through an oracle. We assume that
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f is continuous with respect to all variables. The method we discuss can be extended
to take into account integer variables and additional (explicit) constraints to enforce
known relationships between the decision variables, but we keep this simplified for-
mulation for ease of exposition. Our implementation, however, can handle integer
variables.

The main idea of the RBF method proposed in [6] is to use radial basis functions
(i.e., real-valued functions whose value only depends on the distance from a center
xi, that is, functions of the form φ(‖x− xi‖)) to build a surrogate model that inter-
polates the known points. The next evaluation point is chosen by selecting a target
objective function value f ∗k , and finding the point in the design space that minimizes
the “bumpiness” of the resulting interpolant, if we were to add an interpolation node
at the chosen target level. Thanks to the properties of RBFs, we can find an analyt-
ical expression for a measure of bumpiness. For space reasons, here we provide a
brief overview of the method, skipping most of the details. The interested reader can
refer to [6, 9, 19].

Let Ω := {x ∈ [xL,xU ]} ⊂ R
n. Given k distinct points x1, . . . ,xk ∈ Ω , the RBF

interpolant sk is defined as:

sk(x) :=
k

∑
i=1

λi(‖x− xi‖)3 + ax+ b, (3)

where λ1, . . . ,λk ∈ R are the coefficients of the RBFs, ‖ · ‖ is the Euclidean norm,
a ∈ R

n,b ∈ R. In the expression above we are using the RBF φ : R+ → R,φ(r) =
r3. In this paper we only discuss the cubic RBF φ(r) = r3, which gives the best
performance in our computational experiments, but in general other choices of the
RBF are possible (e.g., thin-plate splines). The parameters λ ,a,b of the function
sk(x) that interpolates the k points (xi, f (xi)), ∀i ∈ {1, . . . ,k} can be determined by
solving a linear system (see e.g., [6]). In the following, we will keep referring to sk as
our surrogate model of f after k function evaluations. An overview of the algorithm
is given in Figure 3.

This methods finds a solution within ε of the global optimum, provided that
the unknown function is sufficiently smooth, the algorithm is executed for a large
enough number of iterations, and the choice of target values f ∗k satisfies a technical
condition [6].

We still need to address the following questions:

• How do we choose the initial points needed to create the first interpolant?
• How do we choose the next point to evaluate through the oracle using a target

function value?

3.1 Selection of the Initial Points

The initial sample points must be linearly independent to guarantee existence of an
interpolant. A commonly used strategy [6, 8, 9] is to choose corner points of the
box Ω . Taking all the 2n corner points is impractical if n is large (remember that
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input : oracle for f , domain [xL,xU ], maximum # evaluations nmax
output: best solution found within nmax evaluations

evaluate f at k0 starting points x1 . . .xk0;
i ←− argmin{ f (xi), ∀i ∈ {1, . . . ,k0}};
(x∗, f ∗)←− (xi, f (xi));
k ←− k0;
while k < nmax do

compute the interpolant sk(x) using the k points evaluated so far;
choose a target value f ∗k and select the next evaluation point xk+1;
evaluate f (xk+1) through the oracle;
if f (xk+1)< f ∗ then

x∗ ←− xk+1;
f ∗ ←− f (xk+1);

end
k ←− k+1;

end
return (x∗, f ∗)

Fig. 3 The RBF method

oracle is evaluated at each of these points). A commonly used strategy is to use a
Latin Hypercube experimental design of size n+ 1; this is our default strategy in
practice. Other choices are possible, see e.g. [9]. Points sampled according to these
strategies may not be feasible if there are integer variables and/or additional explicit
constraints. [9] suggests sampling more points than strictly necessary (i.e., > n+1),
and picking the first n+ 1 feasible ones, rounding integer variables if necessary. In
practice, feasibility in this case must not be too difficult to obtain, otherwise solving
the initial problem (2) is essentially hopeless.

3.2 Selection of the Next Evaluation Point

Arguably, the most important aspect of the algorithm is how to choose the next
evaluation point. The idea is to define a target objective function value f ∗k lower
than the best known objective value f ∗, and find the point xk+1 in the domain where
the surrogate model is more likely to take the value f ∗k . More precisely, this point
will be the one for which the interpolant sk+1(x) that interpolates the previous points
(xi, f (xi)), ∀i ∈ {1, . . . ,k} and (xk+1, f ∗k ), is the least “bumpy”.

We give an example in Figure 4. Given some points at which the function value is
known (blue circles), i.e., the previous iterates, and a target objective function value
f ∗k (the dashed line), we can obtain different surrogate models depending on the
choice of the point xk+1 where the function should assume value f ∗k . In the example,
the green surrogate model is less bumpy than the red one. The next evaluation point
will be the one yielding the least bumpy surrogate model reaching the value f ∗k .
Intuitively, this favors the “simplest” model that interpolates the current points and
achieves the target f ∗k .
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Fig. 4 Example showing two in-
terpolants obtained by choosing
a different value of xk+1 for a
given target value f ∗k (dashed
line). The red surrogate model is
more bumpy than the green one.

As stated earlier, we can define a measure of bumpiness using the properties of
RBFs. Indeed, we can write a nonlinear, nonconvex optimization problem to com-
pute the point that yields the least bumpy interpolant at function value f ∗k [6, 9].
Even though solving this auxiliary problem is not easy in general, we have access to
first and second order information, hence it is not as difficult as the original black-
box problem. Moreover, it is usually sufficient to find a good local minimum.

We still need to specify how to choose the target objective function value f ∗k . In
order to guarantee the convergence of the method, [6] proposes a cyclic strategy to
choose f ∗k :

• inf step: the target objective function value is set to −∞. The new point xk+1

minimizing the bumpiness will be in a large gap between existing interpolation
points. This is an exploration phase: the algorithm tries to improve the surrogate
model in unknown parts of the domain.

• local step: the target objective function value is set to minx sk(x), hence the new
evaluation point xk+1 will be the minimum of the interpolant. This is an exploita-
tion phase: we try to find the best objective function value based on the current
surrogate model.

• global step: the target objective function value is between the two extremes −∞
and minx sk(x). In this case, there is a balance between improving the model
quality and finding the minimum.

3.3 Extensions

We describe here some extensions to the basic RBF algorithm. Our preliminary
computational evaluations shows that these can significantly improve performance
of the method, but for space reasons we only give a brief overview.

3.3.1 A Measure of Model Quality

One of the drawbacks of the RBF method is that there is no mechanism to assess
the accuracy of the surrogate model. The algorithm uses a cyclic search strategy that
oscillates between global search and local search (possibly with intermediate steps),
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regardless of model quality. However, one can expect that if the current model is a
poor approximation of the true objective function, the local search phase is unlikely
to find a point with a good objective function value.

We propose to assess model quality using a cross validation scheme. Cross val-
idation is a commonly used model validation technique in statistics and machine
learning, and is discussed virtually by any textbook in the field. Given a data set,
cross validation consists in using part of the data set to fit a model, and testing its
quality on the remaining data. The process is then iterated by choosing different
parts of the data set for model fitting and for testing.

We say that a measure of model quality M is convergent if limk→∞M (sk) =
limk→∞

∫ |sk(x)− f (x)|dx. This implies that M converges to a reliable measure of
difference between the surrogate model and the true objective function f . We are
implicitly assuming that the integral exists and is well-defined. It is not hard to prove
that limk→∞

∫ |sk(x)− f (x)|dx = 0, due to properties of the algorithm. It is easy to
design convergent measures, but from a practical point of view we are interested in
how closely the sequence {M (sk)}k follows {∫ |sk(x)− f (x)|dx}k.

The method we advocate is as follows. Remember that function values are known
at k points x1, . . . ,xk. Then, for j ∈ {1, . . . ,k} we can fit a surrogate model s̃k to
the points {xi, ∀i ∈ {1, . . . ,k}| i 
= j}, and evaluate the peformance at (x j, f (x j)).
In particular, we compute the value |s̃k(x j)− f (x j)|, which is zero if the model
is a perfect fit, and > 0 otherwise. We can then average these statistics for j ∈
{1, . . . ,k} to compute an overall model quality score: this will be our measure M .
Our approach can be categorized as leave-one-out cross-validation. While leave-
one-out cross-validation is often computationally expensive, we can show that M
can be computed efficiently by solving a sequence of k linear programs, where each
linear program in the sequence can be warmstarted.

We use this measure of quality to dynamically select among different surrogate
models of the objective functions, obtained using different RBFs. In particular, pe-
riodically during the optimization process we select which model seems to yield the
best predictive power globally (for the global search phase of the algorithm) and
locally around the optimum (for the local search phase of the algorithm).

Furthermore, at the end of the algorithm we can output the surrogate model and
a corresponding “confidence level” to quantify how reliable we expect the surrogate
model to be. This has important practical implications: the surrogate model can
be used to perform sensitivity analysis around the optimal solution, i.e., explore
how the objective function changes if the design parameters are perturbed, without
having to resort to new (expensive) oracle evaluations; see the discussion in Section
2. The confidence level informs the user about the reliability of such sensitivity
analysis.

3.3.2 Noisy Functions Evaluation

In the application context studied in this paper, there is a trade-off between comput-
ing time and the accuracy of the black-box function f . This is a common situation
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Fig. 5 Function evaluations affected by er-
rors: the values returned by LQ simulations
are the blue dots. The green function inter-
polates exactly at those points, the red func-
tion is a less bumpy interpolant, and is still
within the allowed error tolerances.

in practice: the simulation software used to compute f can often be parameterized
to achieve different levels of accuracy. Our target application has this characteristic.

To speed-up the optimization process, we would like to exploit low accuracy and
therefore faster simulations. In the following, we will denote by LQ (“low quality”)
the low accuracy, high speed setting, and by HQ (“high quality”) the high accuracy,
low speed setting. Our assumption is that function evaluations computed in LQ are
affected by an unknown error, whereas function evaluations computed in HQ repre-
sent the true objective function f (x). The specifics of what LQ and HQ correspond
to (and as a consequence the estimation of the error) are application-dependent.
Further, we assume that we have an estimate of the maximum relative (or absolute)
error εr. Such an estimate is typically based on domain knowledge. Notice that the
surrogate model interpolating LQ points should be allowed to deviate from the val-
ues returned by the oracle by an amount within εr. Consider the example of Figure
5: if the points were HQ, i.e., considered “exact”, the interpolant would be the green
function. If we assume that function evaluations are affected by noise, and the true
function values may be located anywhere in an interval around their true value, then
we prefer the red surrogate model, because it is the least bumpy among the models
that interpolate within the given noise intervals. We can show that the RBF surro-
gate model under noisy function evaluations can be determined by solving a convex
quadratic problem. We advocate the following approach: at a first stage we solve
(2) in LQ until a termination condition is met, based on number of function evalu-
ation, an estimation of model quality (for example employing the cross validation
explained in the previous section), or stalling. At a second stage (2) is reoptimized
performing additional function evaluations in HQ, still allowing the LQ function
evaluations to vary by at most εr. During the local search phase, if the minimum of
the interpolant occurs at a LQ point, we re-evaluate the same point in HQ.

3.4 Open-Source Implementation

We implemented the RBF method for MATLAB
TM

/Octave and Python. The former
requires AMPL R© license [5]. Our implementation is open-source and is available
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Table 1 Number of function evaluations needed to find a value within 1% from the global
optimum for different black-box methods on instances from the Dixon-Szegö test set

Function Dimension Our RBF TOMLAB RBF DE
Branin 2 36 26 1190
Goldstein-Price 2 30 27 1018
Hartman 3 3 42 22 476
Hartman 6 6 114 87 7220
Shekel 5 4 116 96 6400

from the authors1. To solve the nonlinear (mixed-integer in the presence of integer
variables) optimization problems generated during the various steps of the algorithm
a nonlinear solver is also needed. In our tests we use BONMIN [2] with the nonlin-
ear solver IPOPT [22]. Currently, our algorithm can handle problems in any dimen-
sion, and it can handle both continuous and integer variables. Clearly an increase of
the problem dimension significantly increases the difficulty of finding a global opti-
mum. Besides our own version, we are aware of only one available implementation
of the RBF method: the commercial TOMLAB R© toolkit for MATLAB

TM
.

To give an idea of the performance of our implementation, we show in Table 1 the
number of iterations needed to find a solution within 1% from the global optimum
for some well-known instances of the literature (i.e., the Dixon-Szegö [4]) having
multiple global and local optima and dimension up to 6. We compare the number of
evaluations of the oracle of our method, the best results obtained by TOMLAB R© as
reported by [8], and an evolutionary algorithm (DE [21]). We remark that results for
these test were obtained with the default parameters of our implementation, i.e., an
“out-of-the-box” run without any sort of tuning. The number of function evaluations
is comparable to the best results of TOMLAB R© as given by [8]. It is more than one
order of magnitude better than an evolutionary algorithm, which is common practice
for optimization in architectural design.

To summarize, our open-source implementation is competitive with state-of-the-
art commercial software, even without any parameter tuning. At the present stage,
the integration with architectural design software is still in progress. However, we
believe that this paper shows that the application of state-of-the-art optimization
methods in the architectural design context could prove an invaluable decision-
making tool.

References

1. Björkman, M., Holmström, K.: Global optimization of costly nonconvex functions using
radial basis functions. Optimization and Engineering 1(4), 373–397 (2000)

2. Bonami, P., Lee, J.: BONMIN user’s manual. Tech. rep. IBM Corporation (2007)

1 At the moment of writing this paper, the license terms are still to be defined, but we expect
a BSD-derivate that will be free for academic use.



Black-Box Optimization of Lighting Simulation in Architectural Design 39

3. Delanda, M.: Deleuze and the use of the genetic algorithm in architecture. In: Contem-
porary Techniques in Architecture, pp. 9–11. Wiley-Academy, London (2002)

4. Dixon, L., Szego, G.: The global optimization problem: an introduction. In: Dixon, L.,
Szego, G. (eds.) Towards Global Optimization, pp. 1–15. North Holland, Amsterdam
(1975)

5. Fourer, R., Gay, D.: The AMPL Book. Duxbury Press, Pacific Grove (2002)
6. Gutmann, H.M.: A radial basis function method for global optimization. Journal of

Global Optimization 19, 201–227 (2001)
7. Hemker, T.: Derivative free surrogate optimization for mixed-integer nonlinear black-

box problems in engineering. Master’s thesis, Technischen Universität Darmstadt (2008)
8. Holmström, K.: An adaptive radial basis algorithm (ARBF) for expensive black-box

global optimization. Journal of Global Optimization 41(3), 447–464 (2008)
9. Holmström, K., Quttineh, N.H., Edvall, M.M.: An adaptive radial basis algorithm

(ARBF) for expensive black-box mixed-integer constrained global optimization. Opti-
mization and Engineering 9(4), 311–339 (2008)

10. Jakubiec, J.A., Reinhart, C.F.: DIVA 2.0: Integrating daylight and thermal simulations
using Rhinoceros 3d, DAYSIM and EnergyPlus. In: Proceedings of the 12th International
IBPSA Conference on Building Simulation, pp. 2202–2209 (2011)

11. Jones, D., Schonlau, M., Welch, W.: Efficient global optimization of expensive black-box
functions. Journal of Global Optimization 13(4), 455–492 (1998)

12. Kaveh, A., Laknejadi, K.: A new multi-swarm multi-objective optimization method for
structural design. Advances in Engineering Software 58, 54–69 (2013)

13. Kicinger, R., Arciszewski, T., Jong, K.D.: Evolutionary computation and structural de-
sign: A survey of the state-of-the-art. Computers and Structures 83(23-24), 1943–1978
(2005)

14. Krob, D.: Modelling of complex software systems: A reasoned overview. In: Najm, E.,
Pradat-Peyre, J.-F., Donzeau-Gouge, V.V. (eds.) FORTE 2006. LNCS, vol. 4229, pp. 1–
22. Springer, Heidelberg (2006)

15. Lin, S.H.E., Gerber, D.J.: Designing-in performance: A framework for evolutionary en-
ergy performance feedback in early stage design. Automation in Construction 38, 59–73
(2014)

16. Mardaljevic, J., Andersen, M., Roy, N., Christoffersen, J.: Daylighting, Artificial Light-
ing and Non-Visual Effects Study for a Residential Building. Tech. rep., Loughborough,
UK (2012)

17. Miles, J.: Genetic algorithms for design. In: Waszczyszyn, Z. (ed.) Advances of Soft
Computing in Engineering, pp. 1–56. Springer, Vienna (2010)

18. Oxman, R.: Performance-based design: current practices and research issues. Interna-
tional Journal of Architectural Computing 6(1), 1–17 (2008)

19. Regis, R., Shoemaker, C.: Improved strategies for radial basis function methods for
global optimization. Journal of Global Optimization 37, 113–135 (2007)

20. Rittel, H.W.J., Webber, M.M.: Dilemmas in a general theory of planning. Policy Sci-
ences 4(2), 155–169 (1973)

21. Storn, R., Price, K.: Differential evolution – a simple and efficient heuristic for global
optimization over continuous spaces. Journal of Global Optimization 11, 341–359 (1997)

22. Wächter, A., Biegler, L.T.: On the implementation of a primal-dual interior point filter
line search algorithm for large-scale nonlinear programming. Mathematical Program-
ming 106(1), 25–57 (2006)

23. Woodbury, R.F., Burrow, A.L.: Whither design space? AI EDAM 20(2), 63–82 (2006)



 

  
© Springer International Publishing Switzerland 2015 
M.-A. Cardin et al. (eds.), Complex Systems Design & Management Asia, 

41 

DOI: 10.1007/978-3-319-12544-2_4  

Aligning Cyber-Physical System Safety 
and Security 

Giedre Sabaliauskaite and Aditya P. Mathur 

Abstract. Safety and security are two key properties of Cyber-Physical Systems 
(CPS). Safety is aimed at protecting the systems from accidental failures in order 
to avoid hazards, while security is focused on protecting the systems from inten-
tional attacks. They share identical goals – protecting CPS from failing. When 
aligned within a CPS, safety and security work well together in providing a solid 
foundation of an invincible CPS, while weak alignment may produce inefficient 
development and partially-protected systems. The need of such alignment has 
been recognized by the research community, the industry, as well as the Interna-
tional Society of Automation (ISA), which identified a need of alignment between 
safety and security standards ISA84 (IEC 61511) and ISA99 (IEC 62443). We 
propose an approach for aligning CPS safety and security at early development 
phases by synchronizing safety and security lifecycles based on ISA84 and ISA99 
standards. The alignment is achieved by merging safety and security lifecycle 
phases, and developing an unified model – Failure-Attack-CounTermeasure 
(FACT) Graph. The FACT graph incorporates safety artefacts (fault trees and 
safety countermeasures) and security artefacts (attack trees and security counter-
measures), and can be used during safety and security alignment analysis, as well 
as in later CPS development and operation phases, such as verification, validation, 
monitoring, and periodic safety and security assessment. 
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1 Introduction 

Safety and security are two key properties of Cyber-Physical Systems (CPS) [6, 
15]. They share identical goals – protecting CPS from failures [17]. Safety is 
aimed at protecting the systems from accidental failures in order to avoid hazards, 
while security is focusing on protecting the systems from intentional attacks. Safe-
ty and security are particularly important in industrial control systems, where haz-
ards include explosions, fires, floods, chemical/biochemical spills and releases, 
potential crashes of vehicles, etc.  

In order to protect CPS from failing, safety and security have to be aligned and 
their ‘activities or systems organised so that they match or fit well together’ 
(MacMillan Dictionary’s definition of ‘align’). When aligned within a cyber-
physical system, safety and security work well together in providing a solid foun-
dation of an invincible CPS. 

Weak alignment between security and safety may produce inefficient develop-
ment and partially-protected systems. For example, excess costs could be spent on 
redundant safety and security countermeasures. Furthermore, security counter-
measures may weaken CPS safety, or vice versa – safety countermeasures may 
weaken security [14]. If there is no alignment between safety and security  
countermeasures, these interdependencies are not detected in the early system 
development phases and may lead to a number of problems that affect later CPS 
development or even operation phases. 

Over the years, separate research communities have dealt with threats to securi-
ty versus safety [16]. Two international standards have been proposed by the In-
ternational Society of Automation (ISA) to address CPS safety and security needs: 
ISA84 standard (also called IEC 61511) on safety instrumented systems [5], and 
ISA99 standard (also called IEC 62443) on control system security [8]. 

As systems are becoming more complex and integrated, the distinction between 
safety and security is beginning to weaken. Researchers are starting to recognize a 
need of collaboration between these two communities [2, 16]. ISA has also identi-
fied a need of alignment between safety and security, and formed a working 
group, Work Group 7 - Safety and Security, to investigate alignment and common 
issues between security and safety [10]. 

Some techniques and approaches from the safety domain have already been 
adapted for security and vice versa. The next step is development of techniques 
and approaches for integrated improvement of both safety and security [16]. 

Identifying and characterizing safety and security interdependencies in the early 
stages of CPS development (specification and design) in order to manage their 
consequences and optimize operational resources and system performance is still a 
challenge, which needs to be addressed [14]. Furthermore, the proposed solutions 
need to be compliant with industrial standards for CPS safety and security. 

In this paper, we propose an approach for aligning CPS safety and security 
lifecycles, based on ISA84 and ISA99 standards. The alignment is achieved by 
merging safety and security lifecycle phases and developing an unified model, 
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Failure-Attack-CounTermeasure (FACT) Graph. The FACT graph incorporates 
safety artefacts (fault trees and safety countermeasures) and security artefacts 
(attack trees and security countermeasures), and can be used for safety and securi-
ty alignment analysis. 

The proposed approach and the FACT graph not only help to assure that CPS 
safety (ISA84) and security (ISA99) are implemented in a consistent way, but also 
enable organizations analyze system vulnerabilities to newly identified accidental 
and intentional failures during CPS operation, and update countermeasure set in 
order to provide required level of safety and security. 

The remainder of the paper is organized as follows. Section 2 describes the re-
lated work. An integrated safety and security lifecycle process is presented in 
Section 3. Section 4 describes a CPS safety and security alignment model – FACT 
graph. An example of the FACT graph is presented in Section 5. Finally, Section 6 
concludes the paper. 

2 Related Work 

2.1 CPS Safety  

Safety concerns of the process industries can be addressed by the use of the ISA84 
standard, which describes the application of Safety Instrumented Systems (SIS) to 
achieve and/or to maintain a safe state of the process [5]. A SIS is aimed at per-
forming specific control functions to maintain safe operation of the process when 
predefined conditions are violated [5].  

Safety life-cycle consists of the following phases (see Fig. 4, left side): Hazard 
and risk assessment; Allocation of safety functions to protection layers; Safety 
requirements specification; Design of safety countermeasures; Installation, com-
missioning and validation; Operation and maintenance; Modification; and De-
commissioning [5]. 

The main objectives of the hazard and risk assessment phase are to determine 
the hazards and hazardous events of the process and associated equipment, the 
process risks associated with the hazardous events, and the safety functions to 
achieve the necessary risk reduction.  

In the second phase, safety functions are assigned to protection layers. Then, 
the required safety instrumented systems and associated safety integrity levels are 
determined. In the safety requirement specification phase, SIS specific safety re-
quirements are derived from the overall CPS safety requirements, defined during 
the hazard and risk assessment phase. 

In the next phase, safety countermeasure – SIS and other means of risk reduc-
tion – are designed taking into account the safety requirements. Then, security 
countermeasures are implemented, validated, and maintained during the CPS 
operation. 
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Typical artefacts, developed/defined throughout safety life-cycle, are the fol-
lowing among others (see Fig. 4): failure initiating events, fault trees, safety func-
tions, protection layers, safety requirements and safety countermeasures. 

Fault Tree Analysis (FTA) [7] is a technique widely used for hazard and risk 
assessment. The purpose of the technique is to graphically present the possible 
normal and faulty events that can cause the top-level undesired event. The fault 
tree consists of the following components: nodes (undesired events in the system), 
gates (relations between nodes; can be AND or OR gates), and edges (path of the 
undesired events through the system).  

For the reason that FTA is a graphical technique widely used by researchers 
and practitioners, we will employ it in our safety-security alignment approach. 

In order to illustrate fault tree analysis, we borrowed an example of a pressur-
ized vessel control system from [5]. Pressurized vessel control process is shown in 
Fig. 1, and its fault tree is presented in Fig. 2. 

 

Fig. 1 Pressurized vessel process [5] 

The process comprises of a pressurized vessel containing volatile flammable 
liquid [5]. Basic Process Control System (BPCS) is controlling the process by 
monitoring the signal from the Level Transmitter (LT) and controlling the opera-
tion of the Level Control Valve (LCV) (see Fig. 1). The system is equipped with a 
high pressure alarm – Pressure Alarm High (PAH), which is initiated if level 
transmitter measures high pressure level in order to alert the operator to take ap-
propriate action to stop inflow of material. 

A fault tree shown in Fig. 2 identifies the events, which contribute to the devel-
opment of overpressure condition in the vessel [5]. The top event, 
Overpressurization, is caused either by failure of the basic process control system 
function, or an external event, such as e.g. fire. BPCS function failure can be 
caused either by BPCS failure, or field device failures, such as sensor or actuator 
(valve) failure. Two transfer gates, included into the tree, indicate connections to 
related fault trees – external event fault tree and BPCS failure fault tree (these 
trees are not included in this paper). 
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Fig. 2 Fault tree of overpressure of the vessel [5] 

2.2 CPS Security 

To address cyber-physical system security needs, ISA developed an ISA99 stand-
ard “Security for Industrial Automation and Control Systems” [8]. The primary 
goal of this standard is to provide a flexible framework that facilitates addressing 
CPS vulnerabilities and applying necessary countermeasures in systematic, defen-
sible manner. 

ISA99 describes a generic view of an integrated manufacturing or production 
CPS, expressed as a series of logic levels [8]: Enterprise Business Systems, Opera-
tions Management, Supervisory Control, Basic Control, and Physical Process. 

In large or complex system it may not be practical or necessary to apply the 
same security level to all components. ISA99 proposes to divide systems in zones 
and conduits in order to meet the security goals [8]. Security zone is a logical or 
physical grouping of physical, informational, and application assets sharing com-
mon security requirements. Zones can be formed at different system logical levels, 
or across levels. Conduits are used to define communications, and may connect 
entities within zones, or may connect different zones. 

Security lifecycle consists of the three main phases: Assessment, Implementa-
tion and Maintenance [8]. The assessment phase consists of Process risk assess-
ment, Security requirements specification, Zone and conduit identification, and 
Risk assessment for each zone and conduit (see Fig. 4, right side). During the 
implementation phase, security countermeasures are designed, validated, devel-
oped and verified. Finally, maintenance phase includes operation and mainte-
nance, security monitoring and periodic assessment, and modification and  
decommissioning. 

Typical artefacts, developed/defined throughout security lifecycle process, in-
clude the following items among others: attack trees, security requirements, secu-
rity zones and conduits, and security countermeasures. 



46 G. Sabaliauskaite and A.P. Mathur 

 

Integrity, availability and confidentiality are three high-level cyber security ob-
jectives for CPS [9]. A lack of confidentiality results in disclosure, when an unau-
thorized entity gains access to data. A lack of integrity leads to deception – when 
an authorized party receives false data and believes it is true. While a lack of 
availability results in denial of service (DoS) when an authorized entity cannot 
receive commands or data. Deception, disclosure and DoS are three basic types of 
cyber-attacks on CPS [9]. 

Attack trees [3, 11] are widely used for security risk assessment. Attack tree is 
a graph that describes the steps of attack process. It uses the same basic symbols 
as fault trees: nodes (represent attacks), gates (AND and OR gates), and edges 
(path of attacks through the system). Several authors propose to use additional 
symbols in attack trees. E.g. dynamic, “trigger” edges [12] can be used in situa-
tions when one attack event (e.g. Attack 1) triggers the other (e.g. Attack 2). In 
this case, Attack 2 can be realizable only if Attack 1 has been completed. 

 

Fig. 3 Attack tree example – Stuxnet 

An example of an attack tree is shown in Fig. 3. It depicts attack process steps 
of the Stuxnet attack [1]. The goal of the Stuxnet attack is to compromise control-
ler, which is controlling a SCADA system. The attack starts with injection via 
compromised removable media, which could be done by user opening a compro-
mised file folder either on USB flash drive, or other removable media. Once this 
step is completed, Stuxnet worm instantaneously starts its self-installation and 
infection routines, thus there is a “trigger” line between these nodes. After injec-
tion and self-installation and infection routines are completed, an attacker is able 
to compromise corporate network, which allows him to gain access to SCADA 
control network, and eventually to compromise a controller. 

Several authors proposed to add defense mechanisms to the attack trees [3, 11]. 
Defense nodes (security countermeasures) can be attached either to attack leafs 
[11], or to any node in an attack tree, as defined in the Attack Countermeasure 
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Tree (ACT) approach [3]. In an ACT approach, once attack tree is constructed, 
and possible security countermeasures are attached to the attack nodes, security 
analysts can select a set of security countermeasures for implementation, consider-
ing a given budget [3].  

2.3 Safety and Security Integration 

Safety and security are interdependent, and these dependencies have to be consid-
ered during CPS design phase. There are four types of interdependencies between 
safety and security [14]: 1) conditional dependencies – security is a condition for 
safety and vice versa; 2) reinforcement – safety and security countermeasures can 
strengthen each other; 3) antagonism – they can weaken each other; and 4) inde-
pendence – no interaction between safety and security. 

Several techniques have been proposed in literature for integrating safety and 
security. They include unified risk definition [2], safety and security life cycle 
model [17], detecting conflicts between safety and security requirements [13], and 
integrated graphical model [4] among others. 

In [2], authors recommend to expand definition of the safety term hazard to in-
clude security related risks. A new definition of mishap is proposed. A mishap is 
an unplanned event, or series of events, that result in death, injury, occupational 
illness, or other harm to individual’s well-being; damage to or loss of equipment 
or property; or harm to an organization. These events include system, equipment 
or component failures, design flaws, user errors, intentional attacks, etc. 

A life cycle model for integrated safety and security in automation systems is 
described in [17]. It focusses on resolving conflicts between safety and security at 
the requirements and functional levels. Such a life cycle model and its conflict 
resolution framework are the basis of combining formerly separated networks for 
safety (e.g. fire alarm system), security (e.g. access control) and operation.  

In [13], authors propose a technique for detecting conflicts between safety and 
security requirements, which helps alleviate contradictory requirements. A tool is 
used to detect truly coupled requirements among two domains (safety and securi-
ty), providing system designers with information on requirement contradictions. 

In [4], a method for quantitative security risk assessment of complex systems is 
proposed. It combines fault trees with attack trees by integrating attack trees into 
pre-existent fault trees. The proposed approach allows considering the interaction 
of malicious attacks with random failures. 

In 2009, ISA formed a joint working group to promote awareness of the impact 
of cyber-security issues on the safe operation of industrial processes – ISA99 
Work Group 7 [10]. To the best of our knowledge, there are no work results pub-
lished by this group yet. 

Despite the existing solutions, there is still a need of an approach, which would 
help to design safe and secure CPS [14], and which would be compliant with in-
dustrial standards for CPS safety and security.  
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3 Integrated CPS Safety and Security Lifecycle Process  

We propose a CPS safety and security alignment approach. The alignment is 
achieved by merging safety and security lifecycle phases and developing a unified 
model, failure-attack-countermeasure (FACT) graph (see Fig. 4).  

 

Fig. 4 Merged ISA84 and ISA99 lifecycles 

The merged safety and security lifecycle model, which consists of 14 phases, is 
shown in Fig. 4. The process starts with CPS safety risk assessment and design 
phases (phases 1 – 4), borrowed from ISA84, followed by security risk assessment 
and design phases (phases 5 – 9), taken from ISA99. In phase 10, the alignment 
between safety and security is performed. Finally, phases 11-14 are the merged 
phases of ISA84 and ISA99 lifecycles and include validation, development, and 
verification, operation and maintenance, safety and security monitoring and peri-
odic assessment, and modification and decommissioning related activities. 

The failure-attack-countermeasure (FACT) graph is formed throughout phases 
1-9 of the merged safety and security lifecycle. It incorporates various artefacts: 
safety artefacts (fault trees and safety countermeasures) and security artefacts 
(attack trees and security countermeasures). This graph is useful not only for eval-
uating safety and security alignment in phase 10, but also for safety and security 
verification and validation in phase 11, and for monitoring and periodic assess-
ment in phase 13. The alignment phase (phase 10) and the FACT graph are de-
scribed in more detail in Section 4. 
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4 CPS Safety and Security Alignment Using Failure  
Attack-Countermeasure Graph 

As it has been mentioned in Section 3, FACT graph is formed throughout phases 
1-9 of the merged safety and security lifecycle process. Various artefacts from 
these phases are used as inputs for the FACT graph as shown in Fig. 5: fault trees, 
safety countermeasures, attack trees, and security countermeasures. Furthermore, 
security requirements and safety requirements along with FACT graph are the 
inputs for safety and security alignment analysis. 

The FACT graph construction consists of the following four steps: 
 
Step 1. The construction of the graph starts with importing failure trees at the end 
of   the safety hazard and risk assessment phase (phase 1). Whenever possible, 
interrelated fault trees are connected, using AND or OR gates, in order to provide 
a complete view of possible failures of the system. These fault trees form a frame 
of the FACT graph. 

Step 2. As soon as the definition and design of safety countermeasures is complet-
ed (phase 4), safety countermeasures are added to the FACT graph. They are at-
tached to the failures they are aimed at preventing. This mapping allows us to see 
the coverage of safety failures by safety countermeasures. 

Step 3. Attack trees, formed during process risk assessment phase (phase 5), are 
added to the FACT graph.  Attacks, related to failures in a FACT graph, are at-
tached to the corresponding safety failures. Attack trees are incorporated into fault 
trees by the use of OR gate, which indicates that a failure may be caused either by 
accidental failures, or by intentional attacks. 

Step 4. After completion of the security countermeasure design phase (phase 9), 
security countermeasures are added to the FACT graph. We can use ACT tech-
nique [3] in this step, which allows attachment of security countermeasures to any 
node of the attack tree (see Section 2.2). 

The FACT graph, constructed during steps 1-4, is a comprehensive system safety 
and security model, which shows safety and security artefacts and their relation-
ships. It can be used for safety and security alignment analysis (phase 10). In this 
phase, it is important for safety analysts to work together with security analysts in 
order to identify any misalignment, duplicates or missing elements. For this pur-
pose, safety requirements, defined in phase 3, and security requirements, defined 
in phase 6 of the merged lifecycle, are used (see Fig. 5). In phase 10, FACT graph 
needs to be reviewed and compared against safety and security requirements to 
determine if the requirements are satisfied, i.e. if proposed safety and security 
countermeasures provide the necessary risk reduction to achieve tolerable risks of 
the CPS.  
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Fig. 5 Safety and security alignment process 

Furthermore, FACT graph can be used in later CPS development and mainte-
nance phases as well, e.g. in phase 11 for safety and security verification and vali-
dation, and in phase 13 for monitoring and periodic assessment. As new types of 
failures and attacks are being continuously reported, these newly identified fail-
ures and attack should be added to the FACT graph in order to determine if cur-
rent countermeasure set is sufficient for protecting CPS. 

5 FACT Graph Example  

This section includes an example of the FACT graph. The FACT graph construc-
tion process comprises of four steps, as defined in Section 4. In the first step, fault 
trees are imported into the FACT graph and their inter-connections are estab-
lished. In this example, we will use the fault tree of overpressure of the vessel, 
borrowed from Fig. 2. 

In the second step, safety countermeasures are added to the FACT graph. In our 
example, three safety countermeasures are added, as shown in Fig. 6: SAF1 - a 
high pressure alarm – Pressure Alarm High (PAH) (see Fig. 1), which is activated 
if level sensor measures high pressure level in order to alert the operator to take 
appropriate actions to stop inflow of material; SAF2 – redundant sensor, which 
could be used in a situation when the primary sensor fails; SAF3 – redundant 
valve, used in a situation when the primary valve fails. 
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Fig. 6 Failure and safety countermeasure graph of overpressure of the vessel 

 

Fig. 7 Failure-Attack-Countermeasure (FACT) graph of overpressure of the vessel 

In the third step, attack trees are added to the FACT graph. In our example, 
Stuxnet attack tree (see Fig. 3) is attached to the failure BPCS Fails using OR 
gate: BPCS may fail accidentally, or it may be caused by a malicious Stuxnet 
attack. In addition, three more attacks are added to the graph: Physical attack, 
Sensor Attack, and Actuator attack. It is important to add inter-connection be-
tween attacks to the graph as well. In our example, sensor and actuator attacks 
may be triggered if SCADA control network is compromised. Thus, links between 
these attacks are added to the graph (see Fig. 7). 

Finally, in the fourth step, security countermeasures are added to the graph. 
Two security countermeasures are added to the vessel overpressure graph (see  
Fig. 7): SEC1 – countermeasures against physical attacks to prevent unauthorized 
access to the equipment, such as security guards, cameras, locks, etc.; SEC2 – 
countermeasures for detecting SCADA control network attacks. Detection and 
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mitigation of control network attacks is crucial, because it will prevent not only a 
Stuxnet attack, but also sensor and actuator attacks. Various intrusion detection 
techniques can be used for detecting attacks on SCADA control networks. 

6 Conclusions 

In this paper we have proposed an approach for aligning cyber-physical system 
safety and security at early development phases. The proposed approach suggests 
a way to integrate safety and security lifecycle process phases, defined by ISA84 
and ISA99 standards. Using this approach, practitioners may align CPS safety and 
security activities, by following the merged 14-phase safety and security lifecycle 
process (see Fig. 4), during which alignment model – FACT graph – is created. 

The FACT graph can be used to identify any misalignment between safety and 
security countermeasures, as well as countermeasure duplicates and missing 
means of protection. In FACT graph, safety and security countermeasure are at-
tached to the relevant faults and attacks, thus it is easy to identify interrelated 
countermeasures and analyze their interdependencies. 

FACT graph is built on a frame of interconnected CPS failures and attacks, and 
it is continuously updated during CPS development and operation phases by add-
ing newly identified failures and attacks to it. This will help to determine if current 
countermeasures are sufficient to detect and mitigate newly identified failures and 
attacks. Furthermore, FACT graph will help to identify redundant safety and secu-
rity countermeasures – countermeasures, which are aimed at preventing the same 
attack/failure from happening. Safety and security specialist along with managers 
will be able to select and optimal countermeasure set to provide necessary protec-
tion considering a given budget. 

Further research is needed evaluate the proposed approach in a real CPS. We are 
planning to apply the safety and security alignment approach in an industrial process 
control system, water purification CPS, which we are currently developing.  
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Singapore Road Vehicle Fleet Evolution  

Wei Wei and Lynette Cheah 

Abstract. Vehicle fleet modeling is a useful tool to analyze the dynamics of motor 
vehicles and their environmental impact at a macroscopic level, and has been 
applied in the USA and Europe. In this article, a road fleet model is constructed 
for the city-state Singapore. Policies that control vehicle ownership and 
congestion road pricing employed since 1998 differentiate Singapore’s vehicle 
market from other markets, making it a particularly interesting case to investigate. 
The fleet model is constructed using spreadsheets that track vehicle age, vehicle 
population, vehicle kilometers travelled, fleet fuel use and greenhouse gas (GHG) 
emissions. The authors hope that the model can be used as a tool to help 
stakeholders assess the social and environmental impact of relevant policies like 
capping vehicle growth, scrappage policy, reducing vehicle mileage and adopting 
green vehicles. 

1 Introduction  

In Singapore, transport sector is projected to account for 14.5% of greenhouse gas 
emissions in year 2020 under a business-as-usual scenario (National Climate 
Change Secretariat 2012). In terms of energy, road vehicles are responsible for most 
of domestic transport energy demanded (Asia Pacific Energy Research Centre 
2013). Vehicle fleet analysis has been used to investigate road vehicle fleet fuel use 
and GHG emissions under various policy scenarios in the US (Bandivadekar et al. 
2008), Europe (Bodek and Heywood 2008; Brand 2010) as well as on a global scale 
(Facanha et al. 2012), yet it has not been applied to fleets in city-states like 
Singapore. To understand the current and future environmental impact of Singapore 
road transportation system, a dynamic road fleet model is constructed to study the 
timescale of impact of policy changes projected till year 2030.  
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e-mail: wei_wei@mymail.sutd.edu.sg, lynette@sutd.edu.sg 



56  

 

2 Model Structu

A Vehicle Quota Scheme
policy instrument to contro
must be registered and re-
with engine capacity less 
capacity over 1600 cc (cat
car buyers must bid for a 
road. This is tax on top 
process happens twice a m
vehicle population grow
equivalent to sales. At the
974,170 motor vehicles, a
buses, 16.5% are goods ve

An overview of the flee
composed of spreadsheet
de-registration under VQS
age distribution and su
consumption and GHG em
detail in the next section. 

The Singapore Land T
city-nation’s transportatio
Historical data from 1998
age distribution data, the 
The model stabilizes after

Fig. 1 Overview of Fleet Mo

W. Wei and L.Chea

ure and Data Source  

e (VQS) was introduced in Singapore in May 1990 as 
ol vehicle ownership (Chin and Smith 1997). Road vehicle
-registered under one of the five following categories: ca

than or equal to 1600 cc (category A), cars with engin
tegory B), buses, goods vehicles and motorcycles. Potenti
Certificate of Entitlement (COE) in order to drive on th
of the cost of purchasing the vehicle. The open biddin

month, with a quota pre-allocated by government to restri
wth. Therefore, new registration of motor vehicles 
e end of year 2013, the road vehicle population numbere
among which 66.9% are cars (including taxis), 1.8% ar
ehicles and 14.9% are motorcycles.  
et model’s structure is provided in Figure 1. The model 
s in Microsoft Excel that details vehicle registration an
S, population of different types of motor vehicles, vehic

urvival rate, vehicle kilometers traveled (VKT), fu
missions. Each module of the fleet model is discussed i
 

Transport Authority (LTA) publishes data annually on th
on system, and is the primary source of data for the mode
8 to 2013 is used for the model. Due to limitations in th
model does not include taxis and tax-exempted vehicle

r year 2008.    

 

odel Structure 

ah

a 
es 

ars 
ne 
ial 
he 
ng 
ict 
is 

ed 
re 

is 
nd 
le 

uel 
in 

he 
el. 
he 
es. 



Singapore Road Vehicle Flee 

 

3 Building Block

3.1 New Registratio

The annual new registrati
under VQS is shown in
motorcycles have not cha
vehicles has declined from
registration peaked at 116
to strict government contr
on vehicle de-registration 

Fig. 2 New Registration and

3.2 Survival Rate a

Age distribution of motor
2013 for four vehicle cate
motorcycles. Based on th
registered in each year an
rate of vehicles in a give
remaining on the road. De
fits LTA data is discussed

3.2.1   Cars 

In Singapore, the car surv
the years studied in the mo
choose to either renew the
quota premium for the corr
scrapped or exported. Co
owners choose to de-regist

et Evolution 5

ks of Fleet Model  

on of Motor Vehicles 

ion and de-registration of five categories of road vehicle
n Figure 2. New-registration growth rate of buses an
anged much over the past 16 years, with that of good
m 2005 to 2010, followed by a slight rebound. New ca
6,741 cars in year 2006, and has been declining since du
rol. As shown in Figure 2, vehicle quota is imposed base
in the preceding months.  

 
 De-registration of Motor Vehicles 1998 -2013 (in thousands)

and Lifetime Distribution  

r vehicles is made available by LTA from year 1998 t
egories: cars (excluding taxis), buses, goods vehicles an
his data, we can infer the lifetime distribution of vehicle
nd estimate the survival rate of motor vehicles. Surviv
en model year is defined as the fraction of that vehicle
etailed methodology of finding a lifetime distribution th
d below.  

vival rate is highly influenced by the scrappage policy. Fo
odel, COE is only effective for 10 years. Vehicle owners ca
eir COE for another 5 or 10 years by paying the prevailin
responding year, or de-register their vehicles and have them
onsidering the soaring COE price in recent years, mo
ter the vehicle at or before 10 years after registration.  

57

es 
nd 
ds 
ar 
ue 
ed 

 

to 
nd 
es 

val 
es 

hat 

or 
an 
ng 
m 

ost 



58  

 

The car survival rate e
fleet model is shown in Fi

 

Fig. 3 Car Survival Rate 199

W. Wei and L.Chea

estimated from LTA’s data, and preliminarily used in th
igure 3.  

 

 

98 – 2013 (LTA and Fleet Model) 

 

ah

he 



Singapore Road Vehicle Flee 

 

Fig. 3 (continued) 
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Fig. 5 Bus Survival Rate 199

3.2.3   Goods Vehicles 
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Fig. 6 (continued) 

3.2.4   Motorcycles  
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3.3 Vehicle Kilome
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Table 2 Fuel Consumption Data (Land Transport Authority 2005; Land Transport Authority 
2008; Mercedes-Benz 2014) 

Fuel Consumption (liters/100km) 

From LTA Statistics Brief From 
Mercedes-Benz 

Website 
 2003 2004 2007 2008 2012 

Category 
A Car 

8.3 10.0 9.6 9.4 - 

Category 
B Car 

12.5 12.9 12.0 11.5 - 

LGV 10.0 10.0 10.1 10.0 - 

HGV 12.5 11.9 14.7 14.9 - 

VHGV - 47 50.5 50.2 - 

Buses - 42.31 

 
To speculate fuel consumption data for the missing years, we investigate the top 

8 car makes sold in Singapore, which constitutes 80% of total car population on 
average. From Figure 9, the car mix has not experienced a big change over the past 
11 years. Fuel economy data from US-based fueleconomy.gov also suggests that 
different model yeas have quite consistent fuel economy performance for popular 
car models like Toyota Corolla, Toyota Camry for model year 2003-2008, Nissan 
Sentra for model year 2003-2006, and Mercedes SLK, CLK series for model year 
2003-2011 (US Department of Energy et al. 2014). The fleet model takes these 
factors into account and presents an estimation of the fuel consumption 
performance for cars. 

For goods vehicles, Toyota, Nissan, Mitsubishi and Isuzu account for on average 
73.5% of total population for year 2003 – 2013. Mercedes Benz and Toyota are the 
top two car makes for bus category. Due to the lack of fuel consumption data for 
these makes, we estimate the figure for goods vehicles from LTA’s data in Table 2 
and for buses from Mercedes Benz bus models. As for motorcycles, Honda and 
Yamaha are the two dominant makes in Singapore, occupying 72.7% of total 
population for the past 11 years. The fuel consumption for motorcycle is estimated 
by taking the average of Honda and Yamaha models from totalmotorcycle.com 
(2014).  
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Fig. 9 Car Population by Ma
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motorcycles use gasoline
goods vehicles use diese
gasoline-powered, and al
data is shown in Table 3. 

Table 3 GHG Emissions Fac
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Fig. 11 Model Projected Veh
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ctors (Carbon Trust 2013) 

HG Emission Factors (kgܱܥଶ/liter) 
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Fig. 11 (continued) 
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population will decrease from year 2014 to 2020 even at a
registration growth rate. This is attributed to the high ne
04-2008. The removal of a large percentage of vehicle

COE expires after 10 years causes this drop in car stoc
d de-registration of motor vehicles from the model ar
buses, goods vehicles and motorcycles, there is no suc

ease in new-registration growth rate leads to increase i
fuel consumption roughly follow the same distribution a
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s is shown in Figure 13.  
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Fig. 12 Cars New registratio

Fig. 13 Car Projected VKT a
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Fig. 14 Fleet Model Vehicle 
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5 Future Work 

Using the fleet model, a sensitivity analysis will be performed to evaluate the 
impact of different input parameters including scrappage policy, adoption of green 
vehicles, VKT change on vehicle population and fuel consumption. The energy 
outlook and emission target for year 2020 can also be compared with the model 
result under different scenarios.  

6 Conclusions 

The paper presents the construction of a road fleet model for Singapore and how it 
can be used to analyze vehicle stock, vehicle kilometers travelled, fuel consumption 
and GHG emissions of Singapore road vehicles. A lognormal and decay model is 
found to best describe the lifetime distribution for cars, while for buses, goods 
vehicles and motorcycles, decay model is a good approximation. Singapore road 
fleet is highly influenced by government policies, thus differentiating its behavior 
from other countries. Based on the model’s projection till year 2030, car stock is 
predicted to decrease from year 2014 to 2020 even when vehicle new-registration 
annual growth rate is kept at 10% from 2014. This also leads to the dominating role 
of buses in road transport fuel use after year 2014. The authors hope that this road 
fleet model can be used as a tool to assess policy impact on road transport system in 
Singapore.  
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Design and Management of Flexible On-Shore 
LNG Production Engineering Systems 

Michel-Alexandre Cardin, Mehdi Ranjbar-Bourani, and Richard de Neufville 

Abstract. This paper presents a flexibility analysis as a practical procedure to 
evaluate large-scale capital-intensive projects considering market uncertainty. It 
considers the combined effects of the time value of money, economies of scale, 
and learning, and demonstrates the additional benefits stemming from considera-
tions of uncertainty and flexibility in the early stages of design and project evalua-
tion. This study focuses on the long-term deployment of liquefied natural gas 
(LNG) technology in a target market to supply the transportation sectors. Two 
design alternatives are considered: 1) fixed design, a big centralized production 
facility; 2) flexible modular designs, either using phasing approach at the big plant 
site or the same flexible approach with an option to move modular plants at dis-
tance. To compare the design alternatives, a structured flexibility methodology is 
applied based on several economic lifecycle performance indicators (e.g. Net Pre-
sent Value, Initial CAPEX, etc.). Results indicate that a flexible modular deploy-
ment strategy improves the economic performance as compared to optimum fixed 
designs. They also indicate that factoring flexibility to locate modules at a distance 
further improves system performance. Such improvement enhances as learning 
rate increases. Overall, the study shows that flexibility in engineering design has 
multiple, supporting advantages due to uncertainty, location and learning. 

1 Introduction 

The advantage of using natural gas products has increased over the last three dec-
ades, resulting in a considerable demand growth for LNG. Research has shown 
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that by 2030 there is a possibility that the overall LNG demand will be more than 
three times higher than from where it was in 2011 and the regional distribution 
will significantly change accordingly [1]. More specifically, gas product demand 
and supply forecasts in a target market indicate a potential shortfall of 300 to 600 
TJ/day by 2015, and between zero and 600 TJ/day by 2020 [2]. A combination of 
growth and replacement production indicates there is a need to source at least 
1,100 TJ/day of new production by 2020. 

Since LNG can be used reliably as on-road transport fuel, there are growing 
business opportunities for LNG production. Development of this business can be 
risky, however, as it requires substantial amount of initial investment. The project 
will be subject to uncertainty in LNG demand, gas price, and facility availability. 
The design stage of such projects is significantly large as critical decisions need to 
be made, and as changing the system configuration later on might be too costly.  

This study presents flexibility analysis as a practical procedure to maximize the 
expected value of a system over its useful time. It enables developers to adapt the 
system for better performance as its requirements and opportunities evolve over its 
useful life by exploiting the notion of modularity in design [3,4]. The study con-
trasts and compares to others as it considers explicitly the combined effects of 
uncertainty, the time value of money, economies of scale (EoS), and learning to 
highlight the economic benefits stemming from flexibility. It is first to do this in 
the context of LNG production systems. 

The rest of this paper is organized as follows. Section 2 discusses the motiva-
tions to apply the practical flexibility procedure, which considers explicitly uncer-
tainty and flexibility, to designing and evaluating LNG production systems. It also 
reviews relevant literature. Section 3 identifies the research gap, and defines the 
scope of the problem under consideration. Section 4 describes the methodology in 
generic terms. Section 5 presents a case study on a LNG production system that 
demonstrates the implementation of the analytical approach. Section 0 summarizes 
major findings, providing conclusions and insights for further research. 

2 Background and Motivation 

2.1 Flexibility in Engineering Design 

Flexibility in engineering design is an interdisciplinary field for research and prac-
tice [3,4]. It adapts the concept of financial options to real engineering systems, 
with the goal of increasing the expected economic value by providing the “right, 
but not the obligation to change a system” to respond to uncertainties most profit-
ably [5]. Flexibility exists “on” and “in” engineering systems. Flexibility “on” 
 systems is associated with managerial flexibility like abandoning, deferring until 
favorable market conditions, expanding/contracting/reducing capacity, deploying 
capacity over time, switching inputs/outputs, and/or mixing the above [5]. Flexi-
bility “in” systems refers to technical engineering and design components enabling 
real options – another word for flexibility – in deployment and operations [6]. 
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Cardin [4] provides a taxonomy and design framework to organize design and 
evaluation activities to enable flexibility in engineering systems. 

Flexibility enables a system to capture the potential value associated with dif-
ferent scenarios. It enables, for instance, capturing more demand in high demand 
cases, thus increasing the expected economic value (i.e. like a call option). It 
might reduce financial losses in a downside demand scenario (i.e. like insurance).  

2.2 Simulation Based Flexibility Analysis  

Monte Carlo simulation combined with an approach base on managerial decision 
rules is used to simulate the behavior of systems in different applications. A deci-
sion rule is a triggering mechanism based on a criterion – typically related to an 
observed state of uncertainty – determining the appropriate moment to exercise the 
flexibility in operations. This method is now widely accepted for evaluation of 
flexibility in engineering design [3,4]. The rationale for using this method emerges 
from the fact that using theoretical methods from finance have serious shortcom-
ings, especially for solving complex real-world problems. On the other hand, 
Monte Carlo simulation provides a platform so that even a complex system can be 
modeled easily. Theoretical evaluation methods relying on standard real options 
analysis (e.g. binomial lattice) used for complex projects over simplify the original 
problem so that it can be solved. These simplifications can lead to inaccurate re-
sults. By using Monte Carlo simulation and decision rules, one has the freedom to 
incorporate precisely the detailed attributes of the real-world problem by parame-
terizing the physical design variables, analytical parameters and decision rules. 
Fitzgerald et al. [7] presented an extended version of a simulation based analysis 
called Epoch Era Analysis (EEA) [8,9] to investigate the value of changeability in 
complex engineering systems at early stage of the design process. They used tran-
sition rule matrix in EEA whereas in this study different decision rules and their 
corresponding parameters were used in the Monte Carlo Simulation framework. 

2.3 LNG Production System Design 

LNG production system design has become more critical due to the growth of 
natural gas supply and demand and the great risks in this industry. Literature has 
shown a growing research towards designing value LNG production systems fo-
cusing on different segments of the LNG supply chain, depending on the problem 
under consideration and geographical situation. Özelkan et al. [10] studied the 
coupled segments of large scale shipping and receiving terminal of an LNG supply 
chain to minimize cost and storage inventory, while maximizing the output of 
natural gas to be sold to the market. Grønhaug, Christiansen [11] presented both 
an arc-flow and a path-flow model for tactical planning to optimize the LNG in-
ventory routing problem. Andersson et al. [12] worked on transportation planning 
and inventory management of a LNG supply chain used in tactical planning during 
negotiations about deliveries to different regasification terminals and annual deliv-
ery plan used in operational level decision making.  
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4 Methodology 

This paper uses a practical four-step process to quantify flexibility under uncer-
tainty [3]. This approach improves the lifecycle performance of a project depend-
ent on a range of potential uncertainties. Several economic lifecycle performance 
indicators are used (e.g. Net Present Value, Initial CAPEX, etc.) to quantify the 
“Value of Flexibility”. The steps below describe the generic process followed as it 
relates to LNG demand growth. 

4.1 Step 1: Deterministic Analysis 

The proposed methodology starts with a deterministic analysis. The aim is to un-
derstand the key components of the system that influence its lifecycle perfor-
mance. The performance metric used in this problem is NPV, calculated as the 
sum of discounted cash flows throughout the project lifecycle T = 20 years – see 
Equation (1). Variables ܴܶ௧ and ܶܥ௧ are the total revenues and costs incurred in 
years t = 1, 2, ... ܶ, and r is the discount rate. 

ܸܰܲ ൌ ෍ ܴܶ௧ − ௧(1ܥܶ + ௧்(ݎ
௧ୀଵ  (1)

LNG demand is a key driver of system performance. A deterministic S-curve 
functionis assumed to simulate LNG demand at time t (Dt) over the study period, 
as shown in Equation (2). The rationale is that LNG demand initially grows slow-
ly; it then increases exponentially, and finally tapers as it approaches a saturation 
limit. Variable ்ܯ is the maximum expected demand for LNG, b is the sharpness 
parameter that determines how fast demand grows over time to reach the upper 
bound for demand. The parameter a translates the curve horizontally. 

௧ܦ ൌ 1்ܯ + ܽ݁ି௕௧ (2)

where a is calculated using Equation (3). 

ܽ ൌ ଴ܦ்ܯ − 1 (3)

In general, the conventional DCF model is built to assess the performance of 
the system under deterministic conditions. This step captures standard industry 
practice in terms of design and project evaluation [13]. 

4.2 Step 2: Uncertainty Analysis 

The analysis under uncertainty considers a distribution of outcomes instead of a 
single performance output. Hence, in this step NPVS, which refers to NPV under 
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demand scenario s, is calculated in terms of different realized demand scenarios. A 
stochastic S-curve function simulated LNG demand over the system’s lifecycle 
using additional uncertainty factors, as shown in Equation (4). 

ܴ௧ ൌ ்ܯ ± Δெ೅1 + ܽ௨݁ି(௕±୼್)௧ (4)

Simulation is used to simulate a wide range of LNG demand scenarios. This 
analysis recognizing uncertainty provides designers a more realistic overview of 
system performance as compared to the deterministic analysis in Step 1. 

4.3 Step 3: Flexibility Analysis 

To account for system flexibility, decision rules are embedded into the DCF model 
under uncertainty. For example, to embed the capacity expansion policy in flexible 
modular designs, a simple decision rule is programmed in the Excel® spreadsheet 
DCF model under uncertainty. For instance a capacity expansion policy can be: IF 
“observed aggregate demand in the current year is higher than a certain threshold 
value at the main production site” THEN “build extra modular plant as capacity 
expansion policy” ELSE “do nothing”. The threshold value determines when 
extra capacity should be built, either at the main production site or other demand 
sites. For example, decision-makers may decide to add another modular plant as 
soon as the difference between the realized and current capacity (i.e.  
unmet demand) reaches 60% of the capacity of a modular plant for the site. The  
value of flexibility is calculated as shown in Equation (5). Flexibility Value ൌ max (0, ENPVF୪ୣ୶୧ୠ୪ୣ ୢୣୱ୧୥୬ − ENPVO୮୲୧୫୳୫ f୧୶ୣୢ ୢୣୱ୧୥୬) (5)

4.3.1 Multi-criteria Decision Making Table  

To evaluate flexible designs, the analyst needs to factor in a distribution of out-
comes instead of one single point to support design decision-making. These distri-
butions can be interpreted using the shape of different criteria. For instance, one 
may seek to maximize ENPV or to minimize downside risk or to choose some 
balance between these criteria. Given the several criteria that are not directly com-
patible, it is useful to create a multi-criteria table, providing decision makers with 
the information needed to trade-off criteria among flexible design alternatives. 

4.4 Step 4: Sensitivity Analysis 

A sensitivity analysis is performed to observe how the system responds to differ-
ent parameters and input data. This study investigated the effects of varying  
discount rate, economies of scale, and learning on the results. These parameters 
capture key tradeoffs in engineering design and economic analysis. 
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5 Application and Discussion 

5.1 Modeling Assumptions 

The following assumptions are made. Demand is assumed to be evenly distributed 
in the region over five distinct demand sites. There is no market at the main pro-
duction site. All sites have access to on-shore natural gas pipeline in the target 
region. Time to build is 2 years for the big plant, but only 1 year for small plants. 
Also, if one decides to expand capacity in year t, extra capacity will be available 
for production in year t+1. The project lifetime is 20 years. Ten-year straight-line 
depreciation is used for all LNG production facilities with zero salvage value. The 
discount rate is 10%, and the corporate tax rate is 15%. Parameters associated with 
deterministic and stochastic LNG demand modeling are summarized in Table 1. 

Regarding design parameters, the capacity of modular LNG plant is set to 25 
tpd with initial capital expenditure (Capex) $25 million. The Opex of the plant is 
assumed 5% of the plant’s Capex. Flexibility cost is 10% of the Capex of the first 
capacity deployment at each site because of gas tie-in to the existing natural gas 
pipeline and extra land cost. Transportation cost is set to $0.4 per ton-kilometer, 
while travel distances from the main production site to sites 1 to 5 are 118, 121, 
281, 318, and 446 Km respectively. 

Table 1 Parameters used in uncertainty modeling for each demand site 

Parameter Deterministic demand  Parameter Stochastic demand 
D0 5 tpd  ∆p0 50% 
MT 50 tpd  ∆pT 50% 
a 9  Gt ~ Normal(0,1) 
b 0.35  ∆b 70% 
T 20 years  ∆av 5% 

5.2 Step 1: Deterministic Analysis 

Results show the NPV for different sizes of plants that have various economies of 
scale factors. It shows, as might be anticipated intuitively, that: a) for any set of 
plant size and economies of scale, there is a “sweet spot”: build too small, and 
there is no profit from higher demands; build too large, and there is risk of overca-
pacity and attendant losses, and b) the greater the economies of scale, the larger 
the fixed design should be. The advantages of these economies compensate for the 
overcapacity of the greater size over initial demand, and counterbalance the eco-
nomic advantages of deferring costs (due to the discount rate). Note however, that 
deterministic analysis based on expected LNG demand may give incorrect results, 
compared to realistic analysis that recognizes uncertainty, as shown next. 
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5.3 Step 2: Uncertainty Analysis 

The deterministic analysis gives a misleading impression of lower value due to the 
Flaw of Averages [14]. Engineering systems typically respond non-linearly to 
inputs, and any decision based on average value of these factors is almost certain 
to provide a false reading on the actual average value of an alternative. To get the 
right answer, one needs to analyze the system under uncertainty.  

The case study recognizes LNG demand as a key source of uncertainty. Using 
Monte Carlo simulation, it explores how design alternatives behave under differ-
ent LNG demand scenarios. Simulations use different LNG plant capacities and 
economies of scale parameters. The aim is to find the stochastic optimum design 
for plant capacity. The results show that when using 2,000 demand scenarios, the 
system performance converges to a steady state value with negligible variations. 

 Table 2 compares the results of the deterministic and uncertainty analyses. It 
shows that optimum capacities and values generated by the uncertainty analysis 
are systematically different (in this case, smaller) than those obtained from the 
deterministic analysis. 

The intuition is that an asymmetric response of the system occurs because of 
variations in demand: lower demands lead to losses, which higher demands can 
only partially compensate, because of limitations in installed capacity. This reality 
favors smaller capacity designs that cost less and minimizes unused capacity when 
uncertainty is considered, as compared to a deterministic analysis, which typically 
favors more capacity to be deployed upfront. 

Table 2 Optimum fixed designs under deterministic and uncertain LNG demand with different 
Economies of Scale parameters α 

Economies 

of scale 

parameter, α

 
Optimum capacity  

(ton per day) 

 

Optimum value  

($ millions) 

 

Deterministic 

 

Uncertainty 
Deterministic 

(NPV) 

 

Uncertainty 

(ENPV) 

1 Cd=50 Cu=25 Vd=1.75 Vu=0.87 

0.95 Cd=100 Cu=75 Vd=21.51 Vu=14.27 

0.90 Cd=175 Cu=125 Vd=51.75 Vu=37.18 

0.85 Cd=200 Cu=175 Vd=84.56 Vu=61.18 

5.4 Step 3: Flexibility Analysis 

Using concept generation techniques inspired from Cardin et al. [15], flexibility to 
expand capacity is recognized as a strategy to deal with uncertain demand growth. 
The idea is to build less capacity at the start – to avoid over commitment and over 
capacity, and to add capacity based upon demonstrated demand. Key to this strat-
egy, of course, is that the original design should enable capacity expansion easily. 
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The analysis considers two kinds of capacity expansion. First, it looks at the bene-
fits of building up capacity incrementally at the main site. Second, it considers the 
further advantage of moving additional modules in the field, close to the demand 
sites, as way of lowering transportation costs, and further exploiting the benefits 
from a modular approach to design and management. 

5.4.1   Flexible Modular Design – No Move 

Instead of building a fixed plant of optimal size as previously considered, this 
flexible strategy starts with a small initial module and expands as desired. The 
question when it would be good to expand is answered by the decision rule. The 
following decision rule was embedded in the simulation spreadsheet: IF “the dif-
ference between the observed aggregate demand and current capacity at this site 
is higher than a threshold value” THEN “the capacity using the modular design 
capacity is expanded” ELSE “do nothing”. Using an exhaustive enumeration tech-
nique, it is found that the threshold value 80% offers a better system performance 
among other threshold values. 

5.4.2   Flexible Modular Design – With Move 

This flexible design strategy allows the designers to add capacity away from the 
main site, and to place it in the field nearer the demand sites. The analysis has to 
implement two additional decision rules to explore this flexibility, to address two 
important questions: when should the modular plant be built for the first time at 
distance, and where should it be built? 

The decision rule regarding the capacity expansion was: IF “demand at each 
demand site reaches a certain threshold value as a parameter of the decision rule” 
THEN “a modular production plant can be built at the demand site” ELSE “do 
nothing”. This threshold value was tuned by conducting another comprehensive 
enumeration. The results show that the threshold value of 200% offers more eco-
nomic value as compared to others.  

The decision rule used regarding the geographical location for capacity expan-
sion was: IF “distance between the main production site and each demand site 
exceeds the maximum preferred coverage range” THEN “a modular production 
facility can be moved into the demand site” ELSE “do nothing”. To build extra 
modular plants at demand sites, a capacity expansion is triggered based on the 
decision rule embedded at each geographical site: IF “the difference between the 
observed demand and the current capacity (i.e. unmet demand) at the demand site 
reaches certain threshold value” THEN “extra modular capacity is deployed” 
ELSE “do nothing”. Using exhaustive enumeration, the decision rule is tuned and 
the best threshold value is set to 80%. 

Table 3 shows the improvement in multi-criteria performance metrics because 
of flexibility, as compared to the optimum fixed design for both kinds of flexibil-
ity examined here. 
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Table 3 Improvement of multi-criteria performance metrics due to flexibility with no learning  

Criteria 
 Value ($ millions) Improvement (%) 

 Optimum fixed design  Modular Modular with move Modular Modular with move 

ENPV  14.53  19.27 19.81 32.65% 36.40% 

VaR10%  2.96  4.23 3.59 42.92% 21.28% 

VaG90%  20.46  33.63 38.88 64.36% 90.04% 

5.4.3   Multi Attribute Decision-Making 

The best design alternative can be chosen based on many criteria. Some common 
economic metrics in project evaluation under uncertainty are shown in Table 4. 
The results correspond to the optimum fixed design with the economies of scale 
0.95 and the flexible designs (with and without move) in terms of different learn-
ing rates. The aim is to choose a design based on the highest value for ENPV (or 
mean NPV), P10 VaR and P90 VaG, and smaller values for semi-standard devia-
tion of NPV distribution and initial CAPEX. 

Table 4 Multi-criteria decision making table considering α=0.95, figures are in million dollars 

α=0.95  On-shore LNG production system design       

 Optimum

Fixed 

(75 tpd)

Flex 1: Flexible-no moveFlex 2: Flexible-with move Best design Value of flexibility

 Learning rate Learning rate Learning rate Learning rate 

Criteria  0% 10% 20% 0% 10% 20% 0% 10% 20% 0% 10% 20% 

ENPV  14.53 19.27 36.77 49.92 19.81 37.23 53.97 Flex 2 Flex 2 Flex 2 5.29 22.70 39.44 

VaR  2.96 4.23 10.26 15.01 3.59 9.29 16.79 Flex 1 Flex 1 Flex 2 1.27 7.29 13.83 

VaG  20.46 33.63 62.57 85.30 38.88 70.44 97.12 Flex 2 Flex 2 Flex 2 18.42 49.98 76.66 

SSTD  10.85 2.54 1.91 1.61 2.76 2.54 1.63 Flex 1 Flex 1 Flex 1 8.31 8.94 9.24 

Capex  60.44 27.50 27.50 27.50 27.50 27.50 27.50 Flex Flex Flex N/A N/A N/A 

5.5 Step 4: Sensitivity Analysis 

This section investigates the sensitivity of the flexibility analysis to different 
economies of scale and learning rates. Table 5 shows the results: a) when econo-
mies of scale are stronger (α is smaller), the value of flexibility decreases. The 
reason is that strong economies of scale negate the value of deferring investments 
in capacity; b) when learning is greater, modules are cheaper, and flexibility is 
more valuable. 
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Table 5 Sensitivity of value of flexibility to different ñ and LR 

Economies 
of scale (ñ) 

Flexible 1: modular design - no move Flexible 2: modular design – with move 

Learning rate Learning rate 

0% 10% 20% 0% 10% 20% 

α=1 18.40 35.90 49.06 18.94 36.36 53.10 

α=0.95 4.74 22.24 35.40 5.29 22.70 39.44 

α=0.90 0.00 0.01 13.17 0.00 0.47 17.22 

α=0.85 0.00 0.00 0.00 0.00 0.00 0.00 

 

Overall, the value of flexibility depends mostly on four factors: a) uncertainty – 
the greater the uncertainty, the greater the value of flexibility, b) discount rate – 
which motivates the deferral of investment so as to minimize the present value of 
costs, c) economies of scale – which provide the incentive to build single big facil-
ities at once, rather than smaller facilities developed in phases, leading to de-
creased value of flexibility, and d) learning effects that counterbalance economies 
of scale, in that they reduce the cost of implementing second and later addition of 
modules, and thus lead to improve the value of flexibility. 

6 Conclusion 

This study illustrates the value of flexibility in the design of production facilities 
under explicit considerations of uncertainty. It motivates the use of flexibility in 
engineering design as a paradigm to deal with uncertainty affecting lifecycle per-
formance of engineering systems. The study represents an argument for a shift in 
the design paradigm away from the frequent focus on economies of scale focusing 
on the development and deployment of unitary large facilities that embody this 
advantage. 

The paper relies on a structured four-step methodology inspired from existing 
literature [3]. It demonstrates the economic value of flexibility in the long-term 
design and deployment of production facilities subject to demand growth uncer-
tainty. It considers the combined effects of economies of scale, learning, and the 
time value of money to highlight the economic benefits stemming from explicit 
considerations of uncertainty and flexibility. The case study concerns the pro-
spects for LNG facilities in a target transportation market. The concepts are gen-
eral, however, and can be applied to other distributed engineering systems sharing 
similar characteristics.  

The results support the view that a flexible modular design can enhance eco-
nomic performance compared to an optimum fixed design strategy. Furthermore, 
the flexibility to locate additional capacity beyond the main facility can further 
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enhance the value of the system. Consideration of flexibility, however, adds an-
other layer of complexity to the analytical problem. While an exhaustive search 
for the optimal design variables and decision rules is feasible here, considerations 
of more uncertainty sources, flexibility strategies (e.g. site abandonment, invest-
ment deferral), and more sophisticated decision rules can turn a tractable problem 
into a highly complex computational one. More work is under way to address 
these issues by combining meta-modeling and simulation-based optimization 
budgeting with stochastic programming techniques. 
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Optimising Complex Networked 
Systems Availability 

Siew Yen Cheng and Yong Huang Seah 

Abstract. With the Singapore Armed Forces (SAF) building up network-centric 
warfare capabilities, the reliance on the multiplier effects from inter-connectivity 
and collaborative operations among forces becomes increasingly critical.  Avail-
ability has been applied typically at the system level, as a means to analyse the 
readiness and logistics effectiveness of the fighting force. Such a standalone sys-
tem level Measure of Effectiveness (MOE) is no longer adequate to capture com-
plex interdependency and ensure the readiness of networked systems in a holistic 
manner. 

Today, the Optimised Decisions in Networks (ODIN) tool equips DSTA and 
the SAF with the ability to quantify networked system architecture and provide the 
means to identify critical links/bottle-necks that enhance design decision of the 
architecture. It provides us the means to examine network robustness and surviv-
ability under complex threat environment. ODIN seeks to perform resource 
(spares, manpower, equipment) optimisation at the network or System-of-Systems 
(SoS) level to ensure they are considered holistically to meet stringent demands. 
This paper aims to describe the methodologies and capabilities of ODIN. Such 
Systems Engineering approach could be similarly applied to the design of our 
smart cities to provide resiliency in design and best allocation of resource to meet 
the inter-dependencies and high degree of connectivity needed for utilities, 
transport and communications of today cities. 

1 Introduction 

Today modern cities exhibit high level of sophisticated living standards. This re-
quires holistic and integrated urban planning across multiple agencies like utilities, 
transportation, communication and supporting infrastructure. Basics of water, gas 
and electricity supply network, efficient public road and rail transportation system, 
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seamless network communication are just some of the essentials of today’s smart 
cities. Ability to achieve such high level of integration requires a top level System-
of-Systems (SoS) approach in planning and handling of inter-dependencies 
amongst the various supporting infrastructure networks to optimise resource allo-
cation, especially in manpower and land scarce Singapore.   

In similar fashion, the need for defence systems to be integrated into a System-
of-Systems and operate seamlessly across functional and resource constraints is no 
less demanding.  Our next generation Singapore Armed Forces (SAF) is seeing 
revolutionary changes in operation tempo, mission definition and combat service 
support. Systems are becoming more inter-connected and interdependent to lever-
age the network and information as force multipliers. For instance, a typical de-
fence capability will consist of not one but several systems, made up of weapons 
systems connected to communication and sensor systems, with each possibly tak-
ing the form of a complex network. Planning done at the system (platform) level is 
no longer adequate to ensure mission success for such network centric operations. 

The Optimised Decisions in Networks (ODIN) tool was developed to transform 
planning to support challenges in network centric operations. ODIN was devel-
oped with the ability to simulate complex network topology while incorporating 
the network systems operational profile, logistics maintenance support concept, 
system reliability and combat damage modeling. This tool aims to quantify inter-
dependency and inter-connectivity across component systems in a networked sys-
tem. With the means to quantify, ODIN enables one to identify weak links and 
optimise resource at a network level that ensures mission success for network 
centric operations.  

The Systems Engineering approach and resource optimisation tool described in 
the paper was developed for the SAF, but is equally applicable and relevant for 
urban planning of today’s smart cities. 

2 System Level Availability 

System level availability (Ao) is defined as the average availability of the system 
out in the field. Take the example of a sensor. Factors that influence the sensor 
system Ao covers not just the system inputs in terms of reliability and maintaina-
bility, but also the operational concept and logistics factors such as maintenance 
support concept, spares, technician quantity and available maintenance window 
(see Figure 1). Improving system availability involves not just optimal allocation 
of spare parts across maintenance agencies but it is also highly dependent on how 
in particular the sensor is being operated, its inherent system performance and the 
corresponding supporting maintenance factors. 

The above factors can be translated into a quantifiable steady state Ao formula 
for a system of multiple LRUs indexed by k, k=1,…, k, as shown in the equation 
below. A Ao of 80% indicates that it is ready for mission on an average of 80 out 
of 100 hours. Statistically, it can also be interpreted as having an average of 8 out 
of 10 systems available. 
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  (1) 

Where MTBD is the mean time between demand and waiting time, MTBD*EBO  WT =  
is defined by Little’s Law. 

 

Fig. 1 Factors influencing the sensor availability                    

A modified version of the formula is proposed as follows (Lau, Song, See and 
Cheng, 2006): 
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 Where EBOk : Expected backorder of LRUk; 
   MTBFk: Mean Time Between Failures of LRUk; 
   MTTRk: Mean Time to remove and replace LRUk; 
   Nsys: Number of system deployed 
   UR: Utilisation rate of system; 
   QPMk: Quantity of LRUk that the system has; 
    

System level Ao is computed based on the summation across all the LRUs within 
the system.  However, at a networked system level where the end-to-end mission 
requires collection of systems operating with certain interoperability and interde-
pendency, such standalone system level Ao is no longer adequate.   
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3 Networked System Availabity  

Networked system availability is defined as the availability of the interconnected 
systems at an end-to-end level. It quantifies the availability of having a link from 
one point to the other while having to route through the various component sys-
tems. Each of the component systems has its individual Ao defined by system 
level dependency on system, operational and logistics factors shown in Figure 1. 
Many often argue that such networked Ao can be obtained by simply multiplying 
them together using analytical formulae. This will derive a quick answer to the 
simple series-parallel type of networked system shown in Figure 2. However, such 
a method is very restrictive. First, typical networked systems are often meshed to 
meet the network redundancy requirements, and it is difficult to formulate the 
analytical equation. Second, it is not possible to capture the interoperability and 
interdependency that occur simultaneously across the multiple system types. The 
largest drawback lies in the analytical formulae multiplying the average of each 
component system Ao and hence losing the interdependency effect across systems 
that is the critical basis to the availability of a networked system. In the next sec-
tion, the limitation of applying system level availability to an increasingly net-
worked system environment is further illustrated. 
 

 

Fig. 2 Analytical computation for simple networked system availability 

3.1 Analysing Networked System Availability 

Using an integrated system live firing exercise as illustrated in Figure 3, sensors in 
the form of a Unmanned Aerial Vehicle (UAV) or Artillery Hunting Radar 
(ARTHUR) are used to conduct battlefield surveillance and detect potential tar-
gets. Images of the ground surveillance are sent back to the command post via a 
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Where Ao (Networked System): Availability of interconnected system end-to-end;  

        AoSensor  i: Availability of sensor system i; 

        AoComms: Availability of comms system; 

        AoCommandPost: Availability of Command Post system; 

        AoShooter j: Availability of Shooter system j 
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communication network that allows the commander to decide on the appropriate 
strike platforms to take out the adversaries.  From the command post, the target 
positions and information are sent via a communication network to the strike plat-
form, which will engage and ensure the destruction of the acquired targets. It is 
evident that the mission success of acquiring and destroying the adversary is de-
pendent on the simultaneous working of all systems types inclusive of communi-
cations networks. Should any of the systems be down, the mission will fail.  

Typically, Ao, spares and resource are evaluated and allocated for each individual 
system; for example, Ao of 80% for each of the sensor and shooter systems. Such 
measurement is unable to reflect the interdependency of the various systems across 
the communication network for the mission.  It may also potentially lead to under 
or over provision of resource and impact the logistical readiness of the systems. 

 

Fig. 3 Integrated systems live-firing exercise 

A simplified “acquire & destroy” mission calculation is shown at Figure 4, 
where ARTHUR is used as the only sensor, PRIMUS (Self Propelled Artillery 
Gun System) as the weapon system, command post as the command and control 
centre, and a fixed communication network as the means of information and data 
transmission. Adopting a standalone system as the criteria for resource or mainte-
nance support planning, the planner would ensure a Ao of  about 80% for each of 
the individual system. However, from the “acquire & destroy” mission definition, 
it would require all the systems to be functioning together. If the planner’s re-
source planning for each system is at 80% Ao, by simple multiplication the entire 
networked system is having maximum logistic readiness of only 40%. Therefore 
resource planning should be carried out at the networked system level. Planners 

1) In a typical Division Area of Operations, battlefield sensors, such 
as the Unmanned Aerial Vehicle (UAV), scan the battlefield, detect 
potential targets and report the information to the HQ. 
 
2) The Command Post decides on the appropriate strike platforms 
to achieve the desired destructive effects. 

3) Upon activation,  
various shooter plat-
forms, such as the 
Apache and PRIMUS, 
will engage and ensure 
the destruction of the 
acquired targets. 

  
4) Once firing is 
completed, the sensors 
report the status of the 
targets to Command 
Post which will ascer-
tain the damage 
incurred by the strike 
and decide if the targets 
need to be re-engaged.  

Ao(ARTHUR)= 80%

Ao (Command 

Post) = 80% 

Ao (UAV) = 80% 

Ao (PRIMUS) = 80% 

Ao (Apache) = 80% 

Ao (Comms) = 80% 
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can no longer perform their resource and maintenance support planning by treat-
ing each system as a standalone system. With the interdependency among the 
systems, the Ao of each system may no longer be treated independent of one an-
other. Measurement of the performance of the networked system “acquire &  
destroy” mission needs to be performed within the model itself.  

 

 
Fig. 4 Simple illustration of Integrated mission Ao computation 

4 Extending Network Ao Computation 

With such a complex network structure, system level Ao measurement can no 
longer suffice as a good Measure of Effectiveness (MOE) as it becomes more 
dynamic and largely dependent on the context.  Two MOEs will first be defined 
before moving on to illustrate how these MOEs are used. 

4.1 Mission Ao / Probability of Mission Ao  

Mission Ao will see tighter integration between the operational and logistical con-
texts. This MOE requires the operational context to define how the operators had 
intended to interoperate the systems to ensure mission readiness. This mission Ao 
is highly dynamic and dependent on mission definition. 

As illustrated in Figure 4, the mission Ao is defined as the “acquire & destroy” 
mission. It measures the probability of having sensors acquire the targets and 
transmitting the information to the appropriate shooters for them to take out the 
adversaries simultaneously. Mission Ao can also take the form of division to bri-
gade Ao which measures the end-to-end availability from division to brigade by 
factoring the means for commander to communicate to ensure mission success. 

4.2 Matrix of System-to-System Ao 

For a large communication network, single networked system Ao is not repre-
sentative. Instead, there is a paradigm shift towards the use of upper triangular 
matrix of multiple source-sink pairs as illustrated in Figure 5. This MOE allows 
one to evaluate each pair of system-to-system Ao to identify the weak links and 
bottlenecks at a glance; for example, system-to-system availability of 24 to 58 is 
low at 22.8% while, system-to-system availability from 51 to 58 is at 73.2%.  
In addition, system 24 is observed to have low availability to any other systems 
(first row of matrix), pinpointing to system 24 as one of the key bottleneck. 
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Fig. 5 Illustration of the upper triangular matrix tabulation of System-to-System Ao 

5 Introducing ODIN  

Recognizing the limitations and needs, ODIN was developed to model and evalu-
ate the Ao at a networked system level to reflect the inter-connectivity among 
systems. Critical links and bottlenecks can hence be easily identified by measuring 
end-to-end Ao between system nodes. The tool also provides the ability to evalu-
ate the survivability of the network when subjected to combat damage scenarios.  
In addition, ODIN allows the evaluation of network robustness when subjected to 
various what-if scenarios; for instance, is the network still able to fulfil its original 
mission intent when one or two nodes are down?  

ODIN provides the capability to optimise the spares and resource at a network 
level. In this way, resource are no longer allocated uniformly across all systems. 
Instead, systems found to be the bottleneck or weak links identified from end-to-end 
evaluation will be allocated higher resource level to better optimise network availa-
bility in a more holistic manner. This trade-off ensures that mission readiness can be 
achieved at the end-to-end level using the most cost effective approach. 

5.1 ODIN Methodologies 

There have been extensive publications on the performance of network analysis or 
quantifying resiliency in the context of networks. Research on network reliability 
quantifies the probability that the network performs its intended function for a 
specific mission time under known, normal operating conditions (Elsayed, 1996).  
Other approaches look at quantifying the resilience of the network when subjected 
to external causes of component failure such as potential catastrophic failures due 
to attacks, disasters etc (Whitson and Ramirez-Marquez, 2009). Within the ODIN 
model, measurement of network performance with reliability and probabilistic 
combat damage (external factors) as failure sources was adopted. Dependencies of 
the various systems are also looked into to aid in identifying any correlation and 
weak links. 
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58 
24 



94 S.Y. Cheng and Y.H. Seah 

In a networked system domain, the interaction of the various systems can be 
viewed as a network with multiple nodes and links. In ODIN, the source node is 
defined as the origin and the sink node as the destination. For the network, per-
formance is measured in terms of the ability to pass through from the source to the 
sink without any interruption from any broken links or nodes. Each system is rep-
resented as a node and it can be mapped from the source to the sink system with 
its network Ao measured. Each individual system availability is affected by its 
inherent system/component reliability, external probabilistic combat damage to-
gether with its unique logistical factors (e.g. maintenance support concept, finite 
resources) while operating together under the networked system concept. 

The mission success of a networked system often requires some degree of in-
teroperability among the individual systems which may be physically sited in 
different network layers. In order to address this concept of operations, multi-
layered networks are modelled within the same model through the concept of net-
work mesh and sub-layers. For example, in the “acquire & destroy” mission, by 
modelling the communication network as a common mesh layer, the interdepend-
ency can be modelled without complicating the network and yet achieve the effect 
of system dependency on the communication network.   

With the use of such a network mesh, users are able to model the interaction 
and interdependency on different network layers within the same model.  The run 
time of the model is significantly reduced as the network mesh provides the means 
of decomposition of large complex network layers.  Each layer can be computed 
independently and their interdependency merged rather than computing for a huge 
complex network (see Figure 6). In addition, rule sets that govern unique routing 
of each of the network layers can be customised and implemented to capture the 
network performance accurately.  

 

 
Fig. 6 Illustration of the use of network mesh for modelling the interdependency of differ-
ent network layers 

Acquire & Destroy Mission 

Comms Mesh Sublayer 
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5.2 ODIN Tool Architecture 

ODIN is made up of numerous libraries and engines, each designed with unique 
methods and functionalities. Three main engines, namely the process simulation 
engine, resource optimisation engine and network search computation engine, are 
integrated to provide the full capabilities of ODIN. The process simulation engine 
adopts a Monte Carlo simulation method to evaluate the dynamics and stochastic 
system failures, logistics supply chain, repair process and mission profile. The 
resource optimisation engine built using mathematical algorithms provides opti-
mum spares recommendation.  Finally, the network search computation engine 
adopts path searching techniques to compute and evaluate the interdependency 
across networked systems. Together, they provide a holistic solution to the optimi-
sation of complex networked system availability. A high level architectural view 
of ODIN is illustrated in Figure 7. 

Typically there are two types of failure demand: one arising from component 
reliability failures and the other due to combat damage as a result of executing a 
combat mission. The unique nature of each problem type uses different methods in 
providing a solution in ODIN.  Failures in reliability are approximated with 
mathematical formulation while combat damage failures are approximated via 
stochastic. For reliability spares optimisation, mathematical formulation - an ap-
proximate to Palm’s theorem and classical Multi-Echelon Inventory theory (Lau et 
al., 2006; Sherbrooke 1992; Alfredson, 1997) - is used. The combination of 
metaheuristic algorithm with Monte Carlo simulation (Dubi, 2000) is adopted for 
combat damage spares optimisation.  

 

 
Fig. 7 An Architecture View of ODIN 

6 Implementation and Case Studies  

6.1 Case Study 1: Networked System Architecture Evaluation 

As part of the  architectural evaluation of the robustness of the Networked Air De-
fence design (see Figure 8) in meeting its mission objectives, end-to-end network 
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availability from sensor to C2 (command and control) to shooters was performed. 
Several key considerations were factored in; for example, sensor network since there 
was no dedicated sensor-to-shooter pairs. In addition, shooters were dispersed across 
large geographical locations and linked back to the central C2 system. Moreover, 
there was the need to handle the IT infrastructure and communication equipments to 
provide the connectivity among sensor, shooter and C2. Adding to the complication 
was the different network configurations across different mission phases. All these 
were modelled through ODIN where multiple network layers were inter-connected 
and inter-linked to provide end-to-end mission readiness. 

Due to the different capabilities of the sensors and shooter in terms of range and 
threat types, no single mission Ao could be defined. Instead, a matrix of MOE based 
on the threat and campaign type was used. For example, against threat X, availability 
was measured from sensor A or B to Shooter I or II. ODIN enabled the mission readi-
ness of Networked Air Defence to be evaluated in totality despite the independent 
management of individual systems. This ensured robustness in networked system 
architecture design with respect to connectivity between the component systems. This 
was achieved through the quantification and identification of weak links and/or vul-
nerabilities which enabled the optimisation of the Networked Air Defence Ao through 
improved connectivity configuration and incorporation of system redundancy.  

 

Fig. 8 Evaluation of robustness of Networked Air Defence architecture 

6.2 Case Study 2: Networked System Resource Optimisation 

A C4 (command, control, communications, and computer systems) system con-
sists of many component systems connected together in a functional relationship. 
Typically, Ao is measured and resource are catered for at a system or node level. 
However, it does not provide a commander with a sense of the mission readiness. 
Hence, this study aimed to evaluate end-to-end network Ao from division to bri-
gade level by piecing together the radios, phones, Command Control Information 
System (CCIS) to trunk communications equipment. ODIN provided the means to 
quantify the network Ao down to data versus voice. Such an approach ensured that 
the spares deployment from different equipments were well balanced with respect 
to end-to-end availability. 
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Optimising end-to-end Ao requires tradeoff across multiple factors. For network 
architecture, it involves deciding between the number of radio links versus the num-
ber of radio redundancies available for each system node.  There is also tradeoff 
among the various system configurations as well as the logistics input of spares 
deployment and support to determine the response to system and network downtime. 

With ODIN, the modelling approach takes a step back to look at the fundamen-
tal functional level. Instead of the physical series-parallel reliability block diagram 
modelling, functional routing within and across the systems are modelled so that 
the system configuration design and differentiation between the voice (V) and data 
(D) routes can be accurately captured. Figure 9 shows the different possible rout-
ing paths to reach end-to-end between the voice (V) to voice (V) and data (D) to 
data (D) system nodes. 

Through such detailed modelling, overall end-to-end network Ao can be opti-
mised globally across various factors including increased client redundancy, im-
proved response time in spares support, review of system configuration design to 
achieve spares optimisation across systems, as well as operations and logistics at 
the network level. It involves the levelling of resources across the different com-
ponent system nodes such as providing identified bottlenecks with higher re-
sources. Results have demonstrated a 10% improvement in overall network Ao. 
Most importantly, it removes the previous siloed approach which is not only tedi-
ous and computationally hard to analyse across the many interacting factors, to 
today a top level global approach in an automated, elegant and exact solutioning.  

 

 

Fig. 9 Illustration of physical series-parallel reliability block diagram modelling versus 
functional network routes modelling 

7 Potential Applications  

Through quantifying the availability of the network, identifying weak links and 
managing system dependencies, ODIN can be used for the following potential 
applications: 
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1. Front-end planning tool in the design of resilient networked system architecture 
or for network planning; 

2. Multi-resource optimisation at networked system level to obtain cost effective 
solutions while ensuring end-to-end mission readiness.  

3. Logistic planning tool to aid the commander in verifying that the logistics plans 
are able to support operational plans and vice versa.  

8 Conclusion 

ODIN is a Systems Engineering tool that DSTA developed to support own work 
on complex networked capability design and realization. It equips DSTA with the 
ability to evaluate end-to-end availability of networked system architecture and 
captures the inter-connectivity and interdependency across the various systems. It 
allows one to identify the vulnerabilities and resilience of architecture towards 
threats. Most importantly, spares and resource optimisation can now be done at a 
networked system level that results in cost effective solutions to ensure end-to-end 
mission readiness. Such Systems Engineering approach could be similarly applied 
for the design of our smart cities. This provide resiliency in design and best alloca-
tion of resource to meet the high degree of connectivity and inter-dependencies 
needs for utilities, transport and communications of today cities. 
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Engineering Singapore’s Land 
Transport System  

Eng Seng Chia 

Abstract. There is a wide array of public transportation in Singapore. Travelling 
from one part of Singapore to another is a breeze thanks to a highly penetrative 
public transport system. The three main modes of public transport in Singapore 
are the Mass Rapid Transit (MRT), buses and taxis. Buses are, by far, the most 
common form of public transportation in Singapore, followed by the MRT and 
taxis respectively. Public buses serve almost every part of Singapore, making it 
the most extensive form of public transportation, while the MRT provides speed 
and efficiency, especially during peak hours.  

This case examines the public transportation of Singapore from a large scale 
system engineering perspective and aim to help the reader to understand the 
complexities of such a system: its mission, vision and goals, boundaries, and 
promoting public transport through a systems approach. 

1 Formulation of Goals 

In any large scale system, the formulation of goals is very important for various 
reasons: goals give the system a target to aim for; goals help the system to allocate 
resources and concentrate its time and effort; goals provide the motivation for the 
stakeholders to preserve; goals help the system to establish priorities. Very often, 
systems forget or ignore their goals, moving aimlessly in circles. Goals are usually 
derived from the system’s mission and vision.  

2 Mission 

Mission or purpose is the reason for the system’s existence. The mission statement 
help the organization make decisions that are in alignment with its core purpose. 
                                                           
Eng Seng Chia 
College of Alice and Peter Tan, 
National University of Singapore, 
8 College Avenue East, B1-50, Singapore 138615 
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The Land Transport Authority (LTA) is a statutory board under the Ministry of 
Transport that spearheads land transport developments in Singapore. It plans the 
long-term transport needs of Singapore, taking care of those who drive as well as 
those who take public transport. LTA’s mission is to “Connecting people and 
places, enhancing travel experience” (Land Transport Authority, 2014) 

3 Vision 

Vision is a clear image of your desired future. Vision answers the question, what 
is the final result we want? It is a picture of the future the system seeks to create. It 
gives shape and direction to the organization's future and helps people set goals 
and prioritize strategies for moving the organization closer to its desired results. 
Once one is clear on the vision, one can then focus on one’s strategies that are in 
alignment with the results one wants to achieve. LTA’s vision is “a people-
centered land transport system.” (Land Transport Authority, 2014). 

4 Goals 

From the mission and vision, the following goals/objectives are derived (Public 
Transport@SG, 2014): 

a. To deliver a land transport network that is integrated, efficient, cost-
effective and sustainable to meet the nation's needs. 

b. To plan, develop and manage Singapore's land transport system to 
support a quality environment while making optimal use of our transport 
measures and safeguarding the well-being of the travelling public. 

c. To develop and implement policies to encourage commuters to choose 
the most appropriate transportation mode. 

LTA’s strategy to provide an attractive public transport system includes (Land 
Transport Authority, 1996)  

a. managing demand for private transport through ownership and usage 
restraint to ensure sustainable mobility into the long term, 

b. integrating transport planning with land use planning for a sustainable 
outcome due to land scarce Singapore, 

c. keeping roads safe and the air clean together with the Ministry of the 
Environment and Water Resources (MEWR) 

d. reviewing vehicle standards regularly, public education and enforcement 
programmes together with the Traffic Police.  

In the 2008’s Land Transport Masterplan, the vision is to work towards a more 
people-centred land transport system that will meet the diverse needs of an 
inclusive, liveable and vibrant global city. Three key strategic thrusts were 
identified (Land Transport Authority, 2008): 
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a. Making public transport a choice mode 
b. Managing road usage 
c. Meeting the diverse needs of the people 

We will see how these goals were translated into strategic thrusts and how they 
permeated everything that LTA does to achieve the system’s goals. Last year, 
another Land Transport Master Plan 2013 was laid out to address the changing 
expectations of commuters and to achieve greater integration in common spaces.  

5 Boundaries, Complexities and Integration 

A boundary for a system is a periphery or a temporary limit at which some 
noticeable change in the application behaviour happens. It is a line or plane 
indicating the limit or extent of something. Some of these boundaries create 
conditions that are due to the system’s intended behaviour or specifications, or 
business rules (e.g. “for getting a driver license, the applicant must be at least 18 
years old”). Some are “implicitly” created e.g. importing foreign talents create 
new social and cultural boundaries. Hence it is very important to know what the 
boundaries and their conditions are in a large scale system so that the planner 
chooses how to deal with them. For example, in the past, one boundary condition 
was not to build housing in industrial estates due to pollution and possible health 
problems. This resulted in workers spending time transporting from their homes to 
their workplace. With better pollution control as well as building more gardens 
around industrial areas, it is possible to remove this boundary condition especially 
in a land scare country (which is another boundary) like Singapore. 

Complexity arises in situations where an increasing number of independent 
variables begin interacting in interdependent and unpredictable ways. There are 
three types of complexity: system complexity (multiple connections and ways of 
implementing it); behavioural complexity (goals agreement and tradeoffs and 
multiple stakeholders) and; dynamic complexity (boundaries change with time). In 
many governmental projects such as transportation, the size and the many 
subsystems contribute to system complexity, the many stakeholders involved 
contribute to behavioural complexity, and the changing environment for such long 
time projects contribute to dynamic complexity. 

Planning, systems engineering, systems thinking and dynamics, systems 
architecting are some of the ways to deal with complexity and boundaries. Some 
of these are described below. 

6 System Complexity: Integration of Land Use, Town and 
Transport Planning  

Proper land use planning improves accessibility to goods and services and hence 
reduces the need for transportation. In Singapore, the majority of commercial 
activities is planned to be located within the city centre to create a critical mass of 
activities and help position Singapore as a global business hub (Sapuan, 2007).  
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To allow people to live close to this concentration of employment opportunities, 
more housing is being introduced into and near the city centre. Outside the city, 
more employment areas are planned near suburban residential areas; for example, 
industrial estates and commercial hubs are situated at the fringe of housing estates 
to reduce commuting and lessen transport demand.  

Together with other agencies, LTA integrates urban development with transport 
planning. Having a proper mix of developments and the highest building densities 
concentrated at and around MRT stations will ensure maximum accessibility, for 
commuters to key nodes of employment, housing, leisure and other social 
activities. Commuter facilities and building developments will be fully integrated. 
More high rise developments are being targeted near MRT stations.  Radial lines 
will provide direct links to the city centre, while orbital lines will serve those 
travelling from one place to another outside the city centre. This will enhance 
accessibility and reduce travel times, making public transport more attractive and 
reducing reliance on private transport.  

7 Dynamic Complexity: Integration over Time 

In 1996, a White Paper on “A World Class Land Transport System” was 
conceived to guide Singapore’s land transport development (Land Transport 
Authority, 1996). However, the environment has changed as her population has 
grown and become more diverse. By 2020, she expects that travel demand would 
increase from the current 8.9 million journeys a day to about 14.3 million journeys 
a day (Land Transport Authority, 2008). The public transport mode share during 
the morning peak hours has declined from 67% in 1997 to 63% in 2004 and 59% 
in 2009 (Channel News Asia, 26 Oct 2009). Fortunately, it has risen to 63% in 
2012 (LTA, 2013). Singapore also has to better meet the needs of her greying 
population, the higher expectations of her people as well as the less privileged and 
lower income group. Given these constraints and limited land of just over 700 
square kilometers, public transport would be the most efficient means (Land 
Transport Authority, 2008).  With this in mind, Land Transport Authority (LTA) 
embarked on a comprehensive Land Transport Review in October 2006 
cumulating in the Land Transport Masterplan in 2008. 

Hence some of the strategic thrusts from the 1996’s White paper need to be 
changed and the strategic thrusts in the 2008’s Land Transport Masterplan, reflects 
some of these changes. In 1996, the strategic thrusts were integrating transport and 
land use planning; expanding the road network and maximizing its capacity; 
managing demand of road usage and; providing quality public transport choices. 
In 2008, they were making public transport a choice mode; managing road usage 
and; meeting the diverse needs of the people.  The need to manage the demand 
for road usage remains. But the latter emphases more on encouraging public 
transport and meeting different customers’ needs. 

The environment in Singapore has changed significantly since 2008. 
Commuters expect to be more connected and travel faster and in comfort. More 
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goods need to be transported. There will also be tighter land constraints (LTA, 
2013 Land Transport Master Plan). The 2013’s Land Transport Masterplan was 
conceived to meet these challenges. In essence, it strives to connect people to 
more places where they work, live and play, improve travel reliability, comfort 
and convenience and build and the transport system with the well-being of our 
diverse community at heart and give more consideration to how it enhances the 
common living space (LTA, 2013 Land Transport Master Plan). 

8 Behavioural Complexity 

Land transport is a matter that affects everyone. A people-centered land transport 
system must be planned with the community in mind. Apart from LTA and several 
other governmental organizations such as the Urban Redevelopment Agency, 
other stakeholders include transport operators, employers, commuters etc. To 
solicit and integrate their interests, LTA, in conceiving its masterplan, obtained 
contributions from a broad spectrum of people including students, workers, 
employers, commuters, transport operators, ordinary Singaporeans and experts; at 
home and abroad. In total, more than 4,500 people contributed their time, energies 
and ideas to the plan (Land Transport Authority, 2008). Going forward, the new 
Land Transport Community Partnership Division in LTA will have dedicated 
teams assigned to each constituency to engage the community more closely on the 
ground. LTA will also launch a Community Partnership Programme to invite 
grassroots leaders to discuss and share their views on transport policies and plans. 

9 Behaviour Complexity: Integration across Organizations  

One of the greatest challenges in large scale systems engineering is the integration 
of the different organizations. An understanding of organizations and their 
ecosystems would certainly be helpful to integrate them. It would certainly not 
prudent to merge all the entities involved in the system, as this will result in huge 
bureaucracies and hierarchies, not in the least having to resolve the politics 
involved. However, where interfaces and interactions between different entities 
remain high, it makes sense to combine these entities. Hence LTA was created in 
September 1995 to spearhead improvements to the land transport system through 
integrated planning, development and management of land transport policies and 
infrastructure. It was formed through the merger of four public sector entities, 
namely: Registry of Vehicles, Mass Rapid Transit Corporation, Roads & 
Transportation Division of the Public Works Department and Land Transport 
Division of the then Ministry of Communications. The formation of the LTA 
allows for better integration of the functions of planning, development, 
implementation and management of all transport infrastructure and policies. Such 
integration addressed the need for a more co-coordinated approach to planning 
and building Singapore’s land transport system. 
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10 Sustainable Development  

Achieving sustainability is one of the most important challenges facing society. 
Addressing complex issues related to sustainability requires systems integration of 
multiple disciplines including social, economic and environmental concerns. LTA 
recognizes the social, environmental and economic principles of sustainable 
development as a strategic objective.  

A world class land transport system is very costly to build and operate. Hence a 
framework which serves as a social contract based on partnership between the 
Government, the operators and commuters was devised (Land Transport 
Authority, 1996). This framework is based on the principles that fares have to be 
realistic and revised periodically to account for justifiable cost increases to 
maintain acceptable service level, operating costs must be recovered to make it 
viable, and that a need for a sustainable policy on asset replacement. This means 
that with the government funding the assets, operators need not have to come up 
with a huge investment and be able to cover operating costs. They should also use 
some of the revenue to provide better service. To prevent public transportation 
from being unaffordable, the Public Transport Council scrutinize the fares and has 
to balance between the need to ensure that fares remain affordable to the public 
and operations are commercially viable in the long term. Figure 1 illustrates the 
economic/ social framework for a sustainable land transport system. 

 

Fig. 1 Economic and Social Framework for a Sustainable Land Transport System 
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benefit of commuters, greater contestability in the Rapid Transit System (RTS) 
industry is achieved by issuing shorter operating licences for future RTS lines, 
compared to the 30-year licenses today.  

LTA works with the Ministry of the Environment (ENV) and the Traffic Police 
(TP) to keep the roads safe and the air clean. Regular reviews of vehicle standards, 
public education and enforcement programmes are held. In addition, noise 
alleviating measures such as underground roads and expressway noise barricades 
are also implemented.  

LTA ensures that all vehicles in Singapore comply with rules, regulations and 
technical requirements to ensure that these are built to acceptable international 
standards and are safe for use on the roads. LTA also enforces exhaust emission 
standards for all vehicles by requiring regular inspections. The transport sector is the 
third largest consumer of energy after industry and building sectors and accounts for 
15% of Singapore’s total carbon dioxide emissions, with private cars as the chief 
contributor (35%) and public transportation (36%) which includes taxies, buses and 
MRT/ LRT (LTA, 2013 Household Interview Travel Survey 2012). It encourages 
energy efficiency and reduces carbon emissions by promoting the use of public 
transport and more energy efficient vehicles. Rebates are given to encourage the use 
of green vehicles by narrowing the cost difference between such vehicles and 
conventional vehicles.  In addition, environmentally sustainable practices in the 
planning and development of transport infrastructure are adopted. 

11 Increasing Capacity through Use of Technologies 

LTA uses technology to maximize the capacity of our roads by upgrading and 
installing intelligent traffic management systems. It has installed the Green Link 
Determining (GLIDE) intelligent traffic light system to control all traffic signals 
along arterial roads. As traffic flow changes, it responds by adjusting the (traffic) 
green time accordingly. GLIDE also links traffic signals at neighboring junctions so 
that motorists can travel from one junction to another with minimal stops. "Virtual 
slip roads" are also implemented by allowing motorists to turn left at selected traffic 
light junctions even though the red signal is on, similar to the American right-turn-
on-red system. Adopting traffic monitoring systems like the Automatic Network 
Travel Time System (ANTTS) and close circuit televisions to monitor traffic 
conditions in real-time. Junction Electronic Eyes System (J-Eyes) and the 
Expressway Monitoring Advisory System (EMAS) are also used to cover more 
junctions and monitor traffic conditions on arterial roads respectively. LTA further 
develops these systems to provide navigational and traffic information to commuters 
through the radio, telephone hotlines or variable message signs. These measures 
increase the capacity of roads and junctions and ensure smoother traffic flow. 

Another system that LTA has introduced is the Electronic Road Pricing (ERP). 
ERP is an electronic system of road pricing based on a pay-as-you-use principle. It 
is designed to be a fair system as motorists are charged when they use the road 
during peak hours. Traffic conditions on the expressways and roads where the 
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ERP system is in operation are reviewed quarterly and its rates adjusted where 
necessary to minimize congestion on the roads.  

12 Vehicle Growth 

To keep traffic flowing smoothly, LTA adopted a holistic approach that includes 
road expansion as well as managing demand for road use by controlling vehicle 
growth and restraining usage. One such system of restraining usage through car 
ownership is the Vehicle Quota System (VQS). It is a system which allows the 
government to control the amount of cars on the road. The quota is reviewed on a 
regular basis and is set per month, based on the road conditions and amount of 
cars permanently taken off the road in that month (by scrapping, exporting or 
otherwise). The VQS is controlled by the Certificate of Entitlement, or COE. Each 
month, the LTA will determine how many vehicles are allowed on the road 
according to the VQS. The LTA will then issue that amount of Certificates of 
Entitlement (COE) and are sold through an open bidding system. 

Parking policy is another lever that will restrain car usage by reducing parking 
supply in the city gradually over time and increasing parking charges. Parking 
Guidance Systems (PGS) are also implemented to guide motorists to the nearest 
building with available parking to reduce circulating traffic looking for parking lots. 

13 Public Transport System 

To make public transport a choice, the land transport system must be able to 
provide various types of public transport services, ensure that these services are 
customer oriented, and integrate them to ensure a seamless journey. 

14 Choice of Public Transport Services 

Providing an attractive public transport system is the cornerstone of Singapore’s 
land transport strategy. One way is in providing a comprehensive range of public 
transport services, each being developed to the highest quality commensurate with 
the fares charged, and all well integrated to provide a seamless journey. The 
choices include: 

a. Mass Rapid Transport (MRT) to serve heavy transit corridors; 
b. Light Rail Transit (LRT) systems to serve as feeders to the MRT 

network; 
c. Buses to continue serving the less heavy corridors to complement MRT-

LRT network;  
d. Premier bus services like BusPlus to provide higher grade of bus service; 

and 
e. Taxis to provide car-like services. 
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15 Customer Oriented Services  

LTA also works with the operators to make public transport more customer-
oriented. Examples of such measures include (Land Transport Authority, 1996): 

a. improving travel times through more bus priority schemes like priority at 
traffic light junctions and bus lanes. It is mandatory for motorists to give 
way so that buses can come out of bus bays without delay, and buses will 
enjoy signal priority over other vehicles at major junctions in the city. 

b. improving commuter facilities by providing bus arrival times at bus 
stops, over the phone or Internet;  

c. providing better bus services by refurbishing bus stops, providing more 
covered linkways from their flats to improve accessibility of the public 
transport system; 

d. encouraging higher operational efficiency through the use of Global 
Positioning System (GPS) to pinpoint the location of buses to 
significantly improve scheduling. 

With these measures, commuters can expect a speedier and smoother ride on 
the bus. The reliability of bus travel will also improve as buses enjoy greater right 
of way on the roads. 

The MRT network which serves heavy traffic corridors, is also being expanded 
the target is to have a coverage as comprehensive as the London Tube or Paris 
Metro. Within the Central Area, a commuter will be able to access a RTS station 
within five minutes walk on average. Capacity on the existing lines will also be 
enhanced by increasing the frequency of trains.  Commuters can look forward to 
better connectivity and a more comfortable ride on the trains (Land Transport 
Authority, 1996). 

Taxis offer personalized service and supplement the high end of public 
transport. Measures to improve this service include periodic evaluation and 
publication of the performance of taxi operators and incentives for the best 
performing fleet operator; differential pricing to address the acute shortage of taxis 
during peak periods; Flexibility for operators to offer a wider variety of services; 
and using GPS technology to improve the radiophone service to better match 
demand and supply. 

16 Integration of Public Transport Services  

To enhance the integration and efficiency of public transport services, the LTA 
took on the role of a central bus network planner in 2009. It plans the public 
transport network from the commuters’ perspective, focusing on the ‘total 
journey’ experience of the commuters. LTA enhances the hub-and-spoke system, 
so that the bus and rail services work in partnership. There will be more frequent 
and direct feeder bus services so that commuters can reach the transfer hubs 
quickly, and enjoy seamless and efficient transfers to the MRT or trunk buses to 
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continue with their journeys. Moreover, more fully integrated transport hubs 
where bus interchanges and RTS stations are co-located with retail and 
commercial activities are being built. To facilitate transfers, a distance-based 
through-fare structure was adopted by 2009 so that commuters is charged a fare 
based on the total distance travelled in a journey, without incurring a transfer 
penalty when they switch between buses or between the bus and MRT. This will 
encourage commuters to take the most efficient routes. 

A people-centered land transport system must provide for the diverse needs of 
our society and contribute to a quality, liveable environment especially access to 
transportation for the low-income groups, the elderly, wheelchair users, families 
with young children, pedestrians and cyclists (Land Transport Authority, 2008). 

17 Ensure Physical Accessibility for All  

To make the transport system user-friendly and accessible for all, all new and 
existing MRT stations will be accessible to persons with disabilities/ impairments. 
The public bus fleet will progressively be replaced with low-floor wheelchair-
accessible buses. Moreover, an island-wide programme was launched to ensure 
that pedestrian walkways, access to RTS stations, bus and taxi shelters, and all 
public roads are barrier-free by 2010. Some measures to be implemented include 
removing obstacles or widening walkways to provide a clear passageway for 
wheelchair users and using higher reflectivity materials for traffic signs to 
improve visibility. 

18 Affordable Public Transport for Lower-Income 
Singaporeans  

To ensure that public transport remains affordable to low income families, the 
Government continues to provide targeted help to the needy through Government 
assistance such as the Workfare Income Supplement Scheme (WIS) and 
community help schemes such as transport vouchers. 

19 Facilitate Cycling  

With its increasing popularity, cycling can be a non-motorized transport option to 
bring commuters to major transport nodes. To facilitate cycling, LTA provide 
better bicycle parking facilities around MRT stations and bus interchanges; allow 
foldable bicycles onto buses and trains on a trial basis; close short gaps between 
the park connectors and transport nodes to cater to commuters who cycle to the 
MRT stations or bus interchanges; and install appropriate road signs to alert 
motorists to the presence of cyclists along frequently used routes. 
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20 Conclusions 

In this case, we have described the large scale systems engineering framework and 
how the conceptualization and systems engineering of Singapore’s land transport 
system were carried out.  With the human dimension in centre stage, a people-
centered land transport system is being built for all Singaporeans to enjoy an 
active lifestyle in a vibrant global city. However, this could not be carried out 
without using a systems approach, understanding the complexities of land 
transportation and the boundaries faced by the system and integrating them to 
encourage public transportation. 
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Domain-Spanning Change Propagation  
in Changing Technical Systems 

Wolfgang Bauer, Chucholowski Nepomuk, Udo Lindemann, and Maik Maurer 

Abstract. Technical products are facing different changes during their lifecycle. 
These changes can have drastic impacts to the product, either towards its structure 
or the effort for the implementation. If platform elements used in various products 
within a product family, the change impact can be capital. Based on existing 
methods, we developed an approach to propagate changes, triggered by a specific 
cause, in technical systems. The approach consists of matrix-based methods and 
allows the propagation via different domains, for example components, functions 
and variation attributes. Change causes can be linked more easily to the product 
architecture and the change impact can be traced via different relevant product 
domains. The approach is illustrated by an industrial case study shown in this 
contribution.  

1 Introduction 

Many external causes for product changes exist: country- or region-specific custom-
er needs, legislation, customer habits, competitive products (Pahl et al., 2007) or 
different market strategies (Porter, 2008). Company internal triggers for changes can 
be different production sites with different production technologies, raising dynam-
ics of innovations and technology as well as shortened development and release 
cycles (Ponn and Lindemann, 2011) as reaction to changes the environment. 

Theses causes can be triggers for product changes. Often, changes of technical 
or functional elements can propagate through a product and affect components 
that are not directly connected to the initiating changed component (Keller et al., 
2005). This leads to undetected changes on further component, causing late 
changes and high costs. To trace and detect undesired change propagations,  
product architecture offers a good basis. 
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The objective of this contribution is the development of an approach for a sys-
tematic analysis of the impacts of technical changes to product architecture. Start-
ing with the cause of a change, its impact to the product architecture is analyzed. 
The impacts are traced via the domain of functions, components and between 
these domains. This allows an appropriate mapping of changes to the architecture. 
Therefore, matrix—based methods from Structural Complexity Management are 
applied (Eppinger and Browning, 2012; Lindemann et al., 2009).  

The paper is structured as follows: starting with an overview of existing meth-
ods for the analysis of change propagation in section 2, the developed approach is 
presented in section 3 and evaluated by an industrial case study in section 4. The 
paper concludes with a discussion and an outlook for future research. 

2 Theoretical Background 

Changes in technical systems can be analyzed by using different established 
methods. A short overview over the most relevant methods for the analysis of 
change impacts and propagation is presented in this section. 

The Change Mode and Effect Analysis (CMEA), presented by (Keese et al., 
2006; Palani Rajan et al., 2003), serves the assessment of the flexibility of prod-
ucts. The approach developed by (Köhler et al., 2008), CPM/PDD (Characteris-
tics-Property Modeling/Property-Driven Development), is an approach to illustrate 
and compare the impact of changes. Another method, based on the CPM/PDD-
approach and FMEA, is the Change Impact and Risk Analysis (CIRA), developed 
by (Conrad et al., 2007). Possible solutions for changes during the product lifecy-
cle are analyzed and assessed regarding risk and impact.  

The Change Propagation Analysis (CPA) according to (Giffin et al., 2009) 
serves the analysis of change requests in order to visualize the changes, the affect-
ed components and their role in change propagation.  

The Change Propagation Method, developed by (Clarkson et al., 2001), deter-
mines the change impact on a product by the means of risk assessment. Based on 
the CPM, (Keller et al., 2005) developed tools for the visualization of the changes 
and their propagation. 

Koh et al. (Koh et al., 2012) developed a change modelling method (CMM) 
which is based on the CPM and on the House of Quality (HoQ). The CMM as-
sesses the effects of change options on product attributes by tracing change op-
tions via requirements to components. 

All of the presented methods assess the impact on the components domain. 
Some of them use also use other domains for a better traceability of the change 
within the system. However, the use of indirect change propagation via the chain 
of change - from the change cause via functions to the components – in an inte-
grated model is missing.  
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3.4 Step 4: Analysis of Change Effects in Product Architecture 

After the affected elements on all relevant levels of propagation are known – es-
pecially on the component domain – different analyses can be executed. A change 
propagates either in different domains or in the component domain. Based on this, 
it can be derived how strong the change impact to the product architecture is. A 
qualitative estimation of the change effort can be deduced. Another possibility is 
to calculate structural criteria such as the active and passive sum (Lindemann et 
al., 2009) of the elements in order to characterize their contribution to the change 
effect. The active sum of an element indicates how many other elements are influ-
enced by this element. As the active sum gives notice of the change effect of an 
element to the system, changes on high active elements should be avoided. In 
contrary, the passive sum of an element describes how many other elements influ-
ence this element. Passive elements should be implemented in a robust way, so 
changes do not spread via these elements as they are sensitive to changes. This 
approach is similar to (Giffin et al., 2009) where elements are grouped into ab-
sorber, carriers or multipliers.  

Moreover, the criticality of an element can be calculated by the multiplication 
of the active and passive sum. The criticality represents the role of an element 
within the structure based on the in- and outgoing dependencies. The higher the 
criticality, the more sensitive this element is against changes and can cause nu-
merous changes to other elements, too.  

Besides key figures, different visualization methods, e.g. from (Keller et al., 
2005) can be applied for the analysis and interpretation of change impacts. Im-
pacts can be visualized by networks or propagation trees. Such networks represent 
the dependencies between the elements. The elements can origin form different 
domains, edges represent the dependencies (inter or intra domain). The length of 
the edges can characterize different information, e.g. the combined risk or the 
shortest path (Keller et al., 2005).  

For change propagation, not only components but also other domains can be 
used in different change levels. How many change levels are required for the anal-
ysis is dependent of the considered system. A domain-spanning propagation tree is 
used in this approach to visualize the impacts on different domains and different 
levels. With this representation, it can be determined how many elements are af-
fected in which change level and when the propagation within the system ends.  

After analyzing the change impact, the results are interpreted. An important 
step here comprehends the focus on the elements that are not only possibly affect-
ed (via dependencies) but in reality triggered by the change cause. If a change 
cause is a very general one, numerous elements can be affected in theory. By us-
ing design parameters (see e.g. (Ponn and Lindemann, 2011),(Eckert et al., 2004; 
Ehrlenspiel, 2009)) the user can narrow down the real change impacts. If a pres-
sure or temperature is affected by a change cause, only components (or functions) 
with corresponding design parameters have to be considered. For conducting such 
a focusing on the affected elements, search strategies such as feed-forward  
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The analysis of the use case was classified according to three criteria:  

• Component connectivity: a cause is linked to a component with a low, medium 
and high connectivity 

• Number of directly affected elements: low, middle, high number of directly 
influenced (1st level) elements (functions, components or variation attributes) 

• Number of directly affected common elements: high number of functions and 
components affected by one or more causes. 

In the following, the single steps of the presented approach are applied using the 
case study. Step 1 and 2 are the same for the use cases shown above; step 3 and 4 are 
described for each of the three different use cases. Due to reason of non-disclosure, 
the industrial example and its content is presented in an abstract wording. 

4.2 Step 1: Causes for Change 

In the first step, causes for change for the considered system were gathered. 
Therefore, the context model (Langer and Lindemann, 2009) was applied in 7 
moderated workshops with the industry partner. Each of these workshops, two or 
more employees from different division (strategic planning, marketing, engineer-
ing design, manufacturing etc.) participated. In total, 127 causes were acquired, 98 
of them with a direct or indirect link to the technical system (the remaining are 
e.g. strategic, procedural or organizational causes).  

4.3 Step 2: Direct Link to Product Architecture 

This step comprehends the direct link of the acquired causes for changes to the 
product architecture. A detailed process of its acquisition via expert workshops is 
shown in (Bauer et al., 2013a). All 98 system-related causes were linked to one of 
the domains “components”, “functions”, or “variation attribute“ using DMM’s. It 
became true that a direct link to components is not always possible, e.g. as the 
cause is very abstract. In these cases, especially the access via the product archi-
tecture model was very valuable. For example, the cause “development of connec-
tivity of devices” cannot be mapped to components in a direct way, but is related 
to the function “provide operation”.  

4.4 Step 3: Domain-Spanning Impact Analysis and Step 4: 
Analysis of Change Effects in Product Architecture 

In this step, two exemplary cases are presented: on the one hand, the direct link of 
causes to components; on the other hand, the propagation via the link of causes to 
functions. 
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The procedure for propagation is executed in the same manner as in the exam-
ples above. The resulting change impact is again in correlation with the connectiv-
ity of the starting element.  

A cause which affects more than one function is „technological developments 
(of the core technology of the device)“. 5 of 11 main functions (including 15 aux-
iliary functions) and in consequence, 46 of 94 components are affected by this 
cause.  

To handle the high possible impacts on the system, the cause can be described 
in more detail or alternative technical solutions can be derived. It is then possible 
to isolate the direct link to the main/auxiliary functions, e.g. from 5 to 2 (depend-
ing on the situation). Consequently, the different technical alternatives regarding 
their change impact and consequently the qualitative change implementation effort 
can be compared. 

5 Discussion 

The case study shows that the approach is applicable and supports to investigate 
change propagation via different domains. The underlying architecture models 
allow an access and propagation between different domains. If a change affects a 
component, the same procedure can be applied to check if this change affects the 
functions realized by the component. The procedure can be used iteratively, until 
all possibilities of change are identified. Therefore, it delivers a solid basis for a 
change impact analysis and helps to compare different solutions regarding their 
change effort. 

An important aspect regarding a target-oriented propagation is detailing the 
change impacts. Therefore, design parameters can be included on the edges of the 
networks to trace the impact more easily. In the presented case, the edges were not 
further detailed by design parameters as it is a high effort to do so. The cases 
proved that it is possible for a user of the approach – familiar with the considered 
system – to trace the change impacts within the system. The dependencies be-
tween the system elements help the user to navigate and use them as a kind of 
check list. By the inclusion of design parameters, the applicability could be en-
larged to users not that familiar with the system.  

6 Conclusion 

The study showed that causes affecting a low number of components, the change 
propagation through the system is highly depending of the connectivity of the 
affected component(s). In case of many affected components, the focus of the 
change and the exclusion of non-changed elements are important to narrow down 
the analysis.  

If a cause is linked to functions, the propagation is dependent of the number of 
realizing components. The functions can easily be classified regarding their 
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change propagation by calculating their connectivity to components. The proce-
dure for the analysis of domain-spanning propagation is iteratively applicable, 
independent of the considered domain and uses the connectivity of the elements 
within the system as a meaningful criterion. Moreover, the results showed that the 
number of directly influenced elements has an impact on the change propagation, 
regarding their scope and effort.  

The causes were linked to different domains, which allow a reasonable access 
to the product architecture. Especially the domains “functions” and “variation 
attributes” are very helpful for creating this link, as a direct link to the affected 
components is hard to establish.  

The reduction of the components from the possible to the actual affected ones 
was done by a concretization of the change cause, with knowledge of the propaga-
tion by the aid of the structural models. Because of the binary information of the 
structural models, the element connectivity and the change traceability is known.  

7 Outlook  

The presented approach delivers a qualitative assessment of the change and the 
consequent effort. Different solution for the implementation of the change can be 
compared, for example by the number of affected components. To enhance the 
assessment, the underlying approach and its models can be supplemented by fur-
ther information: the effort in terms of time and internal costs can be acquired per 
component or a sum of components (affected by one cause). Therefore, it must be 
known which department within the company has which amount of effort for im-
plementing the change.  

Moreover, the information of the change impacts per cause is currently used to 
design “change-driven” component modules. Therefore, components are clustered 
if they are affected by the same cause(s). Mirroring the changes and their temporal 
behaviour against the company’s future strategy, change modules can be estab-
lished in the architecture for an efficient change, e.g. for a new product variant, 
and a fast market response.  
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Policy Design, Planning, and Management  
in Global Systems Science 

Jeffrey Johnson 

Abstract. Policy Design is defined to be a new area of inquiry that takes the 
methods of design into the world of social, economic and environmental policy. 
Policy exists at many levels and it is increasingly recognized that policies applied 
to one system may impact on policies applied to other systems. The European 
Commission suggest a ‘science of global systems’ to improve the way that science 
can help inform policy and societal responses to global challenges such as climate 
change, global financial crises, global pandemics, city growth and migration 
patterns. The new science requires radically novel ideas and thinking to embed 
scientific evidence into the policy and societal processes. It is here argued that 
Policy Design in the context of planning and management is an essential part of 
the methodology of Global System Science. 

1 Motivation 

Policy Design is defined to be a new area of inquiry that takes the methods and 
traditions of design into the world of social, economic and environmental policy 
(Johnson & Cook, 2013). In the sense of Herbert Simon (1969), policy involves a 
vision of the future as it ought to be, and policy is a science of the artificial. 
Inescapably, policy is designing the future. Of the many specialist design domains, 
city planning best exemplifies this. Cities are planned, designed and managed but 
never finished. They are regulated but not controlled, and their precise state at any 
point in time is not predictable in the sense of conventional science. The essential 
feature of policy design is that emerging needs and requirement are satisfied by an 
iterative process in which possible solutions are generated and evaluated until a 
satisfactory solution is found or the requirements are reformulated. Design is a 
coevolutionary process that delivers what we think we want from a process that 
investigates what is possible. Design is heuristic and cannot guarantee optimum 
solutions, or even good solutions, but it is the only way we know for creating well-
working systems that don’t already exist. 
                                                           
Jeffrey Johnson 
Centre for Complexity and Design, The Open University, MK7 6AA, UK 
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Policy exists at many levels and it is increasingly being recognized that policies 
applied to one system may impact on policies applied to other systems. For 
example, in the UK policies to manage the health and welfare of an aging 
population have become coupled to policies for managing accident and emergency 
admissions to hospital. In the face of the economic crisis, cuts to one system have 
caused a crisis in the other. In another case a European policy to reduce the 
consumption of fossil fuels by incentivising the production of biofuels in one 
country caused starvation in another (Foley, 2011). 

“Challenges such as climate change, financial crises, or containment of 
pandemics all suffer from the intrinsic difficulty that they generate strong inter-
dependencies between different social, technological, and environmental systems. 
When trying to deal with them, different groups tend to address individual 
systems, rather than multiple interrelated systems, and thereby they typically fail 
to achieve systemic change. The vision of a science of global systems is that 
scientific knowledge could act as a catalyst to stimulate creative policy responses 
to such global challenges, and indeed changes in society in general. A global 
systems science (GSS) emphasises a ‘systems’ approach to develop scientific 
evidence in support of system-wide policy options across different domains. … 

GSS also recognises the immense potential for the engagement of civic society 
throughout the process of decision making by gathering and analysing evidence. A 
better understanding of this science of global systems will lead to better evidence-
based policy decision making.” (Bishop et al, 2013). 

Design in the context of planning and management is of central importance to the 
development of Global System Science. Without embracing design the new science 
of global systems will fail to deliver the holistic solutions so urgently required. 

2 Design and the Science of Multilevel Social Systems 

Of necessity, Global System Science must be a science of multilevel systems, capable 
of integrating theories and knowledge from the individual person to the Anthropocene, 
“the current epoch in which humans and societies have become a global geophysical 
force” (Steffen et al, 2007). Through many intermediate levels of systems, subsystems 
and supersystems, almost every individual person has an impact on global systems, 
and global systems have an impact on almost every individual person. 

Policy strives to make global systems behave differently to how they might 
behave if left alone. Thus the systems created by policy are artificial in the sense 
of Simon (1969), and they are designed. 

The process of designing can be considered to include the generation of new 
scientific knowledge. For example, there was no science of aeronautics before the 
invention of flying machines, no science of computer viruses before the invention 
of computer networks, and no science of human-robot interaction before the 
invention of robots. We cannot have a science of systems whose components have 
not been invented. 

In this respect the science of social systems is different to traditional science. 
Whereas the latter is cumulative with new knowledge adding to and reinforcing 
existing knowledge, human systems become different system when new things are 
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invented. Thus a science of human behavior that was a relevant and ‘correct’ story 
of human behavior in the past may not be a relevant and ‘correct’ story of human 
behavior today. For example, to what extent is the behavior of people using 
FaceBook explained by behaviours from the past. Also, some contemporary 
behaviours were impossible in the past, e.g. crowd-sourced measures of ‘liking’, 
and leisure travelling by the masses. Unlike the traditional science, we need 
custom-designed social sciences to fit the social world as it evolves. 

Design is the process that takes new parts and assembles them into new wholes, 
takes existing parts and assembles them into new wholes, or identifies non-
existing parts that are required to complete the construction of new wholes. 
Design builds the knowledge about the parts and the wholes they form. 

Design is the first step in creating scientific knowledge about the relationships 
between the parts and wholes of artificial systems. 

In this respect design is fundamental to a scientific understanding of the 
multilevel dynamics of the social systems we create and try to manage. 

In 2009 an Expert Report of the European Commission asserted that “we have 
no scientific formalism for representing the bottom-up and top-down dynamics of 
multilevel systems from micro-levels to macro-levels through meso-levels. This 
scientific deficit manifests itself across the sciences. In biology there is no 
formalism able to integrate the dynamics of cells with the dynamics of organs or 
the dynamics of the whole body. Instead we have many partial models that fit 
together, at best, descriptively. 

In geography and environmental planning we have no formalism that can 
integrate the choices and behaviour of individuals at the microlevel with the 
emergence of cities across the globe. In social and political science we have no 
formalism that can explain why the values and beliefs of individuals aggregate 
into mutually destructive policies at national level … For all these systems, 
complex systems science gives reasons why their behaviours are hard to predict. 
Conventional science assumes that subsystems can be isolated, but complex 
systems science shows that they may coupled by weak links. This makes 
subsystems with ill-defined boundaries that are hard to identify and model. These 
subsystems evolve and coevolve in ways that can only be predicted by modelling 
their interactions. These interactions do not just occur at particular levels of 
representation, bottom-up dynamics can cause macroscopic changes, and top- 
down macroscopic dynamics can cause microscopic changes. ... Creating a 
formalism for multilevel systems of systems of systems and demonstrating its 
applicability is on the critical path for science. It is necessary if not sufficient to 
make progress in many domains. It requires an essential paradigm shift for 
complex systems science and ICT.” (Johnson et al, 2009) 

Design has been characterized as building abstract representations of multilevel 
systems, from the parts to whole (Johnson, 2013, 2014).  

At the lowest level are tangible components such bricks and window frames in 
the design of buildings, or components such chips and capacitors in the design of 
electrical circuits. In these cases the designer knows the available components at 
the microlevel and knows the required behavior of the whole system at the 
macrolevel. Typically a designer conceives subsystems at intermediate levels. 
These subsystems are abstract and only exist in terms of representations such as 
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annotated drawings and other documentation, or models inside computers. 
Initially they may be sketches where the parts are not precisely instantiated with 
existing components, and some components may themselves be sketches of things 
that do not yet exist. As the subsystems becomes better defined the designer 
hypothesizes their behavior in terms of their lower level components and the 
context of higher level assemblies. These hypotheses depend on theories of the 
system dynamics, and often they are tested by real or computer simulated 
prototype models. In this respect they resemble scientific experiments in the 
process of building and testing theories. 

In design it sometimes happens that assumptions made about higher level 
abstract subsystems are incorrect. Sometimes subsystems simply don’t fit together 
because their geometries are incompatible. Sometimes they don’t fit together 
because their interacting dynamics cause problems such as unexpected and 
unacceptable vibrations. Sometimes they don’t fit together because unexpected 
emergent properties violate the requirements, for example in architecture an 
important space may be compromised by the noise of air conditioning fans. In 
such cases the ‘theory’ of the object being designed did not predict these 
observations, and as Popper suggested for traditional science, the theory has to be 
rejected. Since the theory of the design does not match observation, the theory has 
to be amended. In design this can include imaginative ‘fixes’ so that local changes 
in the details of the subsystems can overcome the problem, e.g. a stronger bracket, 
a higher wall, more memory, or filing down proud edges. 

Sometimes these local changes cause unexpected problems elsewhere in the 
system that may or more not be fixed by local changes. At worst the design has to be 
abandoned with the loss of all previous work. When this happens late in the design 
process it can be very expensive in terms of lost work, and it can have severe impact 
on the schedule leading to expensive delays or even cancellation of the project. 

When the design process does not experience such problems, or overcomes them, 
the design process is one of conceiving intermediate level systems and making them 
well defined in terms of the components, how those components are to be 
assembled, the emergent behavior of the intermediate level system, and the 
dynamics of the interaction of the subsystem with subsystems at low levels, with 
subsystems at its own level, and with higher level super-subsystems. As the design 
process proceeds these subsystems become better instantiated. The lower level 
subsystems are instantiated with real components so that they too become tangible. 
As these tangible subsystems are assembled higher level intermediate structures 
become tangible, until eventually the description of the whole system is instantiated 
with real parts and specifications for their assembly, and it can be built or fabricated. 

The construction of the first instantiated system is an experiment testing the 
hypothesis that it will meet specification. As noted above, if the experiment fails 
the theory of the design has to be modified. If the experiment succeeds the system 
has a ‘design life’ in which evolutionary changes are made to the design, and the 
life of each individual instance has to be managed from cradle to grave. For 
example, the owner of a motor car expects the design to include periodic 
maintenance and procedures to manage the expected or unexpected failure of 
components, and some countries have regulations for disposal of the end of a 
product’s life. Thus the design of a particular car is part of the design of 
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supersystem that includes sourcing materials and components, manufacturing, 
marketing, support, and disposal. Such supersystems place topdown constraints on 
the design of the car, and they too have their dynamics. 

3 Design, Planning and Management 

In policy, design occurs in the context of strategic or operation planning. Policy 
Design includes the design of the plan: it establishes how the future ought to be, 
devises a plan to achieve that future, and manages the implementation of the plan. 
The plan involves the creation of new systems and subsystems, and these must be 
designed. After a system or subsystem has been created it needs to be managed, 
and the design includes determining how this will be done. 

Design is the process that begins with knowledge of existing things at the 
microlevel, defined requirements of a system at the macrolevel, and builds a 
multilevel representation of a ‘possible’ system by hypothesising and instantiating 
subsystems at intermediate meso levels. In the simplest cases this leads to the 
fabrication of a prototype that can be tested. In manufacturing industries the prototype 
may the first of millions, e.g. motor cars, it may the first of thousands, e.g. aeroplanes, 
while in architecture the prototype may be the only one ever built, e.g. iconic 
buildings such as the Sydney Opera House and the Guggenheim Museum in Bilbao. 

In all these cases the construction of the prototype is part of the design process. 
The experiments on prototypes such as cars and planes test many emergent 
properties and in the most benign cases lead to small changes that overcome 
problems or lead to improvements. 

Generally design is part of a planning process that begins with an idea of how 
the system ought to be and initiates the design process to investigate how the 
system might be. The planning system may even commission more than one 
design. Once a decision has been made on which design to implement, a plan must 
be made to implement the design. For products this involves planning production 
lines, distribution and maintenance systems, and so on. For buildings it involves 
obtaining consents, preparing the site, commissioning architects to oversee the 
project, etc., and planning the project in time over months or years. 

In cities the planning process provides a context for design. Most cities have 
planning departments working with other departments to consider the physical 
infrastructure in the context of how people will function within that infrastructure. 
The details of the administrative structure differ, but planning departments may 
have day-to-day management responsibilities for services such as the maintenance 
of the transport infrastructure and provision of public transportation. 

In cities with elected mayors, the incumbent usually strives to make the city as it 
ought to be, according to their political outlook and constituency. This includes 
managing day to day things such as public transport at an acceptable level of service 
but also strategic things such as enabling sufficient economic activity to provide the 
jobs and the wealth necessary to support the city’s tax base. To be re-elected the 
mayor must deliver sufficiently on the expectations of the voters within a budget that 
the citizens will tolerate. 

Planning and management in cities are characterised by making small local 
changes in the infrastructure to maintain normal activities, making continuous small 
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or large changes in the context of an existing plan, and occasionally proposing large 
discontinuous strategic changes as a new ‘masterplan’ for part or all of the city. For 
example, a run down port may identified for redevelopment, a new transportation 
plan may address chronic congestion, or a new housing project may address 
unsatisfied demand for housing. All of these changes at all levels involve design. 

At the microlevel urban design can be poor and not serve communities well. In 
response to this organisations such as the Glass-House (http://www.theglasshouse. 
org.uk) take a bottom-up approach “supporting and promoting public participation 
and leadership in the design of the built environment. We provide independent 
advice, training and hands-on support to community groups and organisations, 
housing associations, developers, local authorities and other stakeholders, to help 
them work more effectively together to create better quality places and spaces.” 

The mesolevels of city design are typically planned, designed managed by 
elected councils and mayors, as discussed above. It is being increasingly realized 
that wealth and wellbeing at national and international level are generated at the 
level of cities, and that cities perform best when they are autonomous and freed 
from top-down central control: 

“Following a commission from the Prime Minister, Lord Heseltine presented 
his report No Stone Unturned to the Chancellor of the Exchequer and Secretary of 
State for Business, Innovation and Skills on 31 October 2012. [It] makes a series 
of recommendations in all aspects of government policy that affect economic 
growth. The Government welcomes this report. … The core proposition … is a 
decentralised approach that breaks Whitehall’s monopoly on resources and 
decision making, and empowers Local Enterprise Partnerships to drive forward 
growth in their local areas. … The Government confirms that it is accepting most 
of the 89 recommendations to dramatically advance the process of 
decentralisation, unleash the potential of local economies, strengthen partnerships 
with industry and foster economic growth.” (Her Majesty’s Government, 2013). 

Whereas governments can create national environments disposed to the 
successful development of cities, cities have to compete at a global level. The 
major cities of the world compete to attract multinational companies from all 
sectors, and they compete to attract the most talented people worldwide. Thus 
cities operate in the context of a global systems of cities, looking up to see the 
macrolevel opportunities and constraints and looking down to manage the meso 
and micro level needs and aspirations of their citizens. 

4 Global System Science 

In response to the global financial crisis and the need to manage migration, 
employment, trade, pandemics, crime, and many other global systems, the 
European Commission (2013) has identified the need for a Global System Science 
on which to base policy and action for a wide range of problems affecting 
European citizens in the short and long terms. 

In this context the Commission sought research proposals to “successfully 
embed scientific evidence in the policy processes for tackling global challenges: 

“• Research grounded in theoretical foundations of, among others, systemic risk, 
decision making under uncertainty or conflicting evidence, mathematics and computer 
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science for Big Data (including their characteristics), algorithmic game theory, 
cascading/escalating effects in networks, integration and visualisation of Big Data… 

Contributions to solving real world problems in one selected problem area - for 
instance tackling systemic risk in finance/economics, managing growth of cities 
and migration, or global pandemics – and in particular to tackle cross-cutting 
policy dependencies and interactions affecting the area of choice. 

Novel ideas and technologies to generate and better communicate the scientific 
evidence-base: advanced simulation of highly interconnected systems; 
mathematical and tools for analysing (often unstructured) Big Data; integration of 
the whole spectrum of structure and unstructured data; methods to deal with 
conflicting data and modeling results; novel data visualisation tools. 

Society/human-centred technologies, for instance, new approaches to allow 
citizens to actively participate in the policy process, to collectively gather and 
integrate data, analyse evidence, and novel methods to better judge and use 
scientific evidence: methods, e.g. games, gamification, and narratives to clearly 
and consistently convey data and modeling results and thereby to stimulate 
societal responses.” (European Commission, 2013). 

The expected impact of the programme is research rooted in policy needs, that 
promotes system thinking, and delivers consistent messages from conflicting data 
and model results. The research is expected to create a high level of uptake and 
use of GSS tools and methods in policy and societal processes, including in EC 
policies. It is also expected to increase the capacity of GSS to help integrate 
societal responses across policy domains and cross-cutting authorities by 
development of a system-wide integrated evidence base of data and models. 

5 Policy Design, Planning, and Management in Global 
Systems Science 

By definition global systems are multilevel systems and to be realized as well-
functioning entities they need to be designed, implemented, and managed. 

Global Systems Science cannot just try understand subsystems isolated at local 
at levels since it must try to understand how these subsystems interact bottom-up 
and top down from local to global levels. A formalism for representing multilevel 
dynamics is necessary if not sufficient for Global Systems Science. 

The design process is exactly one of creating a formalism to represent 
multilevel systems, where the dynamics at every level are explicit with known 
interactions between higher and lower levels. The blueprint for a design cannot 
have levels missing and interactions ignored. 

Global systems such as cities are clearly designed at the micro and meso levels. 
There is no theory for the emergent behavior of global systems of cities and 
creating this science is one of the challenges set by the European Commission. If 
there is some advantageous way of designing the interactions of European cities it 
is not known. Nor is it known if policies that are advantageous to some cities may 
be disadvantageous to other cities or other subsystems of ‘Europe’. 

A major challenge for Global Systems Science is to understand the dynamics of 
global systems at the macro level and integrate this knowledge with the dynamics 
of the system at meso and macro levels. Any attempt to test this knowledge by 
applications involves creating real systems, i.e. designing and implementing them. 
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A consequence of this is that Global Systems Science is inextricably entangled 
with design, and that design should be seen as part of the methodology of Global 
System Science. 

6 Conclusions 

A new science of Global Systems has been proposed by the European 
Commission to enable it develop policies in response to the many European 
problems that involve systems operating at local, national and global levels. This 
science has to be transdisciplinary and integrative, able to combine heterogeneous 
knowledge from many source. Of necessity this science will be able to integrate 
the dynamics of multilevel systems at all levels. 

Policy Design is the formulation of visions of hypothetical futures in the 
context of planning and management. It is argued that the only way to test the new 
science, and indeed the rationale for it, is the practical applications in which new 
systems are created based on it. The creation of the artificial is design. Design 
always involves explicit representation of systems at all levels, where the 
interactions between micro, meso and macrolevels are well defined and explicit. 
The design process provides the method to build multilevel systems in a 
disciplined and replicable way. Thus Policy Design must be recognised as an 
essential part of the methodology of Global System Science. 
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Thinking about the Future of Complex 
Technological Systems: Which Technologies 
Should Shape Their Designs?   

Jeffrey L. Funk 

Abstract. The long lifetime of technological systems increases the importance of 
understanding those technologies that are experiencing rapid improvements. Ideally 
we would like to design our systems around these technologies so that we can 
benefit from the future benefits that these rapid improvements in component per-
formance and cost can provide at a system level. This paper provides data on 
technologies that are experiencing rapid improvements and it uses transportation 
systems to demonstrate the impact of rates of improvement on system design issues.   

1 Introduction  

Many systems are expected to last decades if not centuries. This includes trans-
portation, water and electricity distribution, housing, health care, information, 
communication, defense, and energy distribution and transportation. During this 
long life, improvements are expected to occur as new technologies emerge or as 
improvements to existing ones are made. This suggests that we should design 
systems around those technologies that are experiencing rapid improvements so that 
we can benefit at a systems level from these rapid improvements in component 
performance and cost.  

But what are the technologies that are experiencing rapid improvements? We 
argue that this is not a non-trivial question and that few decision makers can actu-
ally answer it. For example, wind turbines are considered an important clean energy 
technology yet they have only experienced cost improvements of about 2% a year 
since the early 1980s (IPCC, 2013). Similarly, the energy storage density of Li-ion 
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batteries, which impacts on the range and efficiency of electrical vehicles, has only 
risen at about 5% per year since the early 1990s (Tarascon, 2009). Contrast these 
rates of improvements with those of electronic components that are between 25 and 
40% and one wonders why Li-ion batteries and wind turbines are considered im-
portant tools in the clean energy tool chest.  

This paper provides data on technologies that are experiencing rapid improve-
ments and the relevance of this data is demonstrated through examples of trans-
portation systems. In doing this, we are not arguing that we have identified all of the 
technologies that are experiencing rapid improvements or all of their implications 
for transportation and other systems. We are merely arguing that understanding 
those technologies that are experiencing rapid improvements is important for de-
signing systems and that better data is needed on rates of improvement in order to 
better design systems.  

This paper first summarizes technologies that are experiencing improvements of 
greater than 10% per year. Second, the impacts of these rapid rates of improvement 
on transportation systems are then described. Third, the implications of these 
analysis for system design are summarized. 

2 Technologies Experiencing Rapid Improvements 

Table 1 summarizes technologies currently experiencing rapid rates of improve-
ment. This data was found in Science, Nature, IEEE, and other science and engi-
neering journals through extensive reading and searches. We characterize these 
improvements as annual rates of improvement since most of the time series data are 
straight lines on a logarithmic plot. We define “currently” as time series data that 
includes data from the last 10 years. Thus, although some of the time series shown 
in Table 1 include data from 30 years ago, the technology is included in Table 1 
because the times series includes data from the last 10 years and the older parts of 
the time series data are retained for completeness. The relatively constant im-
provement rates for longer time periods suggest that these rates can be more reliably 
extrapolated into the future than can ones with shorter time periods.  

The technologies are placed into several categories, which are consistent with 
characterizations of engineering systems (de Weck et al 2011). These categories 
include the transforming, storing, and transporting of energy, information, materi-
als, and living organisms. Since a variety of performance measures are often rele-
vant for a specific technology, data was collected on multiple dimensions some of 
which are represented in performance of basic functions per unit cost while others 
are in performance of functions per mass or per volume. 

As expected, the rates of improvement for information transformation, storage 
and transmission are experiencing the most rapid rates of improvement. This in-
cludes well known components such as integrated circuits and magnetic disk drives 
and systems composed of them such as computers and mobile phone telecommu-
nication systems. However, newer forms of information processing technologies 
such as MEMS-based sensors, organic transistors, single walled carbon nanotubes 



Thinking about the Future of Complex Technological Systems 135 

 

for transistors, and quantum computers are also experiencing rapid improvements 
and this suggests that there is no end in sight for Moore’s Law and improvements in 
information systems.  

Furthermore, many of the technologies classified under energy transformation 
are actually information technologies. For example, LEDs, OLEDs, GaAs lasers 
liquid crystal displays, and quantum dot displays transform electrical energy into 
light and thus are classified under energy transformation. However, unlike engines 
or motors, these technologies do not do work. Instead, they are used to display or 
transmit (e.g. lasers) information by transforming electrical energy into light. Even 
DNA sequencers can be defined as processors of information because they trans-
form biological materials into information. Thus, most of the technologies that are 
experiencing rapid improvements are applicable to information systems.  

The major exceptions are superconductors for energy transmission, carbon 
nanotubes and grapheme for structural applications, and cellulosic ethanol for 
energy. The small number of exceptions highlights the need to design systems 
around information more than other technologies because information technologies 
experience rapid improvements. Emphasizing information technologies in our 
design of systems will help us benefit at the system level from improvements in 
information technologies. We now demonstrate these ideas by looking at trans-
portation systems.  

3 Implications for Transportation Systems 

The technology currently most discussed for transportation systems is electric 
vehicles that use batteries and electric motors in places of gasoline and internal 
combustion engines. The problem with electric vehicles is that the rates of im-
provement for batteries are very slow, only 5% per year and if these rates continue, 
the energy storage densities for batteries will not reach the 25 times higher levels 
found in gasoline for at least 60 years. Since energy storage densities have a large 
impact on the weight and range of the vehicle, it is very unlikely that bat-
tery-powered cars with the range of existing cars will appear for at least 60 years. 
Furthermore, low energy storage density can lead to a vicious cycle of heavier cars 
requiring more batteries and more batteries leading to heavier cars. 

Of course some may argue that hybrid vehicles are sufficient or that these rates of 
improvement might increase as scientists and engineers create new materials that 
have higher energy and power storage densities; these are certainly a plausible 
future. We argue, however, that these are less plausible futures than the ones we 
describe below. For the former, users will always prefer a conventional vehicle over 
a hybrid vehicle since it is much cheaper. For the latter, other technologies are either 
experiencing more rapid rates than are batteries and/or other technologies are much 
closer to reaching their necessary levels of performance and cost than are batteries. 
Furthermore, batteries are not a new technology; they have been used in vehicles for 
more than 100 years so acceleration in the rate of improvement is unlikely.  

Instead, we believe that technologies experiencing rapid improvements (See 
Table 1) or technologies experiencing moderate rates of improvements but are close 



136 J.L. Funk 

 

to their necessary levels will probably have a larger impact on the effectiveness of 
transportation systems than will electric vehicles. This section summarizes sce-
narios that are more plausible than one of electric vehicles reaching the range and 
cost of conventional vehicles. First, improvements in ICs, sensors, computers, and 
mobile phones are rapidly improving the effectiveness and usability of public 
transportation. Specially designed computer systems are improving the capacity 
utilization of public transportation while improvements in mobile phone technolo-
gies and GPS are making it easier to find public transportation such as subway 
stations and buses. The increased use of GPS in buses will enable users to better 
monitor the timing of buses and to find the closest bus on their phone.  

Second, improvements in cameras, MEMS, lasers, and wireless communication 
are making autonomous vehicles economically feasible. With annual improvements 
rates of 25% to 40% for many of the sensors, the cost of the controls for autono-
mous vehicles will probably drop by 90% in the next ten years thus making au-
tonomous vehicles not much different from conventional vehicles. The largest 
benefits from automated vehicles will probably occur when roads are dedicated to 
them and thus tightly packed vehicles can travel at high speeds. Since fuel effi-
ciencies drop as vehicle speeds drop, the use of dedicated roads for autonomous 
vehicles can have a dramatic impact on fuel efficiency and road capacity, two 
common problems in most urban and suburban settings. It is likely that autonomous 
vehicles will become economically feasible before the energy storage densities of 
current batteries are doubled, which will probably take as long at the last doubling 
occurred (15 years).  

Third, most electrical utilities are combining the Internet, whose performance 
and cost are experiencing rapid improvements, with the electrical grid to create 
smart grids. One outcome of adding intelligence to our well established electrical 
grid can be the capability of vehicles to easily find and purchase electricity from a 
high density of charging stations in urban and suburban parts of developed coun-
tries. Since the cost of distributing electricity is much lower than that of gasoline, 
the cost of the charging stations is probably not as important as licensing large 
numbers of firms to sell electricity and thus overcoming the network effects asso-
ciated with the number of charging stations and electric vehicles. Overcoming these 
network effects would enable electric vehicles to be charged while a vehicle is 
parked in a parking garage or along a street in the future (Huber, 2011). This would 
enable the vehicle to have far smaller storage capacities than are ordinarily thought 
and thus not depend on improvements in energy storage density.   

Fourth, the implementation of densely packed systems of rapid charging stations 
are also facilitated by the improvements in energy transmission performance that 
are coming from improvements in superconductors. Superconductors are widely 
used in magnetic resonance imaging and are beginning to be used in transformers, 
cables, fault current limiters, motors, generators, and energy storage. We can en-
vision these superconducting transmission lines providing extensive charging 
points throughout urban and suburban areas. 

Fifth, gradual improvements in the performance and cost of power electronics 
are enabling the “electrification” of automobiles, which reduces the weight and thus 
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the necessary battery capacity of vehicles. This replacement of mechanical controls 
and drive trains with electrical ones has already occurred in aircraft and heavy 
trucks and is now occurring in automobiles as the cost of power electronics gradu-
ally falls. While the rate of improvement is fairly slow (about 4% per year), an-
nouncements by automobile manufacturers suggest that the electrification of vehi-
cles will be largely finished within the next five to ten years (CESA, 2013) and this 
will reduce the need for large storage capacity in batteries.  

Sixth, two alternatives to batteries, capacitors and flywheels, experienced faster 
rates of improvement in energy storage density than did batteries until 2004 (10% for 
flywheels and 17% for capacitors) (Koh and Magee, 2006) but more recent data is not 
available and thus they are not shown in Table 1. This suggests that one of them will 
eventually have higher densities than do batteries for electric vehicles. Although 
capacitors have experienced faster rates of improvement than have flywheels, fly-
wheels are currently ahead of capacitors and they are widely used in Formula 1 ve-
hicles, partly because they have higher power densities than do batteries. One of the 
reasons for the rapid improvements in the densities for flywheels is the replacement of 
steel and glass with carbon fibers. Carbon fibers have higher strength to weight ratios 
than do steel or glass and thus can rotate faster than can steel or glass-based ones. 
Rotational velocity is important because the energy storage density of flywheels is a 
function of rotation velocity squared. Carbon nanotubes (CNT) have even higher 
strength-to weight ratios than do carbon fibers and thus CNT-based flywheels can 
potentially have even higher energy storage densities than do carbon-fiber based ones. 
Some estimates place the strength-to weight ratios of CNTs at ten times higher than 
those of carbon fiber. This suggests CNT-based flywheels can have an energy storage 
density that is ten times higher than that of carbon fiber based flywheels and thus 
batteries (Krack, Secanell and Mertiny, 2011).  

4 Discussion 

To the extent possible, systems should be designed around technologies that are 
experiencing rapid improvements. This paper provides information on technologies 
that are experiencing rapid improvements and it demonstrated how rates of im-
provement can impact on one types of system, transportation systems. Transporta-
tion systems are expected to be used for decades and it is unlikely that transporta-
tion systems designed around electric vehicles will become economically feasible 
in the near future without considering the low rates of improvement that Li-ion 
batteries are experiencing. Without considering these low rates of improvement, it 
is doubtful that electric vehicles with the range and acceleration of existing vehicles 
will emerge for at least 60 years.  

Nevertheless, more data on rates of improvement are needed. There are many 
types of technologies and many types of systems that can be designed around these 
technologies. More data will improve our understanding of the tradeoffs between 
various systems and will thus help us design better systems. We look forward to 
working with other scholars on better databases of rates of improvement for various 
technologies and on their impact on various systems.  
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Table 1 Technologies with Recent Rapid Rates of Improvement 

Technology 

Domain 

Sub-Technology Dimensions of measure Time Period Improvement 

Rate Per Year 

Energy Trans-

formation 

Light Emitting 

Diodes (LEDs) 

Luminosity per Watt, red 1965-2005 16.8% 

Lumens per Dollar, white 2000-2010 40.5% 

Organic LEDs Luminosity/Watt, green 1987-2005 29% 

GaAs Lasers Power density 1987-2007 30% 

Cost/Watt 1987-2007 31% 

Liquid Crystal 

Displays 

Square meters per dollar 2001-2011 11.0% 

Quantum Dot 

Displays 

External Efficiency, red 1998-2009 36.0% 

Solar Cells Peak Watt Per Dollar 1977-2013 13.7% 

Efficiency, Organic 2001-2012 11.4% 

Efficiency, Quantum Dot 2010-2013 42.1% 

Efficiency, Perovskite 2009-2013 46.5% 

Energy 

Transmission

Super- 

conductors 

Current-length per dollar 2004-2010 115% 

Current x length - BSSCO 1987-2008 32.5% 

Current x length - YBCO 2002-2011 53.3% 

Information 

Trans- 

formation 

 

Microprocessor 

Integrated Cir-

cuits 

Number of transistors per 

chip/die 

1971-2011 38% 

Power ICs Current Density 1993-2012 16.1% 

Camera chips Pixels per dollar 1983-2013 48.7% 

Light sensitivity 1986-2008 18% 

MEMS for Arti-

ficial Eye 

Number of Electrodes 2002-2013 45.6% 

MEMS Printing Drops per second 1985-2009 61% 

Organic Transis-

tors 

Mobility 1984-2007 94% 



Thinking about the Future of Complex Technological Systems 139 

 

Table 1 (continued) 

 Sub-Technology Dimensions of measure Time Period Improvement 

Rate Per Year 

Information 

Trans- 

formation 

Single Walled 

Carbon 

Nano-tube Tran-

sistors 

1/Purity 1999-2011 32.1% 

Density 2006-2011 357% 

Super- 

conducting Jo-

sephson Junc-

tions 

1/Clock period 1990-2010 20.3% 

1/Bit energy 1990-2010 19.8% 

Qubit Lifetimes 1999-2012 142% 

Number of bits/Qubit 

lifetime 

2005-2013 137% 

 Photonics Data Capacity per Chip 1983-2011 39.0% 

Computers Instructions per unit time 1947-2009 36% 

Instructions per kw-hour 1947-2009 52% 

Quantum Comput-

ers 

Number of Qubits 2002-2012 107% 

Information 

Storage 

Magnetic Storage Recording density of disks 1956-2007 36.5% 

Recording density of tape 1993-2011 32.1% 

Cost per bit of disks 1956-2007 38.5% 

Flash Memory Storage Capacity 2001-2013 47% 

Resistive RAM Storage Capacity 2006-2013 272% 

Ferro- 

electric RAM 

Storage Capacity 2001-2009 37% 

Magneto RAM Storage Capacity 2002-2011 58% 

Phase Change 

RAM 

Storage Capacity 2004-2012 63% 
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Table 1 (continued) 

 Sub-Technology Dimensions of measure Time Period Improvement 

Rate Per Year 

Information 

Transmission 

Last Mile Wireline Bits per second 1982-2010 48.7% 

Wireless, 100 

meters 

Bits per second 1996-2013 79.1% 

Wireless, 10 meters 1995-2010 58.4% 

Wireless, 1 meter 

(USB) 

1996-2008 77.8% 

Materials Trans-

formation 

Carbon Nanotubes 1/Minimum Theoretical Energy

for Production 

1999-2008 86.3% 

Graphene Cost per square cm 2009-2013 216% 

Biological 

Trans- 

formation 

DNA Sequencing per unit cost 2001-2013 146% 

Synthesizing per unit cost 2002-2010 84.3% 

Cellulosic Ethanol Output per cost 2001-2012 13.9% 

 
RAM: random access memory; MEMS: microelectronic mechanical systems. 

Sources: Adapted from (Funk and Magee, 2014) 
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A Comparison of DSM and Node-Link Diagram 
in the Context of Understanding a System and 
Engineering Change Propagation 

Dongwoo Kim and Eun Suk Suh 

Abstract. Change propagation management, which is concerned with predicting 
the propagation of engineering change within a product, is one of the popular are-
as in engineering. Understanding change is becoming increasingly critical in the 
prognosis of improvement of system or product. Recently, several approaches for 
describing changes have been proposed. We focus on the comparison of visualiza-
tion techniques, Design Structure Matrix (DSM) and node-link diagram in the 
context of understanding a system and engineering change propagation. In this pa-
per, personal factors such as user’s theoretical knowledge and practical experience 
are considered. This paper will examine which method is more effective for users 
who should handle change regarding task performance. This work extends the 
comparison scope of readability to understandability. To test understandability, 
pens and irons are used as simple examples of systems. 

 
Keywords: Design Structure Matrix (DSM), Node-link diagram, Understandability. 
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Engineering Change Planning with 
Consideration of Change Effect on the Project 

Duseok Jeong, Haruya Kamiyama, Kazuya Oizumi, and Kazuhiro Aoyama 

Abstract. This research aims to provide practical guidance of engineering change 
for project manager and engineer. Most of products in recent are not developed 
from scratch. Design based on previous projects or other existing product should 
be modified to meet new requirements.  Likewise, engineering change is one of 
the powerful driving force and unavoidable work in product development. There-
fore, it has been widely researched. However, few researches consider whole  
development project not only product system, though many previous researches 
provide the insight into how engineering change effects on the product. 

This research’s distinctive points are: 1) Changeability of change propagation 
route ; 2) Evaluate the change plan from perspective of project management.  

We assumed that engineer could change the direction of propagation. Actually, 
an engineer decides where to change and how to change based on the knowledge 
and experience. Hence, various plans could exist in response to same change re-
quest. Each plan has different impact on the development project. This means that 
the impact on the project from engineering change will vary by the engineer’s 
skill. It means that comparative superiority exists between engineering change 
plans. Skilled engineer comprehends the change impact quickly and makes effi-
cient plan. However, these processes are still unclear and considered as a tacit 
knowledge unfortunately. Therefore, this research tried to reproduce skilled engi-
neers’ tacit knowledge for provide practical guidance of engineering change. 

At first, to describe our assumption that propagation route can be changed, we 
adopted constraint network from previous research. It enables to deduce various 
change plans automatically. Then, we made evaluation indices that evaluate 
change plans from perspectives of Quality, Cost and Delivery indices. 
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And proposed method validated by using prototype system and case study(build-
to-order product). As a result, we concluded that the effectiveness of proposed 
method seems clear, though there are clearly more work to be researched.  

 
Keywords: Engineering Change, Change Propagation, Design Process and  
Constraint Network. 
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From City- to Health-Scapes: Multiscale Design 
for Population Health 

Matteo Convertino, Amanda Aspenson, and Rachelle Schoessler Lynn* 

Abstract. Reconciling the growing proportion of the global population that lives 
in urban centers with the goal of creating healthy cities for all poses one of the 
major public health challenges of the 21st century. Genetics has accounted for 
only 10% of diseases, and the remainder appears to be from the interaction of 
multiple socio-environmental causes that potentially determine epigenetic changes 
leading to diseases. Therefore, quantifying the dynamics of socio-environmental 
factors and the environment-disease linkages is extremely important for under-
standing, preventing and managing multiple diseases simultaneously considering 
population and individual biological information of exposed and non-exposed 
individuals. This is particularly important for the aim of reprogramming health-
trajectories of populations via a quantitative health-based design of cities.  

Here we show how complex systems models, and specifically, dynamic net-
work factor analysis (DNF) coupled to global sensitivity and uncertainty analyses 
can map the exposome-genome-diseasome network (i.e., the macrointeractome), 
determine network factor metrics useful for urban design, and assess probability 
distribution of comorbidities conditional to exposure in space and time, respec-
tively. These probabilities are useful to make syndemic predictions by for design 
of socio-technical and ecological systems and intervention strategies in existing 
cities via scenario modeling of different design alternatives. As a case study, we 
use the SHIELD study in Minneapolis focused on measuring children's exposures 
to multiple environmental stressors and related effects on respiratory health and 
learning outcomes. Results show the very high degree of directional interaction 
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among exposure factors and their spatial heterogeneity coupled to bi-directionally 
interacting diseases. We find non-linear conditional probabilities of disease co-
occurrence and context-dependent dose-response curves that manifest large health 
disparities in populations. We show that macro socio-environmental features are 
much more important than biomarkers in predicting disease patterns with particu-
lar focus on respiratory diseases and learning outcomes. This emphasizes the fun-
damental importance of preventive population health versus downstream 
ersonalized medicine strategies. Urban texture results as the most important factor, 
thus, such metric should be clearly considered in the design of socio-
environmental systems via a minimization of the systemic health risk.   

The developed probabilistic models are extremely flexible for the analysis of 
big data, city healthscape predictions, and optimal management of communicable 
and non-communicable diseases in complex socio-ecological systems for systems 
design. The understanding of linkages between structural, architectural, social, and 
environmental factors at the population scale will allow designers, architects, en-
gineers, and scientists to design communities - from the material to the city scale - 
in which population health is the central objective of the design process. 

Keywords: complex systems, cityscapes, systemic risk, dynamic network factors, 
design, respiratory diseases, learning outcomes, urban texture, neighborhood. 
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Intelligent Taxi Dispatch System with Three 
Preliminary Rounds of Selection 

Jingran Li, Ying Cheng, and Fei Tao* 

Abstract. Recently, an intelligent taxi dispatch application has become quite pop-
ular in China, which has gradually replaced the traditional way. However, through 
investigation, several disadvantages of the application have been summarized and 
an improved intelligent taxi dispatch system is proposed that can get rid of the 
drawbacks of the existing system.  

First, through an improved information collection process, unique databases 
can be established for every passenger, which is the first round of selection. Next, 
passengers are grouped according to the time when they send order and where 
they are. By this, the optimization aimed only at individual level has been en-
larged to the optimization of the overall passengers in one group. Moreover, with 
wide use of GPS and powerful compute capability, based on passengers’ data-
bases, the second round of selection can be efficiently conducted to find the real-
time qualified taxies. Finally, at the third round of selection, in order to adapt this 
matching problem to a Linear Sum Assignment Problem (LSAP), the final candi-
date cars in the same number of the passengers can be obtained by a series of pro-
posed evaluation rules.  

Considering the specific characteristic of the proposed intelligent taxi dispatch 
system, the existing algorithm of LASP has been improved to be applied in the 
model for a better optimization. In the end, the original complex matching prob-
lem has been simplified to a simple LSAP which promises less calculation time as 
well as less passengers’ waiting time.  

Keywords: intelligent taxi dispatch system, three preliminary rounds of selection, 
Linear Sum Assignment. 
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Verification in a Future Climate Change  
Treaty – Technology and Policy Issues  

Maria Dominguez and William J. Nuttall* 

Abstract. Currently Earth Observation systems are driven primarily by two sepa-
rate government missions: defense and environmental science. The first represents 
the main observation application for the military and intelligence agencies. Civil-
ian space agencies provide support for environment missions as the main applica-
tion for their Earth Observation Satellites. Thus far the European Union has led 
global calls for deep greenhouse gas emissions reduction. Europe has done much 
to support the development of low carbon energy sources. Future Climate Treaty 
verification may be provided either by a global monitoring body or via separate 
regional capabilities. Following an online Delphi consultation undertaken in 2010 
we suggest that the EU needs to improve its depth and visibility of thought on this 
important aspect of climate treaty policy. This work seeks to assess and advance 
European understanding of these issues as they relate to governments and the 
aerospace sector. Recommendations are made concerning treaty negotiations, 
technical matters, European policy and the European space industry. 

Keywords: Climate Change, Earth Observation, International Treaties, Satellite 
Technology. 
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Potential Correlation between Uncertainty  
and Certainty in Complex Systems 

Xiaolong Qian and Jincang Zhang* 

Abstract. The overlap and competition between certainty and uncertainty could 
be reflected in different complex systems. This article reviews the relevance  
between certainty and uncertainty in various theories and models. Begin from the 
nature of the uncertainty principle, the wave function is originated from the uncer-
tainty and implicated the probability, then following the discussion on the details 
of certainty and uncertainty in the system of folding process of protein, the diffu-
sion limited aggregation model in fractal theory, and a portfolio theory used in 
super metric space in financial market system. Study on the potential similarity in 
various theories would help us build more accurate and practical models. 

Keywords:  uncertainty, competition, complex systems. 
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Financial Feasibility of Introducing Electrical 
Vehicles into Taxi Service in Singapore 

Bo Han, Po-Yu Chen, Yunsha Li, Qi Zhou, and Lijun Tung* 

Abstract. With a rise in global warming, Governments around the world are turn-
ing to electric vehicles as a solution to resolve the partially increasing carbon 
emissions caused by fuel vehicles. According to International-al Energy Agency 
(IEA), which is a multi-government policy forum formed by governments from 
Africa, Asia, Europe, North America as well as EVI, with the aim to facilitate and 
accelerate the adoption of electric vehicles, the sales of electric vehicles world-
wide have more than doubled from 45,000 in 2011 to 113,000 in 2012. However, 
the challenges to the deployment are the high costs of the electric vehicles, the 
high initial cost of setting up the charging infrastructures and the great efforts 
needed to promote electric vehicles to the public.  

The purpose of this paper is to analyze the finacial feasibility of introducing 
electric vehicles to replace diesel taxi for Singapore market. The net present val-
ues of electric vehicles and diesel vehicles are discussed and compared on a 10-
year (20 cycles) period. After detailed analysis on deterministic base case, base 
case under uncertainty and base case under uncertainty with flexibility, the rec-
ommendation is to introduce electric vehicles to Singapore future taxi market. 

This paper presents a four-phase project evaluation technique that provides a 
higher accuracy in economic analysis of projects. The analysis begins with base 
case model which utilize discount cash flow (DCF) to compute project net present 
worth (NPV). The second step takes into consideration possible sources of uncer-
tainty and model them using Monte Carlo simulation. Next step involves  
identification of possible flexible design in attempt to reduce project impact from 
market uncertainty. The last step compares results from the previous three scenar-
ios and determines the most profitable design. In this paper, the analysis was  
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performed on the topic to implement electric vehicle into taxis service in Singa-
pore from a taxi company perspective. The analysis covers all four phases depict-
ing a difference in project value at different phase of analysis, when different  
factors are taken into consideration.  

Keywords: Taxi, Cab, Electrical Vehicles, Electrical Cars, Singapore. 
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Flexibility, Scale, and Value Economics: 
Mutually Exclusive or Synergistic in City 
Design? 

Sarah B. von Helfenstein* 

Abstract. Villages within cities – chengzhongcun, favelas, barong-barongs, bar-
rios marginales, bidonvilles, squatter camps and shantytowns – extralegal zones 
that are the shores for tides of humanity congesting cities to the bursting point. 
Contrast this with the sleek architectural splendor of new city design complete 
with insect-free green spaces and soil-free urban gardens, the engineering sophis-
tication of 95-story buildings in fantastical shapes and filled with all the luxury 
goods of the world, the quiet, pollution-less hum of electric vehicles and central-
ized, unseen water and waste systems, punctuated by the intentional idiosyncrasy 
of tasteful “pop up” shops and temporary spaces.  

Which demonstrates more flexibility, scale, and value? Will cross-fertilization 
of the two produce further dys-synchrony or unleash the power of flexibility, 
scale, and value economics? 

This paper seeks to “discover what something means by looking at it from the 
opposite side of the bridge.” (de Soto 2000). We examine current trends in the 
philosophy and design of the complex systems of cities and city infrastructure. 
We, then, compare these with the world of the chengzhongcun, the nano, the deep-
ly sub-system or extra-system. Applying the tools of financial economics to four 
real world case examples, we present preliminary findings indicating that attention 
to both scale and flexibility in the design of large complex projects materially 
affects value. These effects can range from multi-million dollar negative net pre-
sent values to increases in efficiency of over 300% (60+ percentage points). Using 
inductive reasoning, we draw several general principles from our findings for a 
proposed paradigm shift in new city design. We conclude our inquiry with some 
implications for broader issues of the design and management of complex systems 
and with suggestions for further research. 

Keywords: chengzhongcun, new city design, complex urban systems, flexibility, 
real options, value of complex systems. 
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Sensitivity Analysis on System Complexity 
Index: Considering System Architecture  
and Different Levels of System Granularity 

GwangKi Min, Eun Suk Suh, and Katja Hölttä-Otto*  

Abstract. In system design, understanding system architecture is an important part 
of complex system management. System architecture can be properly modeled 
through decomposition of a system into smaller subsystems, through different 
level of granularity. Until now, few researchers explored the effect of system 
granularity on complex systems and its necessity for analyzing the relationship 
between system granularity and system attributes. 

There are various system attributes, such as complexity, modularity and so on. In 
this paper, system complexity was selected as a system attribute, which will be ana-
lyzed in context of system granularity. Overall system structure and interrelationship 
between various system elements can be explained through this attribute. In this 
paper, the term ‘level of granularity’ means the configuration of system elements 
after system is decomposed. We will focus on the effect of architecture changes. 

Various types of system architectures (324 idealized matrices) were created us-
ing Design Structure Matrix (DSM) to analyze the effect of system granularity on 
system complexity. Based on literature reviews of various complexity concepts, 
system complexity index was selected and verified. Modeled architectures were 
analyzed to assess their system complexity at two levels of grnaularity using sys-
tem complexity index. As a result, it was observed that modular system is less 
sensitive to architectural changes than integral system at the first level of granular-
ity. To verify the results of theoretical works, a complex printing system was ana-
lyzed. It was observed that the printing system has similar properties of the ideal 
integral matrices at the first level of granularity. 

Keywords: system architecture, system complexity, system granularity. 
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The Changing Face of Singapore’s Education 
System 

Eng Seng Chia, Daniel Yeow Chong Ng, Jason Gek Chye Png,  
Sean Michael Jurgensen, Chung Siong Tng, and Edwin Wei Quan Toh* 

Abstract. Education is Singapore’s most important investment. Devoid of any 
natural resources, Singapore needs to focus on the only resource she has – people.  
The journey from third world to first was premised on being pragmatic; emphasiz-
ing centralized control and close alignment between the education and labor mar-
ket. As such, education policies that focused on sciences, mathematics and English 
were developed. Over time as Singapore developed, the economy transformed into 
a knowledge-intensive and innovation-driven one. This forms the impetus for the 
education system to move away from a rigid, traditional model based on rote 
learning and move to one that encourages critical thinking and creativity. Against 
this backdrop, demands for greater inclusiveness and plural political participation 
echoed an increasing desire for a new social compact in education. Using a sys-
tems approach and a large scale systems engineering framework (Chia, 2007), this 
paper examines the dynamics of Singapore’s education system against the histori-
cal impetuses for survival, efficiency and catering to individual’s ability.  It high-
lights the need for social systems to be flexible to adapt to changing environments 
and needs. 

Keywords: education system, systems approach, large scale systems engineering 
framework. 
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Innovations in the Design of Smart Grid 
Systems for Future Cities 

Shisheng Huang, Kristin Wood, Chau Yuen, Kevin Otto, Katja Hölttä‐Otto,  
Yu Gu, Selin Ahipasaoglu, Saif Benjaafar, Wayes Tushar, Chathura Withanage, 
Tao Wang, Anisur Rahaman Molla, Rahul Ashok, and Shaodong Ying* 

Abstract. The Smart Grid (SG) is the next generation power network composed 
of intelligent nodes that can operate, communicate, and interact autonomously to 
efficiently deliver electricity to all stakeholders. It features  interconnections of 
power equipment to enable two-way flow of information and electricity so as to 
integrate unconventional power sources, manage demand, and efficiently balance 
supply and demand in real-time. 

Consequently, the residential consumer space will be transformed by the 
introduction of these technologies. The Singapore University of Technology and 
Design (SUTD) has designed and deployed a residential smart grid tested to conduct 
end user based experiments to better understand and design this complex system. 
Here we present insights from the research project on information structure, end user 
experience research and initial technology development. Through these innovative 
design insights, there could be potential for great improvements of user acceptance 
and adoption of these technologies into their spaces. 

Particular insights include coverage of residential (private) and shared (public) 
spaces. As with any new large scale, complex system, there exist many challenges 
that need to be addressed. Related to these challenges, we introduce efforts of how 
the test bed at the SUTD has experimented with system architecture, with 
emphasis on flexibility, privacy and scalability. We find that the information 
structure should be one of a partially distributed network. We have also initiated 
research on end user experiences, technologies and expectations in this space. 

Studies are being conducted to examine the avenues on how people use 
electricity coupled with technology development on spatial and temporal tracking 
of electricity consumption. 

Keywords: Smart Grid, system architecture, innovations. 
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A Systems Approach to Designing Complex 
Systems: Role of Unpredictability 

Rashmi Jain* 

Abstract. For generations designers have learnt the iterative methods of designing 
for the purposes of delineating the failure modes that are known to be common in 
the earlier versions. Henry Petroski and other researchers have argued that 
designers must go beyond merely ensuring success. They must strive to anticipate 
the ways in which a design might fail. 

Good designers and successful designs try to build in their designs, methods to 
mitigate such anticipated failures. Anticipating failures is not an easy task, more 
so, when designing complex systems. US Defense Secretary’s comments became 
famous and gained recognition at several forums when he tried to distinguish 
between “known unknowns” and “unknown unknowns”. While addressing 
anticipated failures we need to deal with those that are intended and those that are 
unintended. This paper will cover the topic of identifying unpredictability in 
complex systems designs and managing its unintended consequences. The author 
will draw upon her work from systems engineering in defining unpredictability 
and its sources. 

Keywords: Systems Design, Complexity, Unpredictability, Emergence, 
Unintended, Consequences. 
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Integrated Mass Rapid Transit and Bus System 
in Singapore: MRT Ridership and the Provision 
of Feeder Bus Services  

Devansh Jain and Goh Shu Ting* 

Abstract. With the aim of improving the quality of life of people of Singapore 
with provision of better transport services, Land and Transport Authority 
Singapore recently published its Master Plan 2013. The major objectives 
mentioned in the plan were to make a comprehensive public transport network 
with better quality Mass Rapid Transit, bus services along with cycling and 
walking. MRT is the backbone of the transport system in Singapore, and to 
promote and increase the MRT ridership, good accessibility to access the MRT 
stations is a necessity.  

The aim of this paper is to investigate the relationship between MRT ridership 
and the provision of feeder bus services in Singapore planning areas and also to 
understand the hub and spoke model adopted by Singapore for provision of 
transport services.  

The findings of the study will lead to conclusions made from the Regression 
model developed by the various factors affecting MRT ridership, and hence will 
benefit to enhance the services provided by the system.  

Keywords: Quality of Life, Public Transport, Mass Rapid Transit, Ridership. 
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Managing the Complex Systems Development 
Process with a Collaborative and Open, 
Experience Based Platform 

Eliane Fourgeau * 

Abstract. Whether for connected cars, smart cities, intelligent buildings, or other 
industry segments where software dominant and distributed systems come into 
play, the effective development of complex systems implies mastering multiple 
disciplines and processes: project, people and data governance processes,  
requirements based engineering, model based design, test, validation and verifica-
tion methods …and other key disciplines such as System Architecture with trade-
off analysis. All disciplines and processes are interrelated; managing complexity 
calls for tight collaboration between development stakeholders and demand very 
high data consistency between system compositional elements, at any level.  

Today, organizations are facing significant challenges to maintain coherency, 
consistency and relevance of the product information across domains as well as to 
capitalize on it, from one complex project to another; failure to do so though is 
often resulting in costly reworks, product recalls and worse: attractiveness and 
competitiveness drops, eventually jeopardized growth.  

In nowadays highly competitive, fast changing and demanding markets, saving 
investment time, resources and money for the creation of higher market appeal 
products becomes vital.  

This presentation will outline the values of an open and collaborative System 
Engineering Platform, that leverages the richness and efficiency of online com-
munities, the effective composition and reuse of multi-disciplinarily assets and the 
vision of virtual, model based, user experiences, to facilitate smart systems devel-
opment. It will also provide references and exemplify how customers have im-
proved their engineering efficiency and carry over capabilities, primarily focusing 
on Function based development techniques and modern System Architecture de-
velopment methods that support the process of Systems Engineering. 

Keywords: System Engineering, System Architecture, Trade-off analysis, Open 
System Engineering Platform, Collaborative System Engineering, Platform, Model 
based Design, Requirement based Engineering, Modeling, Simulation, Modelica, 
FMI. 
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Integrated and Sustainable Planning  
for Industrial Estates 

Hsiao Ling Tang* 

Abstract. Initiated in 1999 as a strategic national development as the leading hub 
for techno-preneural innovative activities in the region 200ha work-live-play-learn 
mixed use development, housing biomed, infocom and media industries.  

Integrated and Sustainable planning and development strategies for mixed-use, 
seamlessly connected, compact and liveable Industrial Estates will be shared in 
this presentation, highlighting JTC's ongoing master planning projects at one north 
and 2 West. 

Keywords: Integrated, Sustainable, Planning, Industrial Estates. 
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Designing Smart Cities – ST Electronics 
Perspective & Experiences  

David Tan Cheow Beng * 

Abstract. Singapore is a modern metropolis with limited resources. Yet the city-
state is fast growing with a vibrancy, while tackling competing demands on its 
amenities, infrastructure and resources. The Singapore Government has articulated 
a desire to make Singapore a Smart Nation with knowledge communities driven 
by intelligence, connected integration and sustained innovation. In essence, a 
Smart Nation that combines well-thought out policies, a home to educated people 
and an infrastructure driven by innovative technologies to propel the nation 
forward into the new millennium.    

ST Electronics is one of the largest Information Communications Technologies 
provider in Singapore. Throughout its journey of success, it has contributed to the 
well-being of Singapore and beyond.  Our touch point involvements range from 
Intelligent Building Management to Taxi Fleet Management, Intelligent 
Transportation, MRT Rail Electronics System, Hospital Contact Track and Trace 
to providing solutions for the Next Generation of Airports and Comprehensive 
Maritime Awareness systems.   

Through our conference presentation : “Designing Smart Cities – ST 
Electronics’ Perspective & Experiences”, we will share “ our experiences and 
success stories particularly in Complex Airport Hub Operations, Next-Gen 
Comprehensive Maritime Awareness system and involvement in Safe & Smart 
Cities programmes both in Singapore and the Middle-East.  From 
conceptualisation to systems design and architecting for business and operational 
continuity, you’ll hear  highlights on some of ST Electronics’ projects anchoring 
on Smart Data Analytics, Smart Sensors Grid and Smart Glance for Smart Cities.   

Asked to share his vision on Smart Cities, ST Electronics’ President, Mr Lee 
Fook Sun said "Large cities will be a joy to live in provided they are safe, clean 
and efficient. Our Smart Cities concept will allow city planners to improve 
operational efficiencies through better management of water, electricity and gas 
distribution. We are excited by what technology could offer and we look forward 
to close partnership to enhance our value proposition." 
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