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Preface

The market demands for skills, knowledge and personalities have positioned robotics
as an important field in both engineering and science. To meet these challenging de-
mands, robotics has already seen its success in automating many industrial tasks in
factories. And, a new era will come for us to see a greater success of robotics in non-
industrial environments. In anticipating a wider deployment of intelligent and autono-
mous robots for tasks such as manufacturing, eldercare, homecare, edutainment,
search and rescue, de-mining, surveillance, exploration, and security missions, it is
necessary for us to push the frontier of robotics into a new dimension, in which motion
and intelligence play equally important roles.

After the success of the inaugural conference, the purpose of the Second Interna-
tional Conference on Intelligent Robotics and Applications was to provide a venue
where researchers, scientists, engineers and practitioners throughout the world could
come together to present and discuss the latest achievement, future challenges and
exciting applications of intelligent and autonomous robots. In particular, the emphasis
of this year’s conference was on “robot intelligence for achieving digital manufactur-
ing and intelligent automations.”

This volume of Springer’s Lecture Notes in Artificial Intelligence and Lecture
Notes in Computer Science contains accepted papers presented at ICIRA 2009, held in
Singapore, December 16—18, 2009. On the basis of the reviews and recommendations
by the international Program Committee members, we decided to accept 128 papers
having technical novelty, out of 173 submissions received from different parts of the
world.

This volume is organized into chapters covering: Ubiquitous and Cooperative Ro-
bots in Smart Space, Advanced Control on Autonomous Vehicles, Intelligent Vehi-
cles: Perception for Safe Navigation, Novel Techniques for Collaborative Driver Sup-
port, Robot and Automation in Tunneling (973), Robot Mechanism and Design, Robot
Motion Analysis, Robot Motion Control, Visual Perception by Robots, Computational
Intelligence by Robots, Robots and Challenging Applications, Robots and Current
Investigations. We hope that this volume is a useful source of information to inspire
new initiatives and new opportunities of collaboration toward the advancement of
intelligent robotics and challenging applications of robots in both industrial and non-
industrial environments.

We would like to thank all the contributors and authors for their continuous support of
the ICIRA conference series. Also, we would like to thank the international Program
Committee for their generous efforts and critical reviews. Thanks also go to the keynote
speakers, Sadayuki Tsugawa, Meijo University, Japan, Zhengyou Zhang, Microsoft



VI Preface

Research, USA, and Yongkiang Koh, ST Kinetics Ltd., Singapore, for providing very
insightful talks. Finally, we would like to thank those who devoted their time and effort
to make ICIRA2009 a successful scientific meeting.

October 2009 Ming Xie
Youlun Xiong

Caihua Xiong

Honghai Liu

Zhencheng Hu
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Abstract. Network robot system (NRS) is a new concept that integrates physi-
cal autonomous robots, environmental sensors and human-robot interactions
through network-based cooperation. The aim of this paper is to provide a ubiq-
uitous and cooperative service framework for NRS. We first present founda-
tional concepts of semantic map and service abstraction for the framework.
Then, in order to generate feasible service configurations to fulfill tasks, we
propose service configuration and reconfiguration algorithms, which dynami-
cally search the appropriate service configurations for each task. Additionally,
we put forward a service reasoning an enabling process to tackle service un-
available problems. The service configuration’s cost evaluation function is also
proposed to facilitate the choosing against different service configurations. In
implementation, we have developed a prototype system comprised of two ro-
bots and other various devices. Experiments indicate that the versatile service
framework provides self-adaptive capabilities and utilizes available resources
efficiently under a range of different scenarios.

Keywords: Network robot system, multi-robot cooperation, ubiquitous robot.

1 Introduction

It seems quite likely that robots, which have been charged with increasingly varied
and difficult tasks, can be scattered everywhere and become a ubiquitous part of our
day-to-day lives in the future [3]. Multi-robot systems (MRS) [1] are considered to be
more robust and more effective than single robot systems. However, MRS cannot
accomplish complex tasks solely sometimes due to the limitations of their own
onboard sensors and actuators.

Network robot system (NRS) is a new concept that integrates physical autonomous
robots, environmental sensors and human-robot interactions through network-based
cooperation [11]. NRS can be envisioned as a unified, ubiquitous and cooperative

* Corresponding author.

M. Xie et al. (Eds.): ICIRA 2009, LNAI 5928, pp. 1 2009.
© Springer-Verlag Berlin Heidelberg 2009



2 Y. Liu and J. Yang

network comprised of sensors, actuators, and embedded devices, etc. Hence, the ro-
bots’ perceptual and actuation capabilities in NRS are substantially enhanced by util-
izing environment equipments as their own onboard ones.

Furthermore, there is a growing trend to introduce high-level semantic knowledge
into robotic systems to improve their task solving capabilities [4]. Although several
facets of the problem of endowing a single robot with the capability of acquiring and
using semantic knowledge have been tackled [2, 7], we will focus on using semantic
knowledge in NRS to enhance its ubiquitous and cooperative characteristics.

Smart space provides a collaborative infrastructure for resources and devices, and
is a promising route to bring NRS into effect. SCUDWare [13] attempts to present a
semantic and adaptive middleware platform for smart space through synthesized tech-
niques of multi-agent, context aware, and adaptive component management. A con-
text quality control and management infrastructure [12] is also proposed to provide
ubiquitous application with different context criterions and trust-worthiness.

In this paper, we extend the former work to introduce a ubiquitous and cooperative
service framework for NRS, which maps available resources in NRS into a dynamic
virtual service space. The virtual space will follow the robot to provide task-oriented
services, just like its shadow in the physical world. By exploiting ambient resources,
namely sensors and effectors in its environment, a robot can perform more complex
tasks without becoming excessively complex itself. Although the topic of user-centric
services [14] is also an interesting problem but outside the scope of this paper.

The rest of this paper is structured as follows. In the next section, we discuss re-
lated works. Section 3 briefly introduces foundational concepts of semantic map and
service abstraction. Section 4 presents a detailed discussion on the services coopera-
tion. An experimental evaluation of the approach is given in section 5, and we con-
clude with a summary and outlook in section 6.

2 Related Works

The core of NRS can be in some sense considered as building a virtual robot on the
fly by combining software and hardware components residing on different devices, in
order to collectively perform a given task in a given situation [5].

Nakamura et al. extended a framework for network robot platform (NWR-PF) to
take account of both present and past status information, and proposed a service allo-
cation method [8]. However, the level of granularity of services is very coarse-
grained, namely a robot corresponding to a service.

Lundh et al. proposed a configuration generation algorithm to allocate and connect
functionalities among the robots [5]. Nevertheless, they generated a service configura-
tion through expanding hand-coded functionality operators and method schemas in-
stead of dynamic searching and composing, and they did not take concurrent task
performance into account. Involving auxiliary services to change the current envi-
ronment status for enabling crucial service is also not considered.

A service robot that operates autonomously in a sensor-equipped kitchen can per-
form sophisticated tasks in concert with the network of devices in its environment
[10]. The major contributions of this AwareKitchen are interfacing ubiquitous sensing
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devices and supporting model learning, while any high-level service reasoning and
configuration are not considered.

Semantic knowledge is useful in robotics in several ways [4], among which seman-
tic maps offers many advantages in several aspects. Semantic maps can be built in
three phases [7]: scene interpretation, object detection and interpretation, and integra-
tion and visualization. Consequently, these semantic maps can improve task planning
capability and efficiency [2]. However, we focus on the using of semantic knowledge
in NRS to enhance its ubiquitous and cooperative characteristics in this paper.

3 Foundation

3.1 The Semantic Map

A semantic map is a map that contains spatial information about the environment
augmented with semantic domain knowledge. The system presented in this paper
abstracts away from the automatic acquisition of semantic maps [7] to focus on how it
can be used in NRS.

What we concern are places and objects, and their relationships in semantic maps.
We employ ontology to provide an explicit conceptual model of the entities in the
domain. In practice, the PowerLoom knowledge representation system [9] is used to
present and reason semantic knowledge.

3.2 Service

Sensors, actuators, algorithms and other softwares are all considered as resources and
abstracted as services. Let N be a network system, E be the set of entities in N, and S
be set of services that exists in N.

Definition 1. A service instance S; is specified as

S, ={e".I",0%, [ \W* ,Con™, Pre" , Post™ ,Cost" } (1)

e Each instance of a service resides in a specific physical entity ¢* € E .

e % = Q denotes the set of inputs of §;, and Q 1is the domain of interfaces.

e 0% c Q denotes the set of outputs of S;, and Q is the domain of interfaces.

o V= L(es") denotes the current location of S,, L: E— P, where P is the places
set in semantic map.

e W% =W(e%) denotes where the service can appear, W : E — 2.

e Con® € R* denotes the amount of different service configurations in which S, can
be concurrently used.

e Pre’ denotes the pre-conditions that must be satisfied.

Post® denotes the post-effects that happen.
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e Cost® denotes the cost of using the service, and a detailed description is given in

the following section.

The inputs and outputs of services are in the same domain. For example, a SICK laser
range-finder service provides a RangeScanner2d interface, which can be fed into a
local navigation service.

The pre-conditions and post-effects are status (i.e., propositions) that should be true
or false, and PowerLoom provides two primitives to assert and query knowledge:
assert and ask. Taking a clean service for example, it requires that the cleaning
robot be in the room to be cleaned, and the post-effect of this service is a clean room.

4 Services Cooperation

4.1 Dynamic Service Configuration

A complex task (or mission) in the environment is modeled as a time-constrained
AND/OR task tree [15]: the root is the most abstract description, and the leaves con-
tain basic tasks (or actions) that can be executed directly. However, due to space limi-
tations, the details of task modeling and planning techniques are not included in this
paper. We concern how a task can be fulfilled by a set of services in a cooperative
manner in this section.

A task is carried out by a service configuration, which comprises a set of services
and a graph which specifies how the services are connected. We use a dynamic
programming idea to obtain a service configuration instead of process algebra such as
Pi-calculus and Petri net on the grounds that a simple algorithm is sufficient here.

Algorithm 1. Service configuration

1. Exclude the services that are not in the place where a task ¢ is to be carried out.
=S \{s|L‘ #L(t),s€ S}

2. Find a service configuration with the lowest cost constructed from [ to complete
the current task. If found, go to step 5; else, continue.
3. Include the services that can appear in the current place.

I[T=TTU{sI L(t)e W*,se S}

4. Find a service configuration with the lowest cost constructed from [I” to complete
the current tasks. If found, recruit the required services to the desired places and go
to step 5; else, report failure.

5. Carry out the task according to the service configuration.

4.2 Service Reconfiguration on Service Conflicts

In general, several tasks might be performed concurrently, and new tasks might emerge
dynamically. With such an extension, issues such as service conflicts must also be con-
sidered. There are two factors that may cause service conflicts: 1) services required by
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the new configuration are currently in use in existing ones; 2) the post-effects of the
services required by the new configuration violate the pre-condition of existing ones.

Algorithm 1 reports failure when it cannot find a feasible service configuration.
However, re-configurating existing service configurations to release some services
when the failure is due to service conflicts would be a better solution. For easy nota-
tions, let Cbe a set of potential service configurations for the new task, and C be the
set of existing service configurations. A greedy algorithm for service reconfiguration
is given in Algorithm 2. Additionally, actions with a high priority can suspend other
actions with low priorities in order to release crucial services when necessary. The
algorithm can also be employed to deal with service failures.

Algorithm 2. Service reconfiguration

1. For each ce C, let C'cC be the set of service configurations that have conflict
with ¢

2. For each ¢’e C’, let ¢” be the feasible alternative service configuration with the
lowest cost for ¢”;

3. The feasible service configuration for the current new task is given by
argmin _. (Cost(c)+X .o (Cost(c") - Cost(c"))) ;

4. Update corresponding service configurations, and carry out the task according to
the latest service configurations.

4.3 Service Reasoning and Enabling

It happens that under some specific environment status, some services are disabled. For
example, a service that depends on a camera may behave abnormally when the light
condition is very poor, so the camera mounted on the ceiling for object tracking fails at
night with the lights turned off; a service that depends on a microphone may also behave
abnormally when it’s very noisy in the environment, so a microphone mounted on a
robot for human-robot interaction fails when the background music is so loud.

Apparently, a light service and a camera service are “independent” services with
regard to their inputs and outputs. As a result, this service unavailable problem cannot
be tackled with service configuration and/or service reconfiguration algorithms.
Hence, we introduce Algorithm 3 to cover the shortage.

When preconditions of crucial services of a new service configuration are not satis-
fied, auxiliary services are picked up to change the current status. However, the issue
must be considered is the change of the current status should not disturb other current
running services and violate normative constraints. For instance, the light can be
turned on to enable a camera service as usual, but it is inappropriate to turn the light
on when a person is sleeping in the room.

We can insert conventional rules into the knowledge system, and check whether
the current status change violates the rules. For instance,
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(ask (and (exists ((?x human) (?y bed)) (and (in ?y
(place lightl)) (inbed ?x ?y))) (not (exists ((?z
light)) (and (in ?z (place lightl)) (on 2?2z ))))))

returns TRUE when somebody is in bed and all the lights are turned off in a room
where 1ight1l is located in, and the retrieved result prevents 1ightl from being
turned on (see Fig. 1).

Algorithm 3. Service reasoning and enabling

1. Find candidate auxiliary services that can enable the current crucial service,
marked as S

cand *

2. For each candidate auxiliary service s€ S check whether it violates the seman-

cand
’

tic constraints, and mark all the permitted services as S

cand *

pickup the service with

’

3. For each permitted candidate auxiliary service s'€ S

cand °

the lowest cost.

4. Carry out the task according to the current service configurations.

b (sl b

o Semantic Map

Service
Framework

-
8
»
X

Fig. 1. Service reasoning and enabling

4.4 The Cost of Service Configuration

A generalized form of service configuration’s cost evaluation function can be written
as

C:Z]+ZZ+Z3 ()

where Y1, Y, and Y ; are the functions evaluating the costs to enable services, connect
services and use services respectively during a service configuration.
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The cost required to enable the services in the service configuration (the ) ; sub-
function of Eq. (2)) can be broken down as follows:

X =aXy+th2, 3)

where Yy and Y p denote the total costs to change the place of service and change the
environment status respectively, and a and b are scalar weighting factors. The values
of the factors are generally set so that b > a > 0, since to change the place is better
than to change the status.

The ), sub-function of Eq. (2) evaluating the cost to connect services can be ex-
panded as

2, =02 B2 4

where Yy and ) g are the total numbers of services involved in the service configura-
tion and corresponding entities respectively, and o and B are scalar weighting factors.
The values of o and B are generally set to be smaller than a and b, and > a > 0 so
there is a selective pressure against overmuch participators.

The 35 sub-function of Eq. (2) becomes

23 = §ZC S

where ) ¢ denotes the total cost to use the services in the service configuration and &
is a scalar weighting factor. The cost of a service is actually a balance on quality and
expense, which may vary under different status, and the details are not included in
this paper due to space limitations.

5 Experiments

5.1 Implementation

A prototype system is implemented and tested based on a component-based software
platform [6]. The services are all encapsulated as components, and we manage the
services according to algorithms we have proposed.

The experiment setup involves two robots and other various devices, as depicted in
Fig. 2. The P3-AT robot is equipped with the SICK LMS200 laser rangefinder, Canon
VC-C50i camera, front and rear sonar, compasses and tilt-position sensors; the CCNT
robot is equipped with a Logitech QuickCam Pro 4000 camera, infrared distance
sensors, compasses, and Crossbow Cricket Mote.

A Canon VC-C50i camera is mounted on the ceiling for object tracking. Addition-
ally, several Cricket beacons are laid out on the ceiling to implement a wireless loca-
tion system for the entities equipped with a Cricket listener (i.e., a CCNT robot). A
number of MICA2 and MICA2DOT Motes are deployed in the environment to con-
struct a wireless measurement system, and a Stargate NetBridge is used to serve as a

sensor network gateway.
We use BSWA MPA 416 array microphones, NI 9233 analog input modules and
an NI USB-9162 USB single module carrier to construct an acoustic array for source
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i
acoustic array

‘) light control service

wireless location system

CCNT Robot

P3-AT Robot

wireless measurement system
é inertial measurement units

human

object tracking system

Fig. 2. A prototype system of NRS

detection, localization, and tracking. The person in the environment is equipped with
small inertial measurement units (XSens MTx) that provide detailed information
about the person’s motions.

A wide variety of different wirelessly enabled nodes, ranging from notebooks
(Lenovo ThinkPad T61 and X61s) to UMPCs (Fujistu LifeBook U1010) and PDAs
(HP iPAQ hx2700), are used to provide access on the network to some of the afore-
mentioned ubiquitous sensing devices.

= screen

—vall Area 4 ﬂ

Area 3

i H...%.. Area 2

Fig. 3. A sketch of experimental environment in CGB Building

( Areal |
$

We demonstrate the prototype system in our laboratory room 526 at CGB Build-
ing, as shown in Fig. 3. The test environment consists of four areas, namely Areas
1~4. Areas 1~3 are divided by screens, Area 3 has a balcony, and Area 4 is a corridor.
Area 1 and Area 3 are connected with a small door that can be only passed through by
the CCNT robot. The object tracking system, wireless location system, wireless
measurement system and computer-controlled lighting system cover Areas 1~3; and
the acoustic array covers Area 3.
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5.2 Results

We conducted Experiments 1~5 using the proposed service framework. Experiment 1
focused on the dynamic service configuration. Experiments 2~3 were conducted to
evaluate the service reconfiguration under different status. Experiments 4~5 assessed
the service reasoning and enabling abilities of the framework.

In Experiment 1, the acoustic array detects a suspicious sound in Area 3, issues a
task to check Area 3 for security. After service configuration, the CCNT robot is
chosen to head for the suspicious area due to the fact that P3-AT robot is too big to
pass through the door which connects Areal and Area 3, and object tracking system
helps CCNT robot to locate itself for the convenience of navigation.

Experiment 2 shares the same scenario with Experiment 1 except that it’s at night
with the lights turned off. The wireless measurement system reports the poor light
condition to the semantic map, and the object tracking system’s precondition is not
satisfied. Without any manual adjustments, after service configuration, the wireless
location system is chosen to substitute for the object tracking system.

Experiment 3 shares the same scenario with Experiment 2 except that the Cricket
listener on the CCNT robot cannot receive signals from the wireless location system
due to noise and signal interference. Without any manual adjustments, after service
configuration, the P3-AT robot is chosen to use its odometer, camera and laser range-
finder to provide a location service to the CCNT robot.

Experiment 4 shares the same scenario with Experiment 3 except that P3-AT robot
is busy on other tasks. After service reasoning, the system involves the light service to
turn on the light. The wireless measurement system detects that the light condition
changes and reports it to the semantic map. Consequently, the object tracking sys-
tem’s precondition is satisfied, and helps the CCNT robot to locate itself for the con-
venience of navigation.

Experiment 5 shares the same scenario with Experiment 4 except that a person is
sleeping in Area 2. After service reasoning, the system finds no solution to carry out
the task under the current restrictions. Since the task is very critical, and P3-AT’s task
is suspended, the P3-AT robot is chosen to use its odometer, camera and laser range-
finder to provide a location service to the CCNT robot.

Through the experiments, we found that the versatile service framework provides
self-adaptive capabilities and utilizes available resources to the utmost under various
different scenarios.

6 Conclusions

In this paper, we consider a network-based cooperation problem for NRS. A ubiqui-
tous and cooperative service framework has been proposed to enable a group of artifi-
cial autonomous entities to make an important use of communication and cooperation
through a network in order to fulfill their tasks. The framework is validated by using a
series of experiments in a prototype system comprised of two robots and other de-
vices. For the future work, we will enhance our system and complete the remaining
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parts of the framework (e.g., the security manager, service execution monitor, and
fault recovery) and apply it to more complex scenarios.
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Abstract. We present a novel approach to mobile object manipulation
for service in indoor environments. Current research in service robotics
focus on single robots able to move, manipulate objects, and transport
them to various locations. Our approach differs by taking a collective ro-
botics perspective: different types of small robots perform different tasks
and exploit complementarity by collaborating together. We propose a
robot design to solve one of these tasks: climbing vertical structures
and manipulating objects. Our robot embeds two manipulators that can
grasp both objects or structures. To help climbing, it uses a rope to com-
pensate for the gravity force. This allows it to free one of its manipulators
to interact with an object while the other grasps a part of a structure for
stabilization. Our robot can launch and retrieve the rope autonomously,
allowing multiple ascents. We show the design and the implementation
of our robot and demonstrate the successful autonomous retrieval of a
book from a shelf.

1 Introduction

Service robotics has a large economic potential [I]. In its applications, if robust-
ness and flexibility are dominant requirements, collective robotics is a promis-
ing paradigm [2I3]. Because collective robotics distributes the work to multiple
robots, it requires different control, more hardware units, and usually more en-
gineering resources than the approaches based on single robots [4]. Yet the phys-
ical redundancy between the robots enables a high availability. Moreover, their
modularity provides adaptation to changing needs and situations. These unique
features might outstrip the drawbacks of collective robotics eventually.

To implement service robotics tasks successfully, groups of robots must be
able to manipulate objects in the environment. These objects can be located in
altitude, and robots part of a collective are small. Therefore, these robots must
be able to climb the environment to fetch the objects. This paper proposes a
design concept and demonstrates a working implementation of a climbing robot
that performs manipulation tasks.

In a heterogeneous group, as proposed by the Swarmanoid project [5], our
robot is only responsible for manipulation of objects in altitude. While on the
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floor, it relies on other types of robots for mobility. These robots would have
different hardware, in particular, they would be able to self-assemble with our
robot and move it on the ground [6]. Such task and hardware specialization
allows the best use of the capabilities of each type of robots while self-assembling
provides the synergy to compensate for the limitations of each individual type.

2 State of the Art

The ascension of vertical surfaces is a difficult problem: it requires a lightweight
robot with strong actuators, which results in a sensitive mechatronic design.
For this reason, few systems combine the abilities of climbing and manipula-
tion. Researchers in the field of space manipulators —where robots move in
microgravity— have already studied this combination [7].

Some robots require an adaptation of the environment, such as in [§] where the
robot needs custom-tailored docks to attach. To remove this limitation, several
works have explored vacuum adhesion. For instance, [9] proposes a medium-size
robot (diameter of 50 cm) for inspection of large surfaces. A vacuum system
provides the adhesion force while three wheels allow the robot to move on the
surface. To scan the surroundings of the robot, an inspection sensor is attached
to a parallel arm. This system does not allow manipulation of external objects.

The Alicia® [I0] is a larger robot (length of 1.3 m, weight of 20 kg) which also
uses pressure for adhesion. It consists of three attachment units linked by an
articulated arm. Each unit contains its own vacuum generator and displacement
wheels. Although the design of this robots is focused on climbing, its arm-based
structure could support manipulation capabilities.

Several authors have proposed large platforms for outdoor operations on build-
ings or industrial superstructures [11], often for specific applications [12]. These
platforms could support the addition of manipulators; however their size makes
them unsuitable for the type of application we consider.

There exist several robots that utilize some form of grasping to climb [T3II4I15].
Their grippers are custom-tailored to specific structures. Yet none of these robots
can use their grippers to perform object manipulation.

To the best of our knowledge there is no small autonomous robot (few decime-
ters cube) that implements a combination of climbing and object manipulation.

3 Design and Implementation

We propose a novel approach to mobile object manipulation for service in in-
door environments. It takes advantage of synergies between climbing and object
manipulation. This translates as the ability to climb common vertical offices
structures such as shelves. Within these structures, the robot gets small objects
such as lightweight books or compact discs. It then retrieves these objects to
the ground and brings them to a specific location. We have implemented this
approach in the hand-bot (Fig.[I]) robot that we present in this article.
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Fig. 1. Overview of the hand-bot. a. The body, containing in particular the battery,
the rope launcher, and the head rotation motor. b. The tube of the rope launcher.
c. The head, containing the two arms bending motors. d. The arms. e. The grippers,
each containing two motors for rotation and grasping. f. Two fan to control the yaw
when hand-bot hangs at the rope. g. Connection ring. h. Switchable magnet.

The biggest constraint for climbing under gravity is to provide the vertical lift
force; we thus implement climbing by combining two techniques. Rolling a rope
provides the vertical lift force while manipulators provide horizontal operations.
The hand-bot fixes the rope to a ceiling and coils it around a reel. This mecha-
nism is simple and can lift a large mass by using a strong motor; as shown by
previous work [I6]. To be autonomous, the robot must be able to attach its rope
to a specific location, use it to climb, and retrieve it afterwards. We propose a
launching mechanism based on a strong spring (Fig. [Ib) that projects a magnet
to the ceiling. Albeit this approach works only in environments with a ferro-
magnetic ceiling, it is well understood and reliable. Moreover, depending on the
type of ceiling, other attachment mechanisms such as plungers are applicable.
To be able to detach from the ceiling, the attachment must be switchable. We
implement this feature using a magnetic switch that the robot can trigger with
a specific infrared transmission.

When attached to the ceiling using the rope, the hand-bot has vertical mobil-
ity but is horizontally unstable. To stabilize and position itself on the horizontal
plane, it needs manipulators to grasp the structure around it. The hand-bot
has two arms, each with a gripper as manipulator (Fig. [[ld,e). When using the
two arms to climb, it maintains its stability all the time. It can also manip-
ulate an object with one gripper while keeping the other one attached to the
structure. That way, the hand-bot can manipulate objects precisely. Once on
the ground, other types of robots can assemble with the hand-bot and dis-
place it and the object it carries to a specific location. The other robots [5]
attach to the hand-bot by grasping its translucent ring, which also contains 12
RGB LEDs.
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(a) rope launcher (b) rope launching sequence

Fig. 2. Mechanism of the rope launcher. a. The launching tube containing a spring.
b. The motor to compress the spring. c. The lifting motor. d. The servomotor clutch to
engage the lifting motor. e. The motor directly connected to the reel, to coil the rope
on magnet retrieval and to provide tension control. Schematics of the launching
sequence, filled rectangles show the active motor. a. A motor compresses the spring.
b. A fast motor maintains tension in the rope while the spring launches the magnet.
c. A clutch is engaged to let the strong motor lift the robot.

3.1 Rope Launcher

As we explained in the preceding sections, the rope provides the main lifting
force of the hand-bot. Fig. [2A] shows a photo of the mechanism of the rope
launcher and Fig. shows the schematics of the launching sequence. To launch
the rope, a motor compresses a spring using a small wagon. This wagon moves
inside the launch tube and is driven by a worm gear. When the spring is fully
compressed (at that point, it applies a force of 110 N), the wagon hits the bottom
of the tube and liberates the spring, which launches the rope, the magnet, and
the detachment mechanism up to an altitude of 270 centimeters. Two different
motors drive the rope: a strong one provides the main lifting force and a fast
one controls the tension of the rope, during launch and retrieval. To switch
between these two motors, a servomotor activates a clutch. During launch, the
fast motor brakes the reel: this is necessary to prevent the formation of knots
in the rope. The launching control program monitors the length of the uncoiled
rope in real time. As soon as the magnet reaches the target altitude, the fast
motor firmly coils back, which ensures the tension in the rope. If the magnet
fails to attach, this action will coil back most of the rope and the hand-bot will
know the result of the launch. If the launch succeeds, the servomotor engages
the clutch so that the strong motor drives the rope, and provides the main
lifting force for the hand-bot. This force is strong enough to lift the robot by
itself.

If the hand-bot hangs freely at the rope, because it holds an object or has
failed to grasp an element of structure, it can stabilize and orientate itself using
an inertial measurement unit and two fans. The fans are located at the top of
the body on both side of the rope launcher tube.
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1 DOF rope 0-3m
1 DOF gripper +180°
<

(a) kinematic of the hand-bot. (b) extreme head and arms positions

Fig. 3. The degrees of freedom of the hand-bot

3.2 Manipulators

The hand-bot has two arms on its front side. They can bend/extend forward
— independently — and rotate with respect to the robot body (Fig. B]). At the
end of each arm, the hand-bot has a gripper (Fig. Ea]). Each gripper can rotate
with respect to its arm and can open and close its claws. To grasp objects and
structures of different thicknesses, the gripper claws have a parallel compliance
mechanism. When no object is present, a spring maintains a large opening angle
between the claws. Once the claws squeeze an object, the points of contact are
different than the points of rotation which generates a moment that aligns the
claws in parallel with the object. This provides a strong force over a large range of
thicknesses. To control grasping, each gripper can detect structures and objects
at close range using 12 infrared proximity sensors on its perimeter (Fig. [4B).
These sensors have a range of 12 centimeters. In addition, the gripper has a vGA
camera in its centner. This camera is capable of applying in hardware a Sobel
filter to the image, which eases line and object detection.

3.3 Electronics and Control

The motors of the hand-bot embed a position encoder, which provides control
in position and speed. In addition, the driving electronics measure the currents
in the motors, which provides control in torque. The electronics is built around
modules containing a 16-bit microcontrollers (Fig.Bl). Each microcontroller man-
ages the sensors and actuators it is locally connected to. The modules commu-
nicate together using asynchronous messages. They exchange them over a CAN
bus [I7] using the ASEBA architecture [I8/I9]. The ASEBA architecture distributes
the processing locally by embedding a lightweight virtual machine inside each
microcontroller. An integrated development environment compiles bytecode for
these virtual machines out of a user-friendly scripting language. The development
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(a) passive compliance when grasping (b) locations of the infrared sensors

Fig. 4. The gripper can open at 90°and close completely. When closing, its parallel
compliance mechanism allows it to grasp objects of different thicknesses. The claws can
apply a force up to 4 kg thanks to the high reduction of its worm drive.

body 1 gripper 1
- 4 motors (rope launching) - - 2 motors (rotation + grasping)
- 1 motor (head rotation) 2 - 12 infrared sensors
- 12 RGB LEDs (ring) 5] - 1 VGA camera 2%
+ T
c
o
body 2 E] head
- inertial measurement unit R - 2 motors (arms bending)
- 2 fans £
£
o
o

—|Linux board / three-megapixel camera

Fig. 5. Distribution of functions between the different microcontrollers. Each box repre-
sents a different microcontroller. The microcontrollers communicate together using asyn-
chronous messages that they exchange over a CAN bus using the ASEBA architecture.

environment runs on a remote computer and provides the concurrent develop-
ment — including debugging — of the programs on all the microcontrollers. Once
complete, the program can be flashed into the microcontrollers for autonomous
operations.

While the ASEBA architecture is powerful enough to implement any low-level
autonomous behavior such as climbing a shelf; high level cognitive tasks such
as locating a specific book using vision require more computational power. To
fulfill this need, we will equip the hand-bot with an embedded computer running
Linux, built around an ARM 11 processor and 128 MB of RAM. This computer
will also provides a Wifi connection and a three-megapixel camera located in
the centner of the head. The experiments that we discuss in the next section
run solely using ASEBA [I8]; but the scenarios presented in the introduction will
require this embedded computer.
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Fig. 6. Distribution of altitudes reached by the hand-bot for a target of 100 cm over
30 runs. The empirical mean is 100.2 cm and empirical standard deviation is 0.6 cm.
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Fig. 7. Equations of the positions of the grippers given the length of the coiled rope,
the head rotation, and the arms extensions. These equations apply when the right
gripper is attached; they are symmetric when the left one is attached. The constants
are the followings: L. = 145 mm is the length of an arm. L. = 20 mm is half the
length between the arms attachments points in the head. The variables measured by
the robots sensors are: (3;, B, are the bending of the left, right arm. « is the rotation
of the head. h is the altitude of the centner of the head. The variables we look for are
Te,Ze, T1,21, and Z,,z,: the positions of the center of the head, the left gripper, and the
right gripper.
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(a) workspace (b) climbing traces

Fig. 8. Workspace of the hand-bot. The trajectories of the grippers for the two
extreme positions of the arms are drawn in blue and red. The dark orange disc shows
the direct workspace, which is the locus of the positions where the hand-bot can grasp
an object with one gripper fixed. The light yellow zone shows the indirect workspace,
which is the locus of all locations where the robot can grasp an object, possibly after
climbing up and down Trace of the hand-bot climbing to fetch a book. The blue
lines show the real trajectories of the grippers, extracted from Video 2. The red dotted
lines show the trajectories of the grippers, as computed by the robot.

3.4 Precision of Altitude Control

The length of the coiled rope is the only information of the altitude of the robot.
The experiment that we present in Sec. [ considers the retrieval of a book located
at a predefined altitude; which means that the precision of the altitude control
is a determinant factor for its success. The hand-bot counts the rotations of the
reel to estimate the length of the coiled rope. However, the rope might coil itself
in different ways which might affect the effective radius of the reel. Moreover, the
rope is elastic and its coiled length per reel rotation might change from launches
to launches.

For these reasons, we characterize the error on the altitude. We let the hand-
bot launch its rope and then elevate by coiling the rope until it reaches a target
setpoint of 100 centimeters above the ground. We have repeated this sequence
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35 times. In five of these trials, the launch was unsuccessful as the magnet did
not attach to the ceiling. In the other 30 trials, the launch was successful. This
results in a 86 percent success rate. Fig. [0 shows the altitudes that the hand-
bot reached in these 30 trials. The mean altitude is 100.2 centimeters and the
standard deviation is 0.6 centimeter; the biggest error is 2.0 centimeters. The
altitude control using the rope is thus precise enough to climb to a target altitude
and retrieve an object.

3.5 Workspace

The hand-bot climbs vertical structures by rotating its arms with one gripper
fixed, and by switching grippers after each half turns (Fig.[8a]). At the same time,
the hand-bot coils the rope which provides the main lifting force. As the hand-bot
only needs one gripper attached to provide stability, it can use the other one to
manipulate objects. The hand-bot can compute the position of a gripper knowing
the length of the coiled rope, the position of the head, and the extension of the
arms (Fig. [7]). While keeping a gripper attached, the hand-bot can reach objects
located in a vertical disk (inner radius 18.2 cm, outer radius 32.0 cm) centered
around this gripper. To access objects out of this disk, it must climb up or down,
change the extensions of its arms, and then climb back to a position where it can
access the object. In this way, the hand-bot can reach any objects located at max-
imum at 32.0 centimeters away from climbing pole (Fig. [Ba]).

4 Experiment: Climb of a Shelf and Retrieval of a Book

In this experiment, the hand-bot starts lying on the ground with its right grip-
per attached to a vertical pole, in this case the border of a shelf. The hand-bot
first launches the magnet, and then climbs the shelf by switching grippers alter-
natively, always keeping at least one gripper attached. To do so, the hand-bot
rotates its head slowly and coils the rope accordingly using its elevation motor.
The hand-bot actively maintains the grippers in parallel with its body, so that
it can grasp the border of the shelf or a book. The hand-bot uses the infrared
proximity sensors of the gripper and the orientation of the head to decide when
to grasp. When the hand-bot reaches a specific altitude (120 cm), it scans for
the book using the proximity sensors of the gripper. When it has grasped the
book, it goes down, freely hanging at the rope. Video 1] shows this sequence.
This experiment lasts for two minutes.

Fig. shows the trajectories of the grippers while the hand-bot climbs the
shelf and retrieves the book. The figure shows both the real trajectories ex-
tracted from Video 2 and the trajectories estimated by the robot. The robot

! Hand-bot retrieves a book, video 1:lhttp: //www.youtube . com/watch?v=92bLgE6D02g

2 Hand-bot retrieves a book, video 2: http: //www . youtube . com/watch?v=FFyqf051sik
In the video, we move slightly the magnet once it is attached, because the shot of
the current prototype is not precise enough. This does not affect the autonomy of
climbing.
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computes them using the length of coiled rope, the head orientation, and the
arms extensions. Overall, the two trajectories match well. Both the real trace
and the estimated one show a vertical displacement when the robot attaches (or
detaches) one of its gripper. The reason is that the arm is a parallel structure,
so when the robot retracts (or extends) an arm, the projected position of the
gripper on the vertical plane moves away from (or moves closer to) the robot.
There are several causes to the differences between the two traces. First,
climbing creates high torques on the grippers’ joints, which affects the robot’s
balance that is not perfectly horizontal anymore. In the future, we will solve
this problem by fusing in the control the information from an accelerometer.
Second, as the robot climbs it displaces itself on the horizontal axis, which cre-
ates discrepancies with respect to the assumptions of our cinematic model which
considers a vertical rope. However, the passive compliance of the grippers allows
the robot to overcome this difference and to climb successfully anyway. In the
future, we plan to take this effect into account in our model. Third, we manually
marked the centers of the grippers every 0.5 seconds on the video of the experi-
ment, which introduced errors on the positions. In addition, the projection of the
three-dimensional scene on the two dimensional sensor of the camera introduces
major distortions on the depth axis, and minor distortions on the other axis.

5 Future Work

The current prototype of the hand-bot is able to autonomously climb a shelf
and retrieve a book, provided that the robot knows the approximate position of
the book. In the future, we will extend the autonomy of the hand-bot in various
directions. First, we will add the main processor board running Linux and the
three-megapixel camera to enable the robot to perceive and interact with objects
in a more dynamic way. Second, we will explore self-assembling of the hand-bot
with ground robots, to provide ground mobility to the hand-bot. This will allow
us to implement more complex scenarios and explore deeper scientific questions
than what is currently possible with a single hand-bot. Third, we will analyze
collaborative tasks involving several hand-bots that manipulate large objects
together. Finally, we will perform benchmarks of the collective approach with
respect to single-robot solutions, such as humanoids.

6 Conclusion

Albeit the use of collective robotics for service applications imposes larger de-
velopment and introduction costs then an approach based on single robots, it
provides specific advantages. These include robustness, flexibility, and scalabil-
ity that might prove critical for applications such as large deployments of robots
in domestic or industrial environments. However, the relationship between the
added value in performances and the additional costs in design and development
is still unexplored, especially for complex tasks such as the ones involving ma-
nipulation. Robots such as the hand-bot provide an engineering foundation to
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explore this scientific question. The prototype of the hand-bot managed to suc-
cessfully climb a shelf and retrieve a book autonomously. It achieved this thanks
to its innovate synergy between its climbing and manipulation subsystems.
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Abstract. Tele-operating robots’ team is a way to increase tasks type
and complexity, the working space size and to improve the remote inter-
actions robustness. These interesting potentialities have a counterpart in
terms of human robots interface. Indeed, we increase the complexity of
the system and users must handle heterogeneous entities with different
intrinsic mobility and sensing capabilities: tele-operators make integra-
tion and prediction efforts, firstly to built the remote world status and
secondly to generate the right commands to be sent to the robots. In this
paper, we present the platform we are developing to allow multi-robots
tele-operation based tasks. The main aim of this platform is to support
investigations about Human Multi-robots interfaces. Namely, to conduct
studies concerning the integration of virtual and augmented reality tech-
nologies to reduce operators mental efforts. A description of this system
is given. We present preliminary results in executing a simple scenario
allowing to a single operator to supervise a given area.

1 Introduction

Multi-robots concept was introduced in early 2000’s to take advantage of the
inherent redundancy of this system. This property allows them to improve the
system’s robustness, to increase versatility and to endow co-operation capabili-
ties. Following that, researchers tackled some challenging robotics applications
and developed interesting platforms such as underwater and space exploration,
hazardous environment monitoring or service robotics (USAR) systems. Unfor-
tunately, when facing complex tasks and environments, such systems lack per-
ception and cognitive capabilities. Therefore, human intervention is needed at
different levels. Indeed, current effective autonomous or semi-autonomous sys-
tems still need human presence within the control loop, at least to supervise high
level operations. In other words, to cope with complexity, the cognitive work-
load remains within the operators’ part. For tele-operation systems in general,
the control and thus the cognitive workload is also supported mainly by oper-
ators. More specificaly, these last compensate perception lacking and integrate
the remote robot’s model in order to generate the right controls. For multi-
robots systems, the same situation exists and naturally, it is amplified because

M. Xie et al. (Eds.): ICIRA 2009, LNAI 5928, pp. 2 2009.
© Springer-Verlag Berlin Heidelberg 2009
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of a greater combinatory: more degrees of freedom, and more feedback sensory
information to integrate, leading to a wider solutions’ set that has to be handled
to achieve a specific task.

To improve tele-operated multi-robots performances, two main directions were
investigated:

1. Human robots interfaces
2. Adjustable autonomy

The first item concerns techniques allowing to simplify the interactions among
users and robots. Devices, enabling natural or close natural acquisition of com-
mands and controls to be sent to robots set, were developed. On the other hand,
people have also developed rendering devices to display sensory feedback infor-
mation. Both groups of devices aim to pre-process and prepare the information,
in order to make it intelligible for robots and humans. The main difficulty re-
maining in this context is the knowledge about humans: which processes impact
his/her decision making and how does he/she integrate stimulus coming from
non human agent.

The second item concerns a more general topic, namely robots autonomy.
Techniques and concepts are focusing on endowing robots with more capabilities
to handle complex situations with a minimal help of humans.

In this paper, we focus on the design of human-robots interfaces. Namely we
concentrate on studying the potential contribution of Virtual Reality (VR) tech-
nologies to create a useful feedback information flow letting users understanding
easily the status of the remote world, including the tele-operated robots. VR in
our case is used as a stimuli generator: depending on the description provided by
the remote sensors, we create a synthetic description of the remote world from
which decision making is natural. The other contribution here concerns control
tools. We also use VR technologies in order to facilitate the understanding of the
controls and commands users want to send to the remote robots to be executed.

In the first part of the paper we give a short classification of human-robots
interfaces approaches. In the second section, we will describe more deeply our
platform, namely Virtual Reality for Advanced Teleoperation (VIRAT). Within
this part, we will describe the platform’s structure as well as its basic building
blocks. In the third and last part, we will show through two scenarios how ViRAT
is used in order to accomplish collaborative tasks. The first one is a multi-robots’
”Hello world” experiment and the second one is an area surveillance-monitoring
task from precise viewpoints.

2 Human Robots Interaction: Concepts, Classification
and Overview

In this section, we will briefly summarize and classify existing research areas
about the interaction between human and group of robots, (Figure [[h) and
its interface design from VR perspective. We propose that the interaction be-
tween human and robots can be looked from three angles (See figure [Ib). In
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Fig. 1. Teleoperation concept, (a) Teleoperation is not a direct control on an object:
it’s a chain of interaction mediators. (b) Different human-robots intereaction classes.

case of multiple users, the interaction could be based on how much users have
cooperated, communicated, operated (a single or group of robots) and shared
system resources together. This issue has been called as Human-Human Inter-
action (HHI). The concept of interaction based on VR abstraction has been
introduced by Nicolas and Ryad [MROS] termed as Collaborative Virtual En-
vironment (CVE). The concept of this environment allows users to personally
interact with real and virtual robots. The concept of multi-users interacting with
a single virtual robot or multi-robots has been given in [MWCO05]. On
the other hand, complex missions [SFMO98] usually need cooperation of more
than one robots [CP97]. The organization and coordination [BA9§]
among several robots have been considered in the category of Robot-Robot In-
teraction (RRI). This may provide a high user-robot interaction level with the
group [MROS]. User’s perception of robots’ feedback and how he/she provides
a suitable control to robots based on the understanding of remote world state
can be named as Human Robot Interaction (HRI) [Sch03]. This last category is
targeted in this work and more precisely we will consider the HRI as the ability
of human (user) to positively interact with group of robots.

Our overview of HRI deals with two important aspects: From Human to
Robots and From Robots to Human. In fact, the interaction interface should
translate user’s intention to remote robots. The figure b shows multiple ways
in which user can command robots through this interface from lower interac-
tion level (simple commands) to higher interaction level (general commands)
[MROS]. The higher level can reduce user’s cognitive workload and improve RRI
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efficiency. Commands can be defined by a specific communication language as
implemented in [JEJMOQ]. The second aspect is how user easily perceive and
understand robots’ feedback. This can be related with the interface feature to
abstract current useful information and then present it to user. Concerning this
aspect, the VR simulation and visualization impact combined with other sensory
feedbacks has been proposed in m Furthermore, interaction interface
should be standardized [MBKROS] where different kinds of robots can be inte-
grated easily. Another important aspect is that how VR can allow user to operate
the real robots as well as the virtual ones. In this case, the real robot and its
virtual image object should be fully synchronized.

Several concepts about the interaction of human with robots have been sug-
gested, from different VR perspectives. However, important aspects which have
been partially discussed are the real-time VR abstraction, real/virtual robots’
environments coordination, standardization concepts etc. Compared with cited
research works the concept of VR that impacts to decrease human’s workload
and create a useful information source for robots’ feedback to user will be further
highlighted. More detaileds about the proposed aspects will be presented within
next sections.

3 Human Robot Interaction via the ViRAT Project

We have designed ViRAT platform (Figure [2]) to support several heterogeneous
robots. As a standardized platform, the integration of such kind of robots is
easier because of VIRAT modularity feature. As mentioned earlier, the HRI in-
teraction should implement two main interaction concepts Human to Robot
(Control) and Robot to Human (Feedback). In fact, VIRAT platform pro-
vides different kinds of control layers to user. User can operate a robot directly by
simple commands and can also operate a group of robots in higher control layer
IMCBO09]. The platform has the real time feedback mechanism. This feedback is
an important information about the system (e.g. of video of supervised area).
Because of feedback, the VR based interaction feature allows user to abstract
the remote environment in a higher level of interaction. This feature abstracts
the correct and useful information from the real environment and present it on
the virtual environment. In this case, VR is acting as commands input and in-
formation output console to and from the robots system. Augmented Reality
(AR) features functions have also been provided through the platform interface
where user can see the real environment using Head Mounted Display (HMD).

3.1 Technical Description

As we can see from the figure @] VIRAT makes the transition between several
users and group of robots. It’s designed as follows:

1. ViRAT Human Machine Interfaces provide high adaptive mechanisms to
create personal and adapted interfaces. ViRAT interfaces support multiple
users to operate at the same time even if the users are physically at different
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Fig. 2. ViRAT design

places. It offers innovative metaphors, GUI and integrated devices such as
Joystick or HMD.

2. Set of Plug-in Modules. These modules are presented as follows:

— Robot Management Module (RMM) gets information from the VIiRAT
interface and tracking module and then outputs simple commands to the
control module.

— Tracking Module (TM) is implemented to get current states of real en-
vironment and robots. This module also outputs current states to ab-
straction module.

— Control Module (CM) gets simple or complex commands from the Vi-
RAT interface and RMM. Then it would translates them into robots’
language to send to the specific robot.

— Advance Interaction Module (AIM) enables user to operate in the virtual
environment directly and output commands to other module like RMM
and CM.

3. ViRAT Engine Module is composed of a VR engine module, an abstraction
module and a network module. VR engine module focuses on VR technolo-
gies such as: rendering, 3D interactions, devices drivers, physics engines in
VR world, etc. VR abstraction module gets the current state from the track-
ing module and then it abstracts the useful information, that are used by
the RMM and VR Engine Module. Network Module handles communication
protocols, both for users and robots.

3.2 How ViRAT Platform Works

When a user gives some commands to ViRAT using his/her adapted interface,
the standardized commands are sent to the RMM. Internal computations of this
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Abstraction |

Fig. 3. VR abstraction, (a) Virtual environment interaction tool. (b) One example of
some Metaphors given through VR tools.

last module generates simple commands for the CM. During the running process,
the TM gets the current state of the real environment and sends the state to the
Abstraction Module, which abstracts the useful information in VIRAT’s internal
models of representation and abstraction. Based on this information, VR engine
module updates the 3D environment presented to the user. RMM re-adapts its
commands according to users’ interactions and requests.

VIiRAT project has a lot of objectives [MBCFEFQ9|, but if we focus on the HRI
case there are two main objectives that interest us particularly for this paper:

1. Robot to Human

(a)

Abstract the real environment into the virtual environment: This will
simplify the environment for the user. Ignorance of useless objects makes
the operation process efficient. In the abstraction process, if we use a
predefine virtual environment (Figure Bh), it will be initialize when the
application starts running. Otherwise we should construct the new vir-
tual environment with user’s help. The same situation happens when
we use ViIRAT to explore an unknown area for example. After construc-
tion of virtual environment in accordance with the real environment, we
can reuse the virtual environment whenever needed. Sometimes for the
same real environment, we have to use different virtual abstracted envi-
ronments. Thus the virtual environment must be adaptable to different
applications.

Take feedback from the real environment and reflect on the virtual envi-
ronment: VIRAT has an independent subsystem to get the current state
information from real environment termed as ’tracking module’ in the
previous section. The operator makes decisions based on the information
pecepted from the virtual environment. Because the operator does not
need all the information from the tracking module so abstraction module
will optimize and present the state information in real-time to user.
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2. Human to Robot. Transfer commands from the virtual environment into the
real world: Often user uses other interfaces to give commands to robots.
However, VIRAT provides a mechanism to the user to operate the real robots
from the virtual environment and an easily understandable way to get the
information that user needs to know from the reality. For the user, it is
analogous to 'what you want is what you see’.

4 Experiments and Results

4.1 Description, Concept and Goals

The main objective in this section is to present our approach though ViRAT plat-
form, to propose new solutions for real tele-operation missions and to evaluate hu-
man in such interaction context. For this purpose, two example applications have
been developed and tested with the VIRAT platform. These applications show
the possibilities of cooperation between two robots in a "Hello World’ robotics
task (hereafter called as "Welcome task’) and an example of a high level inter-
action tasks through VR. The features of those applications include inter-robots
cooperation, coordination between real and virtual environments, and VR based
interaction. These example applications serves two purposes:

— Cooperative Tasks. Welcome task consists of welcoming someone in any lo-
cation in our lab area. The task involves two robots Sputni robot and
Erectudd robot. The latter is a small Humanoid robot. Sputnik brings Erec-
tus to a desired place in order to welcome the guest. The cooperation here
is considered as an assistance to Humanoid robot because its locomotion is
very slow, so it will take lot of time to reach the guest place. In the same
time, Sputnik robot doesn’t have a camera to provide user the real view of
the guest, so Humanoid robot can accomplish this task using its camera,
which is the goal of the second example. In order to manage these example
applications, several subtasks showed in figure [f] have been defined. These
subtasks have been synchronized each other to construct a mission scenario,
through a scenario language [MBCEQ9).

— VR based interaction. The user can give general command (For example,
the GoNear command) to the robots and then RMM will generate the sub-
tasks for this command. Also, the General Command ”welcome the visitor”
runs the whole scenario automatically. During the welcome mission, user
may interact with the group, showing the path and the targets to Sputnik
and defining the requested view from the VR environment. The robot path
should be defined in the VR world by users, or generate with a path planning
module, because Sputnik is simulated has having problems with its distance
sensors, so it blocks the robot to navigate through the environment’s ob-
stacles. This shows the idea of user robots cooperation and assistance since

! Dr Robot.
2 Advanced Robotics and Intelligent Control Centre.
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Sputnik helps Humanoid to reach the desired target, while Humanoid helps
the user to welcome his/her guest or to obtain a local subjective real live
view.

4.2 Details of Running Scenarios and VR Benefits

Welcome task scenario. Step by step (not through the general command
"welcome” that runs everything automatically), first the user gives a general re-
quest to Sputnik robot to go near Humanoid robot (figure[@h). Then the system
invokes several modules to accomplish this subtask. The TM provides the posi-
tion and the orientation of the Sputnik while the initial position of Humanoid is
predefined. The RMM generates the movements subtask to reach the Humanoid.
Generally three kinds of movements are generated if there is no collision pre-
diction of Sputnik with Humanoid: Rotation, Translation and then Rotation.
Sputnik will arrive at the position only 15cm further from Humanoid. In this
position (Figure @h) it is easy for Humanoid to climb on Sputnik, which has
the capability to transport it to the target location. When the user clicks on
"Manage Welcome Tasks’ button on the interface, the Humanoid starts to pre-
pare for climbing on Sputnik. After finishing this task, Sputnik moves and puts
its supports under Humanoid’s arms. Finally, Humanoid flexes its arms on the
supports, and bends the legs (Figure @b-3). At this time user intervenes through
virtual environment to define Sputnik’s path, since this robot does not know
guest’s location. At this time the RMM and CM will be invoked to carry out
this sequence of movements, while TM provides the current state of robots. A
correction method is regularly invoked during this time and is combined with the
VR engine module and abstraction module to update the current real Sputnik’s
position in the virtual environment. When Humanoid gets off from Sputnik,
the Sputnik should move a bit so that the Humanoid can welcome the guest
conveniently (Figure @b-9).

Advanced interaction task scenario and VR’s metaphors. The scenario
is an evolution of the welcome task, and aims to show the interest and poten-
tiality of VR metaphors and abstraction. However, the user neither need to ask
Sputnik to go near Humanoid, nor to define the Sputnik path in the virtual
environment. All mission’s subtasks are auto-generated by the system, including
path planning. The user just has to wear HMD to see the real view corresponding
to the virtual one. In fact, the user interacts with the entire system.

The interaction via VR to tele-operate a group of robots provides several
metaphors. The first metaphor deals with the definition of a virtual robots’ path
to follow. Another metaphor is how user can obtain a real view through a virtual
one (Figure Bb). In this case, user navigates easily and freely into the virtual
environment and sets the area he wants to supervise (so to really observe), then
the system organize the robots and their camera and finally provides the live-
view image from the defined area, through Humanoid’s camera. Since HMD and
Humanoid’s head are synchronized, therefore user can move freely and naturally
his/her head to feel immersed and present through the Humanoid’s robot.
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Fig. 4. Interaction through VR environment. (a) Go Near sub-task. (b) Welcome
scenario.

@ Sputnik's sub-tasks () Humanoid's sub-tasks

Fig. 5. Subtasks defined for Welcome Task

5 Conclusion and Future Work

In this paper HRI concepts have been presented and proved. We have proposed
the concept of different classes and levels of interactions among human and
robots. This concept can vary between higher and lower interactive levels. The
main objective is to show how humans can interact easily through existing inter-
actions tools. Advanced interactive concepts based on VR technology have been
proposed and tested. The impact of VR abstraction on human cognitive and
perception capabilities has been evaluated. Vital issues like Human robots coop-
eration and inter-robot coordination have been discussed. Keeping in view these
objectives, we have proposed and implemented ViRAT platform. This platform
provides capability to interact with multiple robots simultaneously. Multiple re-
mote users can interact with robots in parallel using multi-interfaces including
GUI, HMD, VR etc. Using these interfaces, human can give commands and
supervise states of robots. Two important application examples have been pro-
posed and tested to prove the concept. These examples suggested the capabil-
ity of VIRAT modules to interact with one other to achieve a desired mission.
VR’s metaphors provided by the implementation of VR technology have also
been discussed. The proposed ViRAT platform finds its applications in disasters
management, rescue in case of building collapse and earthquakes etc with slight
modifications. In near future, we are going to implement ViRAT platform to
quantify HRI performance parameters and analyze various concepts including
tele-operation efficiency, multi-robot management, cognition etc.
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Abstract. Rescue robots have a large application potential in rescue
tasks, minimizing risks and improving the human action in this kind of
situations. Given the characteristics of the environment in which a rescue
robot has to work, sensors may suffer damage and severe malfunctioning.
This paper presents a backup system able to follow a person when camera
readings are not available, but the laser sensor is still working correctly. A
probabilistic model of a leg shape is implemented, along with a Kalman
filter for robust tracking. This system can be useful when the robot has
suffered some damage that requires it to be returned to the base for
repairing.

1 Introduction

Rescue robots have a large application potential in rescue tasks, minimizing
risks and improving the human action in this kind of situations. For an overview
of potential tasks of rescue robots and the related research in general see for
example [7].

One of the main challenges in using robots in search and rescue missions is
to find a good trade-off between completely remotely operated devices and full
autonomy. The complexity of search and rescue operations makes it difficult, if
not impossible, to use fully autonomous devices. On the other hand, the amount
of data and the drawbacks of limited communication possibilities make it unde-
sirable if not unfeasible to put the full control of the robot into the hands of a
human operator.

Human-robot collaboration has significant potential to improve rescue mis-
sions. Specifically, by enabling humans and robots to work together in the field.
The mission productivity can be greatly increased while reducing cost, partic-
ularly for surface operations such as material transport, survey, sampling, and
in-situ site characterization.

Given the characteristics of the environment in which a rescue robot has
to work, sensors may suffer damage and severe malfunctioning. There are sev-
eral approaches in the literature that combine vision with other sensors (laser,
sonar) to provide a reliable people following behaviour. Our approach is to build
a backup system able to follow a person when camera readings are not avail-
able, maybe due to some hardware failure, but the laser sensor is still working

M. Xie et al. (Eds.): ICIRA 2009, LNAI 5928, pp. 33 2009.
© Springer-Verlag Berlin Heidelberg 2009
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correctly. This system can be useful when the robot has suffered some damage
that requires it to be returned to the base for repairing.

In order to accomplish the people following behaviour, this paper presents a
probabilistic approach for human leg detection based on data provided by a laser
scan, and developed within the ROBAUCO project. Besides the theoretical as-
pects of the leg detection, the proposed approach integrates tracking techniques
as Kalman filters [B], [9] to endow the system with a error recovering tool to
be used in a real enviroment. Finally, to avoid the robot to get stuck when an
erroneous detection has been performed, after a predefined time span without
movement, the robot looks for other possible targets.

The paper is organized as follows. Section 2 briefly describes the ROBAUCO
project where this research is located. Section 3 gives information about previ-
ous research activities related to this paper. In Section 4 the hardware used in
the experiments is described, including the mobile robot and laser scan. Section
5 presents the proposed approach for leg detection and tracking. Section 6 and
Section 7 describe the experimental set-up and experimental results of the pro-
posed architecture. Finally Section 8 presents the conclusions obtained and the
future work to be done.

2 ROBAUCO Project

"ROBAUCO - mobile, autonomous and collaborative robots” project’s main
objective is the generation of the technologies necessary for the development of
mobile robots able to carry out complex tasks with a high degree of autonomy
and capacity for collaboration. These robots, moreover, have to share tasks with
people in the most friendly and natural way possible.

ROBAUCO expects to materialise all these developments in a terrestrial robot
prototype which, in all probability, will be a test bank for solutions to emergency
situations such as forest fires, rescues, etc. In order to know the peculiarities and
skills these tasks require and thereby to orientate the prototype accordingly,
contacts have been made with SOS Deiak (the Basque Emergency Rescue Ser-
vice) and it is also expected to know other viewpoints from other autonomous
emergency services.

The project is one of six which, at a Spanish state-wide level, is being financed
by the State Office for Small and Medium Enterprises of the Ministry of Industry,
Tourism and Trade, through the programme of partnered projects designed to
stimulate a synergic effect from the collaboration of various technological centres.

3 Related Work

People detection and tracking is a popular topic in the computer science com-
munity. Several approaches have been tested, most of them based in some kind
of vision sensors. For example, color vision has been used [§], as well stereo [3]
or infrarred cameras [2].
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Multisensor approaches have also been developed, for example fusing stereo
and thermal images [4] or vision and sonar readings [6].

In [I] a person is detected and tracked in two different ways depending on
the sensor: the vision sensor detects the face and the laser detects the legs. A
fusion is made between these two modules. Though some papers deal only with
leg detection [I0], without relying in other sensors, they are comparatively rare
in the literature.

This paper describes a system for detecting legs and follow a person only
with laser readings. To increase the reliability of the detector, a Kalman filter
is implemented, as well as a procedure to recover when being stuck by a false
detection.

4 Hardware

The next section describes the hardware used for the experiments, including the
mobile robot and laser scan.

4.1 Mobile Robot

During the experiments a robuLABS( mobile robot has been used, with dimen-
sions of 772x590x475 mm and a weight of 125kg, as seen in Fig. [[l This mobile
robot, compatible with Microsoft Robotics Studio, is equipped with a Pentium
1.4 GHz, 512 MB RAM and multiple analog and digital inputs and outputs.

Fig. 1. Left: robulLAB80 mobile robot used in the experiments Right: Hokuyo laser

Besides the described hardware, the robulLAB80 has also been equiped with
different sensors and actuators such as bumpers, Hokuyo laser scan (described
later), security light and an ultrasound belt to fullfill the needs of ROBAUCO
project.

4.2 Laser Scan

The laser scan chosen for the leg detection task is a Hokuyo URG—O4LXE, as
seen in Fig.[Il This laser scan provides a measuring area of 240 angular degrees,
from 60 to 4095 mm in depth and 625 readings per scan.

! http://www.robosoft.fr /eng/
2 http://www.hokuyo-aut.jp/
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5 Propossed Approach

The proposed approach presents an architecture comprising several modules: a
leg detection unit, a Kalman filter unit and a control unit that receives results
from the other two modules and combines them to produce the final result. An
scheme of the architecture is presented in Fig.

Legdet?tchon Kalman Filter  fe—
un

Control unit

Fig. 2. System architecture

The leg detector has some similarity to the one developed by [I. In its paper,
given a set of laser readings in an instant, a leg pattern is defined as a sequence
of maximums and minimums, where there are some constraints between them.
In Fig. Bl from the paper above mentioned, the points P,, P,, P., P; and P,
define a leg. The constraints they use are of the type P, — P, > K, where P,
and P, are two of the points that define the pattern, and K is a constant. The
idea is to reflect the physical constraints (distance between feet, between a foot
and the background, etc.) that occur in the real world.

In this work, instead of implementing a leg detection system that only returns
detected and not detected states, the above mentioned constraints have been
extended to implement a fuzzy detector. The difference between marks P, — P,
is associated to the range of values permitted, as well as an optimum value that
it is considered to maximize the probability of being part of a leg. Constraints
are now of the form

if Py — P, = out of range then prob(detected) =0
else prob(detected) = P(abs((P, — P,) — optimum))

where @ is a function that assigns maximum value (one) when the difference
between marks reaches its optimum, and decreases when the value drifts from
the optimum, until it reaches a minimum of cero when the value is out of range.

Due to the exclusive use of laser readings (no other sensor is used), a Kalman
filter has been implemented to add reliability to the system.

To avoid the robot get stuck following something in the environment erro-
neously identified as a leg, when the robot is not moving for a predefined time
span, it starts to spin on its axis looking for other possible targets.
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5.1 Leg Detection Unit

The proposed system has implemented a leg model as a sequence of maxr —
min — maxr — min — maz, given the laser readings, as in [I]. The main
difference lies in the computation over those values. While in their work they
implement rules of all or nothing, we have chosen a fuzzy approach, where the
rules represent the likelihood of a characterist of a leg. Therefore, to estimate
the probability of a set of laser readings to be a leg, we have implemented several
measures over the readings at P,, P, P. and P; and P,, as seen in Fig.
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Direction of scan [deq]

Fig. 3. Leg pattern (Bellotto et al.)

Measures over the laser readings:

1. Likelihood of the distance between P, and P; supposed it is part of a leg
(distance between feet)

2. Likelihood of the distance between P, and P,., and between P. and P; (dis-
tance between legs and the background between them)

3. Likelihood of the distance between P, and P, (distance between right foot
and previous background)

4. Likelihood of the distance between P; and P, (distance between left foot
and posterior background)

The function @ introduced above has been implemented for every measure in
the following way:

For measure 1: there is a value that is considered optimum, and a minimum
and mazimum, both of them defining the range lenght. Therefore,

0 if x <= minimum
(z — minimum) /(optimum — minimum) if £ > minimum A x < optimum
D(z)= 1 if x = optimum

(mazimum — x)/(mazimum — optimum) if x > optimum A z < mazimum
0 if x >= mazimum
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For measure 2, 3 and 4: there is a threshold value, for which the values above
it are asigned a maximum probability, and a minimum value, with the same
meaning that in the previous measure.

0 if x <= minimum
&(z)=¢ (x — minimum)/(threshold — minimum) if x > minimum A x < threshold
1 if & >= threshold

The overall probability of a leg is computed as a combination of these four
measures, each of them ranging between 0 and 1. So far only an arithmetic
average has been tested, taking into account that when one of the component
values is zero, the probability of the resulting combination is zero too.

5.2 Kalman Filter Unit

The next quation shows the known Kalman filter formulas:

x(k) = Ax(k—1)+w(k - 1)
y(k) = Cx(k) + v(k)

where x(k), x(k — 1) are the state vectors at time k and k — 1, y(k) is the obser-
vation vector at time k, w and v are the noises on the state and the observation
respectively. A and C are matrices specifying the state and measurement mod-
els for the considered system. The Kalman theory gives the equations for the
optimal estimate X(k + 1|k) given the statistics of the system and observation
noises.

In the case of the leg tracking addressed in this paper, the next state vector
x=[a w]" and observation vector y = [ ]T are defined where a is the angle
of the detected legs and w defines the angular velocity of the leg position. The
covariance of the state and measurement noises are estimated directly from data.

During leg tracking, a Kalman filter is instantiated when legs are detected
and it is used to predict leg’s position in the next time step. This Kalman filter
is iteratively updated with the new leg position provided by the Leg detection
unit. On the other hand, when the Leg detection unit provides no output (legs
are lost) the Control unit feeds the Kalman filter with its own (Kalman filter’s)
predictions to update it, allowing further predictions.

5.3 Control Unit

Finally the Control unit combines the information provided by both the Leg
detection unit and the Kalman filter unit. Initially it compares the difference be-
tween the detected leg position (cvget) and the Kalman filter’s prediction (g aim)-
If the difference is below a threshold K, the output from the Leg detection unit
is accepted. On the other hand, if the difference is greater than the threshold K,
the detected leg position is analysed. If the positions’ confidence rate (Con fget)
is greater than threshold P, the detected leg position is accepted, otherwise the
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Kalman filter’s prediction is the chosen position. A summary of the process is
shown in formula ().

Adet if ‘adet - aKalm| <=K
Qreturned = Qdet if ‘adet - aKalm| > KA Confdet > P (]-)
A Kalm if ‘adet - CU(tzlrrz| > KA Confdet <P

Apart from the previous information fusion, the Control unit also feeds and
updates the Kalman filter when no leg is detected. For security reasons, if no
leg is detected for a period of time (around 1-2 seconds) the Control unit stops
updating and predicting by means of the Kalman filter and starts a new leg
search process.

6 Experimental Set-Up

To assess the performance of the built system, an experimental setup in a man-
ufacturing scenario has been devised as it is shown in Fig. @

The manufacturing plant is a real manufacturing shop floor where machines
and humans share the space in performing production activities. With regard
to the exploration purposes the shop floor can be characterised as an indus-
trial environment, with multiple machines, tools and materials in unpredictable
arrangement.

The experimental method comprises several runs along a path of about 30
meters with different ambient conditions (given by the daily changing activity),
pace of walking and different people.

The laser readings have been restricted to the range between —45° and 45°,
to avoid calculations over readings that are far away from the natural path of
the robot. Denoting the definition of the @ function (as defined in the previous
section) corresponding to the measure number ¢ as @;, the following values have
been taken in our experiments:

Fig. 4. Manufacturing plant and path covered in the experiments
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— @1: Optimum: 50 cms Minimum: 5 cms Maximum: 150 cms
— @5: Threshold: 75 cms Minimum: 5 cms
— @3: Threshold: 75 cms Minimum: 5 cms
— @4: Threshold: 75 cms Minimum: 5 cms

With respect to the thresholds K and P defined in the Control unit section,
a value of 5 angular degrees has been selected for K, and a confidence rate
(probability of a leg) of 0.40 has been selected as value for threshold P.

Once a person (their legs) is detected, the robot moves in its direction, not
approaching more than a predefined security distance. In these experiments, the
distance has been of 100 cms.

7 Experimental Results

Fig. Bl shows the graph corresponding to one of the experiments (all the experi-
ments show a similar pattern). The number of times the path has been covered
has been of five, and the number of people involved in the experiment of three.
The graphs show time in milliseconds against distance and angle from the robot
to the person. This distance has been measured from the laser readings. As it
can be observed, the robot tries to keep the distance around that value, main-
taining it in a range of 1-1.5 meters most of the time. The times the distance

Human-Robot distance (laser readings)

Distance {m)
b
-

2 3 2
ERAahf bt A R e e S Rt e R e R S b S

Human-Robot angle (laser reaclings)

Angle tdegreas)

Fig.5. Graphs depicting the distance and angle the robot maintains through an
experiment
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is bigger is due to the human walking too fast for the robot to follow him/her.
In the same way, it is observed that the measured angle lies between —10° and
10 ° most of the time, which represents the lateral movements of the robot when
the person is not moving straight forward. As expected, the laser readings are
not 100% reliable, as is shown by the appearance of some peak noise around the
500 milliseconds mark.

The system has shown to be robust, losing its track only in cases when the
person walks so fast that the person disappears from its sight, or when the
person walks close to glasses, which are difficult for the laser to deal with. Even
in these adverse conditions, the system is able to recover itself pretty fast when
the person locates in front of it again.

The distance between the person and the robot, as measured by the laser
readings, always lies over the minimum security distance, and even when the
robot loses the person’s track and the subject has to put him/herself in front of
it, the robot is able to recover the track before colliding.

8 Conclusions and Future Work

In this paper a prototype of a robotic system to assist emergency personnel in
rescue tasks has been presented. Specifically a leg detection architecture has been
developed, including a tracking system to improve its reliability. Experiments
have also been carried out to test the leg detection system, yielding good results.

A robotic mobile platform integrating this leg detection architecture has been
developed, in which the robot movement will be directed by the user. Current
experiments show a good performance in a real industrial shop floor.

As further work, there are two interesting paths to follow. On one hand, leg
detection could be improved adding new features to track as well as adjusting
the probabilistic framework used. On the other hand, the tracking system could
also the modified, studying the use of other estimation algorithms as extended
Kalman filters or particle filters to observe their efficiency in the posed problem.

This research has been supported by the PROFIT project ROBAUCO FIT-
170200-2007-1, funded by the Spanish Government, and by the ETORTEK
project TEReTRANS, funded by the Basque Government.
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Abstract. We outline a web personal information mining system that
enables robots or devices like mobile phones which possess a visual per-
ception system to discover a person’s identity and his personal informa-
tion (such as phone number, email, address, etc.) by using NLP methods
based on the result of the visual perception. At the core of the system
lies a rule based personal information extraction algorithm that does not
require any supervision or manual annotation, and can easily be applied
to other domains such as travel or books. This first implementation was
used as a proof of concept and experimental results showed that our
annotation-free method is promising and compares favorably to super-
vised approaches.

1 Introduction

This paper outlines our RENS personal information mining system. RENS was
originally inspired by the scenario of a receptionist robot who determines the
identity of a person by using a facial recognition process coupled to a web search
process. To be able to focus on the aspect of personal information mining, we
assume the existence of a functioning facial recognition system capable of col-
lecting, for a given target person, URL-image pairs: pairs of a URL and an
image such that the URL’s page contains at least one identifying image, i.e., an
image of the person’s face. A URL-image pair indicates the mapping between
a web page and its containing identifying image and therefore enables us to
combine web mining and facial recognition technologies. After analyzing these
URL-image pairs and their retrieved web pages, the system searches the web for
the person’s information and generates a business card for him as output.
The RENS system attempts to address the following three issues:

1. How to ascertain an unknown person’s identity using given URL-image pairs
2. How to extract personal information from an HTML page
3. How to select the right personal information for a particular person

For the purposes of our system, the identity of a person is defined to include his
name and his organization. The personal information of a person is defined by
the typical information shown on a business card, including address, email, tele-
phone, fax number, title and position. We define a personal information record

M. Xie et al. (Eds.): ICIRA 2009, LNAI 5928, pp. 43 2009.
© Springer-Verlag Berlin Heidelberg 2009
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(or simply, record) as an area with high density of personal information about a
particular person on a web page.

The RENS system has three main components: Personal Identity Ascertain-
ment (henceforth referred to as PIA), Records Extraction (RE), and Records
Selection (RS). Each of the three components addresses one of the problems
listed above. The PIA component ascertains a person’s name and organization
by applying a named entity recognizer to the relevant text contents of web pages
that contain identifying images. The RE component moves through the DOM
tree of a web page and extracts records by applying a rule-based algorithm.
The RS component selects the best records matching a particular person by
calculating and sorting the records’ confidence scores based on cosine similarity.

Empirical evaluations were conducted on web pages related to people working
in academia as their personal information is often freely available online. Exper-
imental results show that the methods proposed in this paper are promising.
Our two main contributions are: (1) an investigation of the concept of personal
identity ascertainment with given URL-image pairs and (2) the development of a
simple but powerful rule-based records extraction algorithm. This paper is orga-
nized as follows: Sec. 2 reviews related work. A description of the RENS system is
given in Sec. Bl Results of the evaluation are discussed in Sec. @l Sec. [l provides
conclusions and an outlook on future research.

2 Related Work

Prominent work in personal information mining includes the work of Tang
et al.[I] and [2]. Their system ARNETMINER aims at extracting and mining
academic social networks. The ARNETMINER system focuses on extracting re-
searcher profiles from the Web automatically, integrating the publication data
from existing digital libraries, modeling the entire academic network and pro-
viding search services on this academic network. Although extracting researcher
profiles is only a component of ARNETMINER, it does similar tasks as the RENS
system using a different approach. It first collects and identifies a person’s home-
page from the Web, then uses a unified approach to extract the profile properties
from the identified document [I]. As it supports search for experts, which is sim-
ilar to search for persons, it is taken as the baseline system in the evaluation
of RENS. Yu et al.[4] discuss extracting personal information from résumés in a
two step process: first, segmenting a résumé into different types of blocks and,
second, extracting detailed information such as address and email from the iden-
tified blocks.

In addition to work directly concerning personal information mining, it is worth
discussing research related to the underlying techniques used by RENS. RENS ex-
tracts information by walking through the nodes of a DOM tree. Such a DOM
tree based extraction approach was first introduced by Gupta et al.[3]. Their ba-
sic idea was to use the links-to-text ratio and remove nodes with a high ratio in
order to extract general web content from different domains. Prasad et al.[5] used
a similar DOM-based heuristic applied to news stories. Kim et al.[6] suggested
extracting information from DOM trees using tree edit distance.
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Another aspect of the RENS system is its use of wrappers. A wrapper ex-
tracts data (including unstructured, semi-structured and structured data) from
web pages and turns the data into a self-described structured representation for
further processing. Liu et al.[9] proposed a novel algorithm that is able to dis-
cover noncontinuous data records and uses partial tree alignment to integrate
data records. In another paper, Liu et al.[8] also proposed a two-step extrac-
tion approach by first identifying data records without extracting data and then
aligning data items to a schema.

3 System Description

Figure [[ shows an overview of RENS. In addition to the PTA, RE and RS com-
ponents mentioned in Section[I], there are 3 smaller components: preprocessing,
the information source builder (ISB) and card generation. We describe these 6
components in turn.

3.1 Preprocessing

The preprocessing step takes a file containing several URL-image pairs as input,
and retrieves the corresponding web pages. We call these pages “seed pages”,
which we use as a starting point to discover the identity and relevant personal
information of a person.

3.2 Personal Identity Ascertainment (PIA)

The PIA component determines a person’s name and information related to his
organization by applying the STANFORD NAMED ENTITY RECOGNIZER(SNER)
to the relevant text contents on each seed page respectively. The texts of a
seed page are relevant when they describe the page’s identifying image, like the
image name, the text adjacent to the image, the image’s alt text, the page meta
information, title and so on. Because SNER is case-sensitive, espacially with
person names, and because the texts online are often informally edited, we need
to ensure the capitalization of letters is correct in order to increase the accuracy
of the named entity recognition. We used a very simple heuristic: if a token is
found having a capitalized first letter, then all the occurences of this token will
be enforced to have their first letter capitalized. SNER, tags proper nouns as
PERSON, ORGANIZATION or LOCATION. Anything tagged as a PERSON
could possibly be the person name we are interested in. We found that simply
taking the most frequently occurring PERSON name resulted in poor results. In
our case, a name having occurred 10 times but only in one document (here a seed
page) is often less important than another name with an occurence of one time in
7 documents respectively. The high document frequency suggests a high global
accordance to the initial information provided by seed pages. Thus, we picked
the entity with the highest score according to the formula: 0.99 x df + 0.01 x ¢f
where df refers to the document frequency (where a document is defined as
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Fig. 1. RENS System Architecture. The 6 main components are highlighted in blue. If
there is no record found, system output is the identity of the person. If records are
found, the system outputs a business card in XML format.
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the text content of a seed page), or number of documents in which a name
occurred, and cf refers to collection frequency, or the number of times a name
occurs among all the documents. Having attained the person name, one can
use pointwise mutual information to find the best matching organization phrase
corresponding to the person name. Organization-type named entities are indexed
as bigram and trigram phrases; we do this because in a unigram representation,
the weighting formula would give too much weight to stop words like “of” and
“for” (which are semantically empty, but occur frequently in ORG names). In
addition, the key words of organizational names are often phrases of length 2 or
3. The mutual information between person and organization phrases is calculated
in the following manner:

P(p,o)

MI(p,O) :logw

(1)

where p stands for person name and o for organization phrase. P(p) is the nor-
malized document frequency of p, P(0) is the normalized document frequency of
o, and P(p, o) is normalized document frequency of joint occurrences of p and o.

3.3 Information Source Builder (ISB)

This component has two purposes. First, it uses two search queries (one is the
person’s name, where possible the full name, another is the combination of the
person’s name and the organizational association that was also found in the
PIA component) and the Google AJAX search API to get the top 10 ranked
pages respectively for each query. The seed pages and new pages found during
the search represent the information source collection. Second, the ISB removes
repetitive or useless (not containing the person name found in the PIA) web
pages from the collection.

3.4 Records Extraction (RE)

This component uses the information source collection, namely the output of
the ISB, as input. For each page in the collection, it traverses the corresponding
DOM tree, annotating all nodes with the personal information features of a par-
ticular language, like the ones for US. english mentioned in Table 1. It then uses
a local extraction strategy to extract personal information records. The output
of this component is a collection of all possible records that are detected from
the pages in the information source collection. A recursive bottom-up extraction
algorithm we developed in this project is given in Figure[2l The extraction pro-
cess starts from the <html> node which is the root of an HTML DOM tree, and
computes a weight for each node inside the DOM tree. This weight is the ratio
of the text which can be classified as personal information compared to all the
text in the node. When this ratio exceeds a predetermined threshold (empirically
determined to be 0.13 for our task), we classify the node as being a potential
personal information record.
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Table 1. Personal information features: Attributes and Indicators of US. English

Attributes Indicators
Email: email, netmail

e-mail, mailto - - -
Telephone: telephone, tel, call,

mobile, phone, cellphone - - -

Fax: fax, telexfax,
facsimile - - -
Address: department, avenue, Ave.,
building, room, office - - -
Website: homepage, website, url - - -
Title: professor, Ph.d - --

Position: CEO, CFO, dean,
chief, coach - - -

1 PROCEDURE recordsExtractor (aNode, threshold)

2

3 new Set attributes

4 new Set indicators

]

[ add the indicators detected from

7 aNode into Set indicators

g

9 add the attributes detected from

10 aNode into Set attributes

11

12 List children = get children of aNode

13

14 FOR EACH aChildNode in children

15 recordsExtractor (aChildNode, threshold)

14 add attributes of aChildNode into Set attributes
17 add indicators of aChildNode into Set indicators
i8 END

19

20 IF amount of attributes > 1 THEN

21 weight = proportion of indicators in the node text
22 IF weight > threshold THEN

23 aNode is a record.

24 END IF

25 RETUEN attributes and indicators of aNode;

26 END IF

27

28 END PROCEDURE

Fig. 2. The algorithm of the personal information records extractor
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Computing this ratio therefore depends upon being able to classify text as
containing personal information or not. Recall that personal information is the
typical information shown on a business card. A unique property of this kind of
information is that there are often obvious words and patterns which strongly
indicate its presence. We manually developed a set of these ‘indicator words’ for
US English, a subset of which is listed in Table [l

Indicators are not limited to words, but also include regular expressions that
identify personal information including email addresses, zip codes, telephone and
fax numbers. These regular expressions and indicators are not only used to com-
pute the above-mentioned ratio, but also to annotate a node as containing a
particular kind of personal information. If an indicator occurs in a node (includ-
ing its children), the node is annotated with this indicator and the indicator’s
corresponding attribute. The weight of a node is thus formalized to eq.[2 ¢ is a
node inside a DOM tree.

_|/indicators in t ||

ight(t) = ]
werg () H words in t || ( )

In order to prevent a node with very high weight but only one attribute from
being taken as a record, we require that a record have at least 2 attributes.
However, not all attributes strongly indicate a personal information record. At-
tributes like position or title can occur within any node in a DOM tree, because
their indicators like “Professor” or “CEO” could be mentioned anywhere on a
page with a person name. On the other hand, particular email, fax, telephone
or address patterns are very suggestive (in particular, the ZIP code pattern), so
they are good attributes to identify a record. Thus, besides the weight, another
precondition to be a record is that a node should have at least 2 good attributes.
In addition, we count the attributes and indicators in a boolean model which
means no attribute gains any additional weight beyond its first occurrence. We
do this to dampen the weight of large nodes like <html> which may have more
than one record as child nodes. If nodes that have 2 good attributes and exceed a
predefined threshold are all chosen for records, we would have much redundancy,
due to the nested structure of HTML pages. By eliminating the nested records,
we finally attain the mutually exclusive personal information records on a page.

3.5 Records Selection (RS)

The records selection component calculates and sorts the confidence scores of
the records, and outputs them in sorted order. Scoring uses cosine similarity:

TP
SIM(R, P) ] (3)
In eq. Bl the vectors » and p are TF-IDF representations of the record R and
the seed page P, respectively. The cosine measures the similarity between r and
p, and therefore shows how likely the record R relates to the person described
on the seed page P. As there are multiple seed pages (P, Py, Ps, ..., P,), the
confidence score of the record R is the overall similarity and is calculated using:
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score(R) = Z SIM(R, P;) (4)
i=1

3.6 Business Card Generation (BCG)

The card generation component takes records as input and generates business
cards in XML format as output. We predefined a business card template that is
coposed of 5 slots:

person name, fax, telephone, address, academic title or position.

The person name slot is filled with the name we have found in personal identity
ascertainment component. For the other slots, we use pattern matching and
heuristic methods as annotating a DOM tree node mentioned in Section 3.4. In
the end, the business cards are generated in XML format with JDOM.

3.7 Assumptions and Preconsiderations

As the system does not include an actual face recognition system, we have to set
certain limitations on the test set used as input. Existing face recognition tech-
niques are not perfect. To account for this deficiency and to simulate a real world
scenario, we assume there are a few misleading URL-image pairs, containing infor-
mation of “wrong” persons. Thus, our first, arbitrary assumption is that the error
rate of the input URL-image pairs is 30%. The experiments are performed on web
pages related to academics, a useful limitation as their personal information can
be easily found online. To reduce complexity, we experimented only on web pages,
not including files of other formats like pdf or MS Word. In future , there will be
more investigations on these types of files. Finally, we assume that the person we
are searching for has only one unique social identity. It is still unclear how to deal
with people who have multiple social identities (a mathematician can also be a
musician), and who have different personal information during different periods
of time. We left further discussions of this problem to future work.

4 Empirical Evaluations

The evaluation consists of 3 tests:

1. Records Extraction Test: Given a web page, RENS decides whether the page
contains records. If the page contains at least one record, it extracts all
detected records from the page.

2. Personal Identity Ascertainment Test: Given a set of URL-image pairs, RENS
ascertains the name of the person who the set points to. If no full name exists,
it finds the first or last name.

3. Evaluation of the RENS System: Given a set of URL-image pairs, RENS finds
the records best matching the target person.
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The evaluation was designed to measure the accuracy of the RENS system in the
framework of the tests defined above.

The records extraction test was performed on 815 web pages. 15 of these
do not contain any records directly but have links to contact pages containing
records. If RENS detects the records from the contact page of such a test page,
we score this instance 1, else 0. In the other 800 web pages that do not have a
linked contact page, 500 of them contained at least one record (most of them
containing exactly one record). If records of a page are returned, we assign a
score of 1 else 0. The other 300 test pages do not contain records. In this case,
when the RENS system (correctly) returns no records, we score the instance with
1, else with 0.

For the personal identity ascertainment test and the RENS system test, we used
100 test sets. Each set is composed of 9 URL-image pairs, 3 of which are related
to wrong persons, according to the 30% input error rate. In the personal identity
ascertainment test, we checked manually whether the output person’s name cor-
responds to the target person. If correct, accuracy is 1, else 0. In the last test, the
RENS system test, we check how accurately RENS could find personal information
on that particular person. The evaluation metric for this test is given below.

4.1 Metrics

The metrics used to evaluate our system are fine-grained accuracy and coarse-
grained accuracy, both of which take a value between 0.0 and 1.0. The coarse-
grained accuracy is computed by taking the ceiling of the fine-grained accuracy.
The fine-grained accuracy is computed as follows:

— Case 1 there are information records available for a particular person. If
the best record is returned at the first place, the fine-grained accuracy is
1.0, second place 0.8, third 0.6, fourth 0.4, fifth 0.2. After 5th place, the
fine-grained accuracy is scored 0.0.

— Case 2 no information record is provided for a particular person. If no cards
are returned by the RENS system, fine-grained accuracy is 1.0, else 0.0.

4.2 Baseline

As a personal information mining system, the RENS system was compared with
the ARNETMINER system’s expert search component. The ARNETMINER imple-
ments the process in three steps: relevant page identification, preprocessing, and
extraction. Given a researcher name, they get a list of web pages by a search
engine (we use the Google API) and then identify the homepage/introducing
page of the researcher and in the end they extract personal information by using
machine learning methods[I].

4.3 Results

Records Extraction Test. For the 500 pages containing records, RENS has an
accuracy of 91.2%, for the 300 pages without records 93.33% and for the 15 em-
bedded contact pages 80%. It reaches an average accuracy of 91.4% on the 815
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test pages. Personal Identity Ascertainment Test The test result showed an ac-
curacy of 96% for the PTA component. RENS System Test If the best record could
be found in one of the seed pages, the result of the RENS system is exceptional
with a fine-grained accuracy of 89.6% and a coarse-grained accuracy of 92%. As
a comparison, the result of ARNETMINER is 81.6% and 92.0% respectively. If no
record of the person is given in the seed pages, the performance of RENS drops
down to a fine-grained accuracy of 72.0% and coarse-grained accuracy of 80.0%.
In this case, ARNETMINER has 93.6% fine-grained accuracy and 96.0% coarse-
accuracy. The average performance of RENS is 80.8% of fine-grained accuracy
and 86.0% of coarse-grained accuracy, while ARNETMINER has 87.6% and 94%
respectively.

4.4 Discussion

Records Extraction. The extraction test failed for 8.8% of the 500 pages that
contain records, mainly because the shortcomings of the local extraction strat-
egy cause false negatives. If a node contains many other text elements besides
all the right personal information we need, its weight becomes too small to pass
the threshold test. As a result, this node will not be classified as a record. A
possible remedy for this weakness is to take the change rate of personal informa-
tion into account. Inside a node, when entering the area that contains personal
information, the number of indicators increases very quickly; upon leaving, the
increase rate slows down and eventually approaches 0.

Of the 300 pages that did not contain any records, 7.67% were classified
incorrectly. These errors were often numbers with a pattern identical to phone
and fax numbers. This is a direct result of the use of regular expressions in the
annotation of personal information. Additionally, some people have a separate
contact information page that is linked from the main page and contains most
of the personal information. To address this problem, RENS uses Google search
to acquire additional information beyond the seed pages. The pages found in
this manner usually contain the required information or, at worst, link directly
to them. In the second case we could use simple regular expressions to extract
the contact links. The test result was 12 out of 15 contact pages detected and
extracted correctly with an accuracy of 80%. Our approach of records extraction
needs many improvements to get a better performance. In many cases, it can
not extract all the personal information at one time but requires post processing
steps. However, the test result still indicates it is a simple but reasonable way
to extract personal information.

Personal Identity Ascertainment. The error rate of 4% proves the high perfor-
mance of the Stanford named entity recognizer and also the efficiency of our
method. The two exceptions that were not found by our method are both Ital-
ian names. For the Asian names within our test set, the Stanford named entity
recognizer shows a very high accuracy of 100% in recognition.

Rens System. If the seed pages contained the best record already, RENS had a
slightly better result in fine-grained accuracy. In some cases, ARNETMINER does
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not find any correctpersonal information, mainly because its strategy is based on
finding a person’s homepage or profiling first and then extracting his information.
On those people who do not have a valid homepage or never published their
personal information right on their homepage or whose personal information is
in an embedded contact page, ARNETMINER does not perform very well. RENS,
in contrast, does not select the homepages as its only source for extraction, thus
performing better in the same situation.

However, RENS’s performance was lower when the right personal information
record was not included in the seed pages. This is probably because the search
term is not good enough, or in many cases, false positive. If a person does not
have his personal information available online, but a related person does, the per-
sonal information of this related person will be returned. We have not found a
satisfying solution to this problem yet. ARNETMINER performed very well in this
case. As a mature academic search engine project, it receives its search term by
user input, providing an advantage at the level of search terms and its machine
learning extraction approach is often more accurate on a large scale corpus. In
the future, we can also apply our automatic annotation methods to prepare a cor-
pus for machine learning approach. Although ARNETMINER has an advantage in
search term correctness, in contrast to RENS it requires name disambiguation as a
large-scale academic search engine. Thus we consider our comparison to be fair.

5 Conclusion

We have presented a methodology for combining facial recognition and web min-
ing technologies enabling a robot to determine a person’s identity and his per-
sonal information based on visual perception. We have also implemented a simple,
yet modular algorithm to extract data records like personal information from web
pages. We have tested and compared the resulting, fully automatic system based
on heuristics against ARNETMINER, which uses a machine learning approach and
needs large labeled training sets. Our simple rule-based approach has shortcom-
ings in accuracy, but delivers a good approximation and shows that our proof of
concept is successful. There are a lot of potential future directions of this work.
Name disambiguation is crucial to the performance of the system for large scale
mining. Further interesting avenues for research are the discovery and interaction
of different social contexts, like a person’s information as a mathematician vs. as
a musician and ensuring that the information mined is up to date.
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Abstract. This paper combines the novel concept of Fuzzy Gaussian
Inference(FGI) with Genetic Programming (GP) in order to accurately
classify real natural 3d human Motion Capture data. FGI builds Fuzzy
Membership Functions that map to hidden Probability Distributions un-
derlying human motions, providing a suitable modelling paradigm for
such noisy data. Genetic Programming (GP) is used to make a time de-
pendent and context aware filter that improves the qualitative output of
the classifier. Results show that FGI outperforms a GMM-based classi-
fier when recognizing seven different boxing stances simultaneously, and
that the addition of the GP based filter improves the accuracy of the
FGI classifier significantly.

1 Introduction

The process of behaviour understanding is usually performed by comparing ob-
servations to models inferred from examples using different learning algorithms.
Such techniques presented in [I] and [25] can be used either in the context of
template matching [4], state-spaces approaches [27], or semantic description [21].
Our application domain is focused on sport, and more precisely, boxing. We have
discarded template matching as it is generally more susceptible to noise, varia-
tions of the time intervals of the movements, and is viewpoint dependent [25].
We are not interested in a pure semantic description as we need to analyse and
evaluate a boxing motion in a relatively detailed way. We therefore focus on
identifying static states during a motion (state-spaces approach). Convention-
ally, machine learning techniques in use for solving such problems vary from
dynamic Time Warping [3], to Hidden Markov Models [20], Neural Networks
[10], Principal Component Analysis [26], or variations of these techniques. This
study presents a novel machine learning technique tested in the application do-
main of behaviour understanding, that is to say the recognition and description
of actions and activities from the observation of human motions. It introduces a
different method that allows us to build from learning samples fuzzy qualitative
models corresponding to different states. An automated way to generate fuzzy
membership function is proposed[13]. It is applicable to biologically “imprecise”
human motion, by mapping an estimation of centroid and range from a cumula-
tive normal distribution to a membership function. In order to introduce a time
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dimension, instead of using a Mangmani-typed rule-based like in [2], we use
Genetic Programming to build fuzzy rules that filter and refine the qualitative
output. First the human skeletal representation in use will be described, then the
process by which stances are recognized (Guard, Jab, Cross, Lower Cross, Lower
Jab, Right Hook, Left Hook, Lower Left Hook, and Right Uppercut) with fuzzy
membership functions, then some mathematical properties of this technique, and
finally, experimental results will be presented and discussed.

2 Human Skeletal Representation

We use the widely spread .BVH motion capture format [24] in which a human
skeleton is formed of skeletal limbs linked by rotational joints. It uses Euler angles
to quantify rotations of joints having three Degrees of Freedom. This system is
not perfect (Gimbal Lock is a possible issue), but allows to gather data easily
when using motion capture while keeping track of subcomponents such as the
rotations of individual joints. The following choices and assumptions are made:

— Knowing that motion capture data cannot give absolutely exact skeletal
displacements of the joints [8] due to soft tissues movements, this work simply
seeks to use it to obtain an approximation which would be good enough to
characterize the motion.

— The body is simplified to nineteen main joints and it is assumed that this
number is sufficient to characterize and understand the general motions of a
human skeleton performing boxing combinations.

— Each joint is seen as having three degrees of freedom. The rotations of such
joints are represented by Euler ZXY angles. A joint rotation is therefore
characterized by three rotation angles Z, X and Y given in degrees by the
.BVH motion capture format sampled at the speed of 120 frames per second.

In practice, for every frame, our observed data takes the shape of a nineteen-by-
three matrix describing ZXY Euler Angles for all nineteen joints in a simplified
human skeletal representation. In other words, 57 continuous variables (each
between 0 and 360) characterize a stance at any time.

3 The Learning Method: Fuzzy Gaussian Inference

To learn to recognize a stance, a model needs to be extracted (here a fuzzy
membership function) for this stance from learning data. This stance is later
identified during a motion by evaluating the membership score of the observed
data with respect to the learned model. This section will first describe the novel
process by which a fuzzy membership function is generated: Fuzzy Gaussian
Inference. Finally, it will show how the degree of membership of observed data
to a given template is computed.
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3.1 Model Generation

The fuzzy linguistic approach introduced by Zadeh [28] allows us to associate
a linguistic variable such as a “guard” stance with linguistic terms expressed
by a fuzzy membership function. Using a trapezoid fuzzy-four-tupple (a, b, a, 3)
which defines a function that returns a degree of membership in [0,1] (see equa-
tion [Il) seems to be more interesting as there is a good compromise between
precision and computational efficiency (compared with, for example, the trian-
gular membership function).

0 r<a—a«
alz—a+a)r€la—a d

p(e) =4 1 zela b 1)
B7lb+B—x)xeb b+0]
0 r>b+

Frames identified as “Guard” of membership equal to one are used as learning
samples. The identification of these example data is made by a system similar
to Reverse Rating [22], which is to say that, in our case, an expert (a human
observer) is asked to do the following: identify a group of frames whose motion
indicates a stance that possesses the degree 1.0 of membership in the fuzzy set
“Guard”. Once these learning data are obtained, a fuzzy membership function
can be generated. Many kinds of procedures for the automated generation of
membership functions can be found in the literature[LT] [14] [15] [23] [7][19]. So far,
one downside of such techniques has been the difficulty to link the notion of fuzzy
membership to the notion of probability distribution. One noticeable attempt
to link both concepts in the generation of membership functions has been done
by Frantti [9]in the context of mobile network engineering. Unfortunately, this
approach is relatively limited as the minimum and maximum of the observed
data are the absolute limits of the membership function. As a consequence, such
a system ignores motions which are over the extremum of the learning range
of the examples. This work presents a method that overcomes this problem
by introducing a function that maps the probability that values fall within a
given cumulative normal distribution to a degree of membership. This relies on
the assumption that, for a population of samples representing a given motion,
the Z, X and Y Euler angles characterizing the motion tend to be normally
distributed. Assuming that the space of known boxing motions is informationally
structured by these hidden Gaussian Distributions, there is a need to build fuzzy
membership functions that map to these underlying structures. The mapping
from probability distribution to membership score is done by examining the
range and center of density of the learning data for one specific motion. In
our experiment, there is a limited number of motion capture learning samples
of a given stance (let us say a defensive posture called “Guard”). Looking at
each Euler angle Z, X, Y for every joint j for this type of motion, it can be
observed that, in our training sample, each Euler Angle e in each joint has
a global minimum and maximum. This range is defined between minimum and
maximum of the learning sample as the range (e, j) of degree of membership one
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in the fuzzy set “Guard”. Knowing the size of our training sample, it is possible
to estimate how much the range of our learning sample represents compared
to the range of all possible guards. For example, if the range of our sample
represents around 68.2% of the maximum range of all possible guards (y =
0.682), then there is a degree of membership 1 for two standard deviations (one
on each side) on the population maximum range. This means that the rest of the
distribution that will have membership inferior to one will take three remaining
standard deviations on each side. To summarize the salient points of our method,
considering the range and center of density of the learning sample, the shape of
a fuzzy membership function will be defined by the following four factors:

— The maximum number of standard deviations covered by the fuzzy mem-
bership function. In this example, the maximum range is approximated by
assuming that it is four standard deviations away in both directions from
the mid-point of the range of membership one. This will define the length of
the base of the trapezoid shape.

— Depending on the cumulative normal distribution evaluation defining the
parameter v, a portion of the four standard deviations representing the total
range will be allocated to the membership-one-range and the remaining part
will be allocated to the lower membership degrees. This will define the length
of the top part of the trapezoid shape(see Figure [T).

a  682% b
o T ) B
1 _

Membership
-1 2

a 97.5% b

Fig. 1. Influence of the cumulative normal distribution parameter on the shape of the
fuzzy membership function

— The average of the means is extracted out of each learning sample. This will
correspond to the centroid of the data samples of membership one.

— While the distance |(b+ 3) — (a — «)| will be constant, a — « and b+ § will
be shifted to the side proportionally to the way the centroid is shifted from
the midpoint(see Figure ] and equation B]). This will shift the base of the
trapezoid shape to either side.
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Fig. 2. Moving the centroid shifts the distribution and deforms the fuzzy membership
function
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Fig. 3. A Typical set of Rules Generated by GP

For example, if the centroid is at the same position with the middle of the
membership-one-range (e, j), and this range is evaluated as representing
95% of the maximum theoretical range, then our fuzzy membership function
will be symmetric (&« = § = 2 standard deviations on each side of the
membership-one-range). The centroid ¢ and the constant p are such that :

le—al = px[b—al (2)

Let this range be evaluated as representing 95% of the global theoretical
range, then the fuzzy membership function would be shifted to the left such

that : a o ( 8
a=(1—p)x(a+
{ﬂ:uxm+ﬂ) ®)

3.2 Membership Evaluation

Our observed data take the shape of a nineteen-by-three matrix describing ZXY
Euler Angles for all nineteen joints. One evaluates how close this matrix is from
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a “Guard” stance by calculating the degree of membership of every Euler Angle
in every joint (we have previously built a fuzzy-4-tuple corresponding to the
“Guard” stance for every one of these Euler angles), and then, an average mem-
bership score is computed. This approach could probably be improved in the
near future by introducing weighted average for certain joints (for example, the
position of the elbow might be more important than the position of the knee
when in guard). If a frame has a high membership score for several fuzzy sets, an
order of preference of these sets can be established by comparing the Euclidian
distance of the observed data to the centroid of each fuzzy set.

4 Mathematical Properties

Fuzzy Gaussian Inference (FGI) does not have the problem linked to dimension-
ality reduction of methods such as PCA as we keep the initial number of dimen-
sions when building the model. The method decomposes what would normally
be a Gaussian Mixture of a number = of m-dimensional Normal distributions
into = X m Fuzzy Membership Functions. In this study nineteen 3-dimensional
rotation continuous data are used to produce 19 x 3 = 57 fuzzy membership
functions. The flexibility of a machine learning method is generally determined
by how successfully it can be applied to different application domains. Empiri-
cally speaking, making use of supervised machine learning techniques generally
involves testing a data sample with different parameter values in order to reach
an optimal combination leading to a maximized performance of the given sys-
tem. Two of the contributing factors to the degree of usability for such methods
are the number of parameters in use and the sensitivity the system exhibits to
slight variations in parameters values. In other words, if our classifier is param-
eter dependant like most machine learning techniques, we want to know what
is the relationship between the parameters, and how do variations in these pa-
rameters influence the overall system performance. Fuzzy Gaussian Inference is
based on two parameters which, combined with input data, produce a classifi-
cation with a certain degree of accuracy. The first parameter is the evaluation
of the “relative size” of our sample. Intuitively it could be defined as the ratio
of the correct “guard” movements the learning sample represents over the range
of all possible correct “guard” movements. This number would be a percentage
lying in the interval |0, x[ where & is the percentage of values within 8 standard
deviations. This ratio is transformed into a z-score n. To be more precise, this
ratio represents the average over z x m dimensions of the area under the bell
curve between p—no and p+no in terms of the cumulative normal distribution
function ¢ given by:

6(n) — 6(—n) = 20(n) =1 = erf (n/V2)) 4)

where er f() is defined as the error function such that:

2 [T
erf(x)—ﬁ/o e " dt (5)
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The z-score n can therefore be deduced from the parameter by using the inverse
error function. The second parameter is a ratio representing the membership
threshold in use with the classifier. A membership threshold of 0.95 means for
example that we are interested in identifying all frames which have a member-
ship score > 95% of the fuzzy membership function “Guard”. When classifying
different types of movements, for a given specific accuracy, there seems to be a
mathematical relationship between the parameter ¢ and the membership thresh-
old t. Let g be the function that maps the parameter ¢ (an estimation of the
relative-size of the learning sample) to the membership threshold t for a given
accuracy such that : g (¢) =t . One can observe that for any parameter ¢, it
seems that: ¢(¢) < 0, that is to say that the slope of the function g is always
negative. For a given accuracy, the threshold ¢ seems to vary as a function of ¢
following a general curve with an equation of the form:

t=0+1/(yxlog¢) (6)

where § and ~ are constants linked to the dataset considered. Using the concept
of elasticity to evaluate if the threshold ¢ is ¢-elastic, it becomes noticeable that
the elasticity is poor when using a very high ¢ value (superior to 0.95). The
maximum elasticity is obtained when ¢ is between 40 and 95%. This means that
in our data set, the variations of the ¢ parameter are more likely to influence the
threshold t if ¢ is kept between 0.4 and 0.95. Regarding the relationship between
accuracy and parameters, the accuracy seems to falter with higher values of ¢.
This makes sense because, our sample being of limited size, over-estimating its
relative-size will damage the accuracy of the classifier. The loss in accuracy is
determined as a function of ¢. When classifying a guard, the error is rising with
over-estimation of ¢ up to a maximum of 10% which is relatively reasonable.

5 Experiment and Results

5.1 Apparatus and Participants

The motion capture data are obtained from a Vicon Motion Capture Studio
with eight infra-red cameras. The motion recognition is implemented in MAT-
LAB 2007 on a single machine: a PC with an Intel core duo 2Ghz with 2 Gigs
of RAM. An additional MATLAB toolbox [I6] is also used for extracting Euler
Angles from .BVH files. Three male subjects, aged between 18 and 21, of light
to medium-average size (167cm to 178cm) and weight (59 to 79kgs), all prac-
tising boxing in competition at the national level. None of them presented any
abnormal gait. Optical Markers were placed in a similar way on each subject to
ensure a consistent motion capture.

5.2 Procedure

The motion capture data is obtained from several subjects performing each box-
ing combination four times. There are twenty-one different boxing combinations,
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each separated by a guard stance. These are performed at two different speeds
(medium-slow and medium fast). We extract a fuzzy membership function tem-
plate corresponding to a specific stance (e.g. a Guard) from various samples.
First all three participants are used to learn and to test how well the system rec-
ognizes some of their Guard stances. Then, an evaluation is done to see how the
system cope to learn from only two participants, and test how well it recognize
stances from a third different participant. The accuracy of the system is exam-
ined when learning to recognize five different boxing stances simultaneously. At
first there is an evaluation on how accurately each frame is classified individually.
Then, Genetic Programming is used to generate fuzzy rules that consider groups
of frames and their relative positions. The inputs for each given time frame are
the seven membership scores of each known move. These membership scores s;
are re-scaled when by fine-tuning the thresholds ¢; linked to each input i the

following way:

S; = (SZ — ti) - / (]. — ti) (7)
Fuzzy rules are generated using Strongly-Typed Genetic Programming (a specific
Python based open source package has been built for this purpose [12]). The GP
system evolves rules of the type If Then Replace X by Y that are applied to
qualitative output of each frame.

The rules are defined by the GP terminal and function sets, and specific
constraints that dictate the structure of generated trees. One individual consists
of four interconnected If Then Replace X by Y rules(see FigureB]). They produce
as output groups of frames with modified first membership scores (see Figure ).
Each If Then Replace X by Y statement uses specific operators to identify groups
of frames and replace their best motion membership score by a different one. e.g.
If Then Replace X by Y(membership-2(guard),jab,cross) replace the “jab” first
membership score with “cross” in groups of frames defined by a “guard” second
best membership score. The first branch of a If Then Replace X by Y node will
contain the logic rules of the if statement. The last two branches will contain
terminal nodes referring to the motions being replaced. The children nodes of the
if statement contain logical operators(e.g. and, or, not) and operators capturing
movement duration and therefore velocity. e.g. is_short expresses a duration
of less than 5 frames. There are also operators returning the first, second and
third best membership scores of a motion (e.g. membership_2(left_hook) returns
groups of frames with the second best membership score for a motion as a left
hook) and operators allowing the recognition of combinations of moves (e.g.
left_2(guard,jab) returns groups of frames preceded in order by a guard and then
a jab motion).

There can be seven different types of moves, therefore seven possible qualita-
tive outputs for a group of frames. Each rule f; can be seen as a function of the
form:

{f X—-XX=1,2,.,N}N=7, and j=1,2,..,4 (8)
Each rule produces an output which is used in turn as an input for the next rule.
This means that one set of 4 rules is in fact a function composition of the type:

{(fiofoofsofu(X): X - X|X=1,2,.,N}N=7 (9)
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Fig. 4. Fuzzy Rule-Based Improved Classification of a Right Hook Movement

The fitness of set of rules is evaluated by looking at the accuracy the classification
of groups of frames depending on their relative positions. This “context-aware”
accuracy (as opposed to the “short-sighted” accuracy of an individual frame) is
evaluated by summing the overall number of frames that differ from the clas-
sification made by a human observer. The Genetic Programming system use
a population size of 1000. Its crossover, mutation and reproduction rates are
respectively 50%, 49% and 1%.

5.3 Results and Discussion

Figure [[I3] shows a comparison between the accuracy of Fuzzy Gaussian In-
ference(FGI) and a standard Gaussian Mixture Models(GMM) algorithm when
classifying seven different stances (Guard, Jab, Cross, Lower Cross, Right Hook,
Left Hook, and Lower Left Hook). The accuracy of FGI for individual frames
has been measured and has shown satisfying results in previous work [I3]. This

% [ ]
gus- GMM
g I
N 02 FGI

RH LH LC LLH C J G

Fig. 5. Comparing accuracy on seven stances: GMM versus FGI
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Fig. 6. Comparing “context-aware” accuracy: FGI versus FGI4+GP

paper focuses on the accuracy of the classifier regarding frames depending on
their relative positions. We compare this “context-aware” accuracy (as opposed
to the “short-sighted” accuracy of an individual frame) of FGI to a mixture
of FGI and Genetic Programming(see Figure [Gl) over five different moves (Jab,
Cross, Right Hook, Left Hook, and Lower Left Hook) performed by each one of
all three individuals (data are 3-fold validated). Results show the accuracy when
the same individuals are used for learning and testing and when the individuals
used for learning are different from the individuals used for testing. Generally
speaking, no assumptions are made about the prevalence of the positions of cer-
tain joints. We only consider the general average of membership scores of all
joints. If the system can cope with this minimal information, it is reasonable to
assume it would also give satisfaction with extra information about joint posi-
tions and coupling. There is potential for further improvement at this level. A
t-test shows with 95% confidence that FGI seems to be significantly more accu-
rate than the GMM-based one (besides, it is worth noting that it has a general
average individual frame accuracy of 87.71% while the GMM algorithm is 49%
accurate). Another t-test confirms with 95% confidence that the mixture of FGI
and Genetic Programming performs significantly better than FGI alone, even
with as little as four rules in total. Although the models performed well when
the individual concerned formed part of the training group, the classifier perfor-
mance worsened significantly when they were removed. Despite this phenomenon
in line with previous findings [27] [6], it is worth noticing that the association of
FGI and GP still shows consistently better results than FGI on its own, while
keeping the ability of FGI to learn from small data sets without pre-processing.

6 Conclusion

The proposed combination of Fuzzy Gaussian Inference and Genetic Program-
ming can learn and classify successfully complex real 3d human motion capture
data while outperforming a GMM based classifier. There are several distinct
advantages to this technique. First, there is no need for pre-processing the data
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(which can be a problem when using techniques such as GMM). Also, static
models can be obtained from very few examples, and parameters can be set to
tailor the precision of every model to the quantity of available data. The ad-
dition of a GP filter consistently improves the “context-aware” accuracy of the
classifier. Having validated our method on a real-life data set, the next step is
to prioritise the recognition of new moves from partial information. Future work
might include a robot kinematics[I7][I8][5] representation system to deal with
the occluded data.
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Abstract. This paper asked whether the pointing gesture accompanying with
speech would facilitate comprehension of spatial information in the videoconfer-
ence communication. Ten adults participated in our study and communicated with
the experimenter over Skype (Skype Technologies, Luxembourg). The experi-
menter described the spatial layout of items in a room to the participants in two
conditions — dynamic and static. In the static condition, the notebook was not mov-
ing; in the dynamic condition, the notebook moved around with the arms pointing
to abstract spatial locations that represented the locations of items in the room. The
movement was done by putting the notebook on the three-wheeled Wi-Fi enabled
device that was equipped with two artificial arms and was controlled by the ex-
perimenter over the Internet. At the end of each description, the participants were
asked to lay out the items properly. Reaction times and accuracy rate were re-
corded. The findings showed that the accuracy rate was higher in the dynamic
condition than in the static condition. In addition, the response time was faster in
the dynamic condition than in the static condition. It turned out that pointing ges-
tures facilitated the speech comprehension of spatial information.

Keywords: Videoconferencing, pointing gesture, communication modality,
robot-mediated interaction.

1 Introduction

Communication through Internet is the most common way of keeping in touch with
our friends and family members from a distance. Email, chat, videoconference, and
social networking sites (SNS) are becoming part of our daily lives. In face to face
communication, it is very natural for us to combine our different senses to fully ex-
press ourselves and to fully understand what the other person is saying. We often use
our audio-visual sensory system and incorporate non-verbal cues such as gestures to
convey information using these multiple channels unconsciously to different degrees.
In mediated communication such as videoconferencing, nonverbal cues are either
limited or filtered thus the richness of information sent/received decreases.

There are various existing works focusing on different aspect of mediated commu-
nication. In [1], Hwang and Park mentioned that computer mediated communication
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(CMC) is a medium with low social presence especially text-based CMC environ-
ments since non-verbal cues like gestures, direction of gaze and posture are missing,
where social presence here is defined as the ability of communicating parties to pro-
ject themselves, socially and emotionally, as real people through a medium of com-
munication [2]. In [3], the difference among communication modes (text chat, audio,
audio—video, and avatar) in an Internet-based collaboration were investigated and
significant differences were found between text-based chat and all other communica-
tion modalities. Although some researchers [4] argued that the quality of communica-
tion is based on the medium, Fish and colleagues [5] showed that video does not
significantly improve telecommunication as compared to audio with respect to effi-
ciency or user satisfaction. Experiments were conducted between human-robot inter-
action [6] to test the effect of social presence. These current works motivate us to find
other means of increasing the level of social presence in existing communication
through the Internet.

In this paper, we added pointing gesture to a typical videoconference over Skype.
To produce such gesture, we thought of an embodiment of a person (a robot) on the
other side of communication channel that can be controlled through the Internet. Fur-
thermore, we used memory test in our experiment to investigate the effect of such
communication compare to a typical videoconference. In our experiment, ten adults
participated in our study where the spatial layout of items in a room is described by the
experimenter with and without pointing gesture to each participant. Then they were
asked to layout the items properly. Reaction times and accuracy rate were recorded.

In [7], Kita argued that pointing gesture lessens the confusion between the left and
right concepts. Thus, we hypothesized that adding pointing gesture will increase the
accuracy rate of the participants and also, their response will be faster.

The succeeding sections are organized as follows: Section 2 presents the method-
ology that we used in our experiment, Section 3 shows the results, Section 4 contains
the discussion and analysis, and finally, the conclusion in presented in Section 5.

2 Methodology

2.1 The Robot Interface

The aim of the experiment is to find out if there will be a difference when we add
pointing gesture in describing the spatial location of the objects seen by the person in a
room over a Skype-based communication. In order to do this, we built a robot interface
that consists of three components: (1) Rovio (WowWee Group Limited, Hong Kong), a
three-wheeled Wi-Fi enabled robot; (2) mini notebook put on top of Rovio; and (3) a
static pointing arm attached to the combined Rovio and mini notebook, see Figure 1a.
The movement of the robot interface is controlled over the Internet through a software
joystick installed in another Wi-Fi enabled computer (Computer A), see Figure 1b.
During the experiment, the face of the experimenter who is communicating with the
participant appears on the monitor of the notebook through a Skype videoconference.
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Skype

Joystick
control for the
robot

(a) Robot Interface (b) Computer A

Fig. 1. The Robot-Mediated Communications Interface

2.2 Communication Set-Up

We used two communication set-ups in our experiment, first is the typical videocon-
ference over the Internet which we called static mode (Figure 2a) and the second is
the one with additional robot movement called dynamic mode (Figure 2b). In static
mode, the experimenter and the research subject will communicate through a typical
videoconference (without movement) using Computer A and the mini notebook while
in dynamic mode the robot interface will be used to create the pointing gesture, the
unidirectional arrow in Figure 2b illustrates this additional communication modality
towards the research subject. In our experiment, we studied the difference of these
two set-ups: static and dynamic modes.

Computer Research
A B Subject

(a) Typical Videoconference

Robot Research
A Interface Subject

(b) Videoconference with robot movement (pointing gesture)

Fig. 2. Communication set-up for static and dynamic modes

2.3 Experimental Set-Up

Figure 3 shows the experimental set up in the laboratory room. The robot interface is
placed on top of a wide table to give space for its movement in a dynamic condition
facing the subject who sits on the chair. The dashed area that surrounds the subject’s
chair is the empty part of the room where the items described in the scripts are located.
Ten layout sheets and ten sets of small cut pieces of papers needed for the memory test
are provided on a separate table (not included in the figure).



70 J.-J. Cabibihan et al.

Robot
interface
T e \ O [ rignt 1
b I
\ \ / /
\ P /
\ /

Fig. 3. Experimental Set-up

The layout sheet contains the layout of the room shown in Figure 3 which is basi-
cally empty. The items to be laid out on the sheet were written on the small cut pieces
of papers. Each set of cut papers has its own color and has a label in a room-mode
format (e.g. kitchen-dynamic). These ten sets were arranged in a right to left manner
based on the random sequence of the script for each subject.

2.4 The Scripts

For the scripts, we considered five venues that can be found at home such as kitchen,
living room, bedroom, study room and kid’s playroom. We thought of five items that
can be found in each room, then, prepared a description/script of the room with the
five items and their specific location in a given room. There are ten scripts, five for
the static condition and another five for the dynamic condition, see Appendix. One
room is described in each script. Scripts 1 to 5 are the static mode description of the
five given rooms whereas scripts 6 to 10 are the description for the dynamic mode,
same rooms were used but with different list of items. The first statement in the script
varies according to the sequence of delivery which is random for each subject.

In the static mode, the locations of the imaginary items in a given room were de-
scribed using the following keywords: “on your left hand side”, “on the right corner
of the room”. In the dynamic mode, since the robot is moving and pointing towards
the direction of its movement, the scripts were shortened and simplified to “on that
side” and “on that corner”. The word “that” is associated with the location of the item
where the robot is facing and pointing at, thus, no need for long description. Cues
such as “behind you” and ““at your back” remain to avoid ambiguity while the robot is
facing to the subject.

2.5 Experimental Procedure
Participants

We invited ten participants in our pilot test, eight were female and two were male
whose age is from 22 to 39 with different nationality and field of studies.
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Procedure

Upon arrival of the participant, the communication set-up was explained and instruc-
tions were given by the experimenter. The experimenter set up the Skype connection
between the mini notebook and Computer A which is in the adjacent room. Then, the
experimenter entered to the adjacent room leaving the participant and the robot inter-
face facing each other. The experimenter started the communication by giving intro-
ductory statements; consequently, the first script was recited. Each script contains the
spatial description of five imaginary items memorized by the participant.

After the first script, the participant stood, picked the first set of small cut pieces of pa-
per where the mentioned items were written, and laid out the items in their proper location
on the provided layout sheet. After arranging the items on the layout sheet, he/she went
back to his/her sit for the next script. The procedure was repeated for ten scripts. Different
sequence of the scripts was given to each participant which are all randomized.

We used a timer written in C programming language (ran in Dev-C++ [8]) to
measure the response time of the participant in each script. The timer starts when the
participant gives a signal that he/she will start to lay out the items and it ends when a
finish signal is sent by the participant.

After the ten scripts, the experimenter went out from the adjacent room to meet the
subject in the experimental room. Then, checked the accuracy of the laid out items
while having a conversation with the participant about what he/she’s thinking regard-
ing the location and the items and why they have mistakes on the item’s location.
Each script has five items and we have five scripts for each mode (see Appendix),
thus, the perfect score per script is 5. The accuracy is calculated separately for static
and dynamic mode.

3 Results

Figure 4 shows the response time of each subject in static and dynamic modes. It is
evident that subject number 4 and 7 were faster in answering the memory test in dy-
namic compare to static mode. All subjects were relatively faster in dynamic mode
except subject number 2.

10~ W Static

) O Dynamic

Response time (sec)

1 2 3 4 5 6 7 H 9 10

Subject

Fig. 4. Subjects’ average response time
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Note that the average response time varies per subject, which may be due to vari-
ous factors such as alertness, current mental state of the subject and how they process
data in their brain. These factors are out of the scope of this study.

Figure 5 shows the result of the memory test, the accuracy on the vertical axis
shows the average correct laid out items of each subject with maximum accuracy
level of five. The accuracy level of subject 1, 4 and 7 are much higher in dynamic
compare to static mode. All the subjects got higher accuracy in dynamic mode except
subject number 6 who got the same accuracy in both modes.

Accuracy

2 A W Static

ODynamic

Subject

Fig. 5. Subjects’ Average Accuracy

The overall response time and accuracy rate for all the subjects are shown in Figure 6.
The accuracy rates in static and dynamic modes are 63.2% and 88.4% respectively. It
clearly shows that the response time in dynamic mode is faster than in static mode,
moreover, the accuracy rate is higher in dynamic mode.

A paired-samples t-test was conducted to compare the response time of the re-
search subject in static and dynamic conditions. The static condition makes use of the
typical conversations while the dynamic condition has a robot moving and pointing
directions. There was a significant difference at the 5% level in the scores for the
static (mean = 19.94, sd = 2.70) and dynamic (mean = 17.04, sd = 3.45) conditions; t
(3.56, p = 0.006).
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Fig. 6. Overall average response time and accuracy rate
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Paired-samples t-test was also conducted to compare the accuracy of the research
subject in the memory test for static and dynamic conditions. Likewise, there was a
significant difference at the 5% level in the scores for the static (mean = 3.16, sd =
1.16) and dynamic (mean = 4.42, sd = 0.51) conditions; t (-3.194, p = 0.011).

4 Discussion

According to most of the participants, the movement/pointing gesture helped them in
recalling the location of the item and the only thing they were memorizing during the
dynamic condition are the items being mentioned whereas in static condition they
have to remember the items at the same time. Subjects no.2 and no.9 mentioned that
the movement distracted them. If we look on to the average response time they got, it
is indeed confirmed that the movement/pointing gesture did not help subject no.2 in
memorizing the items but we cannot say that it has the same effect with subject no. 9
because she had a higher response time during static than dynamic mode (see
Figure 4). Most of the remaining subjects mentioned that they were having a hard
time memorizing the items in static mode and it is confirmed by the results we just
have presented in Section 3.

Figure 7 shows the frames from the video during the experiment. Figure 7a shows
five frames while the scene is in the kitchen static mode description. Frames 1 to 5
were taken after each item was mentioned in the script. From the frames shown, it is
apparent that the participant is trying to remember the items and the location being
described by merely listening to the experimenter, notice that the position of the robot
interface is not changing. In Figure 7b, during the dynamic mode description of the
kitchen, the participant is following the movement of the robot interface, looking
towards the direction where it is pointing while listening to the item being mentioned
by the experimenter.

2dzdzdhzd

Frame 1 Frame 2 Frame 3 Frame 4 Frame 5

Frames taken from a static mode video

Frame 6 Frame 7 Frame 8 Frame 9 Frame 10

(b) Frames taken from a dynamic mode video

Fig. 7. Frames taken from the video during the experiment
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In terms of accuracy, most of the wrong answers were due to swapped items. One
participant was confused about the corner of the room though the layout of the room
in Figure 3 was presented to them before the experiment started.

Unfamiliar words were compensated because they were written on the cut papers,
so even if the item name is not that familiar to some of the subjects they were able to
figure out what it is upon reading the words during the test.

During the experiment, the experimenter used to make a forward movement to-
wards the subject in between scripts to make the interaction interactive and to take
away the boredom from the subjects in case there is and to thank them at the end of
the tenth script. Most of them smiled and responded positively and some of them felt
anxious at the same time. It indicates that the presence of the embodiment strengthens
the level of social presence of the person communicating on the other side of commu-
nication channel.

5 Conclusion

One of the most commonly used way of communication over the Internet today is
videoconferencing, a combination of audio and video. In our experiment, we added
another modality to this current set-up. We used an embodiment to add pointing ges-
ture to the typical Skype-based communication. We used memory test to measure the
effect of this embodiment.

From the result of our experiment, it appears that the dynamic mode significantly
decreases the response time of the subjects and increases their accuracy rate in an-
swering the memory test.

In the memory test, the sense of hearing was used by the subjects during the static
mode while in dynamic mode two senses were used, sense of hearing and sight that is
hearing the name of the items from the script and seeing the robot interface movement
to the direction of the items. The results indicate that using these two senses at the same
time to recall object’s specific location is better than just using the sense of hearing
alone. Thus, the addition of modality which is the pointing gesture movement in our
experiment made a significant contribution in current Skype-based communication.

6 Limitations and Future Directions

There are several limitations to our current work. First, we utilized static arms and
used the moving robot to point one arm to the direction of the items being described
in the scripts. In our future work, we plan to develop moving arms that would point
without the robot body’s movement. Second, we used the available three-wheeled
WiFi enabled device (Rovio) as our robot mediated interface, mounted a mini note-
book above it and attached static arms. For the arm to move independently, this must
be part of the interface that can be manipulated through the network, thus, the need to
develop a robot interface with moving arms.

For our future studies, extending the number of non-verbal cues such as waving of
the robot’s arm and handshaking will be investigated. This requires us to modify our
current experimental procedure or design a new one since our current memory test
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might not be applicable to these new gestures. It is also interesting to explore the
effect of proximity.
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Appendix: Scripts

Five scenes were used in our scripts namely the kitchen, living room, bed room, study
room and kid’s playroom. One room is described in each script. Scripts 1 to 5 are the
static mode description of the five given rooms whereas scripts 6 to 10 are the de-
scription for the dynamic mode.

Script 1: Scene - Kitchen

Hi, (<subject’s name>), I would like to introduce to you my kitchen.
There is a stove on your right side.

The sink is adjacent to the stove.

There are piles of dishes beside the sink.

The refrigerator is just right behind you and there are notes posted on its door.
And on your left side, there is the dining table surrounded by chairs.
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Script 2: Scene - Living Room

Now, let me describe my living room to you.

The door is on your left hand side.

Next to the door, I can see an aquarium on top of wooden shoe rack.
At your back, there is a small table with a dvd player put on its top.
There are two couches adjacent to each other on the right side wall.
There is a small table right in front of the couches.

Script 3: Scene - Bed Room

Let’s go to the bedroom

There is an exit door at your left.

At the left corner there’s a computer desktop on top of the computer table.

There are five paintings hanging on the wall behind you.

Next to the paintings, there’s a window with open horizontal blinds near the right corner of the room.
And there’s a bed opposite to the window.

Script 4: Scene - Study Room

Let’s go to my study room.

The entrance door is on your right.

There’s a computer and a printer on the right corner of the room.

I can see an office table with two chairs in front of it behind you.

On the left corner, there is a wooden shelf full of books and documents.
Next to the shelf, there is a glass wall with vertical blinds.

Script 5: Scene - Kid’s Playroom

Finally, let’s go to the kid’s playroom.

There is a small table surrounded by small chairs on your left.

At the left corner there is a shelf with colourful books in different sizes.
Adjacent to the shelf, behind you, there is a stackable bin full of toys.
A painting on a canvas stands on the right corner.

There is an inflatable couch on your right.

Script 6: Scene - Kitchen

Hi, (<subject’s name>), I would like to introduce to you my kitchen.
There is a trashcan on that side.

Then, there is the barbecue stand beside.

Next to that is a water dispenser.

The cabinet is just right behind you

On this side, there is a breakfast nook with chairs beside it.

Script 7: Scene - Living Room

Now, let me describe my living room to you.

The fireplace is on this side.

I can see a piano on that corner.

At your back, there is a window with colourful curtain.

On that corner, I can see two couches adjacent to each other.
And there is a coffee table right in front of the couches.

Script 8: Scene - Bed Room

Let’s go to the bedroom.

The bed is on this side.

Then, on that corner I can see clothes hanging.

There is a lampshade behind you.

There are candles on top of a rectangular table on that corner.
And there’s a television on this side.
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Script 9: Scene - Study Room

Let’s go to my study room.

There is the study table!

There’s a bookshelf on that corner.

At your back, I can see medals & certificates hanging on the wall.
On that corner, there is an opened dictionary on its stand.

I can see the exit door on this side.

Script 10: Scene - Kid’s Playroom

Finally, let’s go to the kid’s playroom.

Oh, I can see different sizes of dolls on the floor.

And at that corner, there are coloring books on top of a small table.
Behind you, there are artworks posted on the wall.

A drawing board stands on that corner.

On this side I can see a foy house.
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Abstract. An exemplar-based Hidden Markov Model is proposed for
human action recognition from any arbitrary viewpoint image sequence.
In this framework, human action is modelled as a sequence of body poses
(i.e., exemplars) which are represented by a collection of silhouette im-
ages. The human actions are recognized by matching the observation im-
age sequence to predefined exemplars, in which the temporal constraints
were imposed in the exemplar-based Hidden Markov Model. The pro-
posed method is evaluated in a public dataset and the result shows that
it not only reduces computational complexity, but it also is able to ac-
curately recognize human actions using single cameras.

1 Introduction

Human action recognition from video is an important and challenging research
topic in human-robot interaction with many potential applications involving
human motion understanding such as visual surveillance, content based video
retrieval, athletic performance analysis etc., in which the actions are often ob-
served from arbitrary camera viewpoints, for instance as shown in Fig. [I [IJ.
Hence it is desired that the recognition algorithms exhibit some view invari-
ance, that is to say, an action should remain recognizable while the viewpoint of
the camera is changing [2,[3]. The viewpoint issue in visual-based human action
recognition has attracted more and more research attentions [4}[5]6L[78QL10],
and those methods can be classified into two categories: template-based meth-
ods and state-space methods. The advantages of template-based methods are the
low computational cost and the simple implementation, however they are usu-
ally more sensitive to noise and variance of movement duration. Rao et al. [11]
presented a view-invariant computational representation of human action to cap-
ture dramatic changes in the speed and direction of a motion trajectory, which
was presented by spatio-temporal curvature of a 2D trajectory. Parameswaran
and Chellappa [I2,[T3] handled the problem of view-invariant action recognition
based on point-light displays by investigating 2D and 3D invariant theory. Fur-
thermore a representative spatio-temporal action volumes (STV) was proposed
by Yilmaz and Shah [I4}[15] to achieve view-invariant action recognition. The
above methods are all based on the assumption that point correspondences are
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Fig. 1. A surveillance scene in CMU dataset [I]

available in parts of images. So their applications are limited to some special
occasions. Another approach was proposed by Blank and Gorelick [16] that rep-
resented human actions as three-dimensional shapes induced by the silhouettes
in the space-time volume. This method extracts space-time features that do not
require computing point correspondence. This method is not fully view-invariant,
it is however robust to large changes in viewpoint(up to 54 degrees). The key to
template-matching approaches is finding the vital and robust feature sets, and
then an action recognition may be simply considered as a classification problem
of those feature sets.

On the other hand the methods based on state-space models, e.g. Hidden
Markov Models (HMMs), have been widely applied to express the temporal re-
lationships inherent in human actions [I7LI819,20,21]. These methods usually
define each static posture as a state. These states are connected by certain prob-
abilities, any motion sequence is considered as a tour going through various
states of these static poses. Lv and Nevatia [22] presented an example-based
view-invariant action recognition system that explored the use of contextual
constraints. Those constraints were inherently modelled by a novel action graph
model representation called Action Net. Each link in the action net specified
the possible transition of the key poses within an action class or across differ-
ent action classes. This approach was demonstrated on challenging video sets
consisting of 15 complex action classes. Owing to the complexity of the action
net, modelling transitional probability for each link is not applicable in practice.
So, this action net representation neglects the transitional probability. A similar
work on exemplar-based HMMSs was proposed for view-invariant human motion
analysis [23]. This model can account for dependencies between three dimen-
sional exemplars, i.e. representative pose instances and image cues. Inference is
then used to identify the action sequence that best explains the image obser-
vations. This work uses a probabilistic formulation instead of the deterministic
linked action graph introduced in [22], it can handle uncertainties inherent to
actions performed by different people and different styles. However the learning
process is relatively complex.
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Inspired by the works of [22l23], we propose a simplified view-invariant human
action recognition framework using exemplar-based HMMs. In our framework,
each human action is modelled by a sequence of key poses, which are represented
by a set of 2D silhouette images captured from multiple camera viewpoints. Ac-
tion recognition is achieved using Viterbi search on the exemplar-based HMMs.
Furthermore, we use the silhouette distance signal as shape feature, which is
efficiently obtained. Hence the reduction of the computational complexity is
achieved in model training and testing.

The remainder of this paper is organized as follows. Section [2] overviews the
proposed framework. Exemplar selection and representation are introduced in
Section Action modelling and recognition are proposed in Section @l The
results are presented and discussed in Section Bl The paper is concluded in
Section [ with analysis on future research challenges and directions.

2 The Framework of the Proposed Approach

The framework is shown in Fig.[2 in which each human action is modelled by an
exemplar-based HMM. Each state in the HMM accords with a key pose exemplar
which is represented by a collection of silhouette images observed in 36 different
viewpoints under the assumption that only the orientation of an actor around
the vertical axis is variable.

In the process of model training, the key poses of each action class are ex-
tracted from a given small set of action sequences from Inria Xmas Motion
Acquisition Sequences(IXMAS) dataset by clustering the 3D visual hull repre-
sentation. This dataset is a multiple-actor and multiple view dataset. The 3D key
poses are projected into multiple view 2D images using the camera projection
principle. Finally the dynamics, i.e, transfer matrices are learned by utilizing

Training

Input action sequences

l

Testing

Input new action sequence

Human silhouette
extraction and representation

Human silhouette
extraction and representation

Clustering the 3D
key poses

Exemplar-based
Hidden Markov Models

Projecting the 3D key poses
into multi-view 2D images

l

Action recognition

Fig. 2. The framework of proposed approach
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the expectation maximization (E-M) algorithm from the given action sequences.
On the other hand, the exemplar-based HMMs are used to find the most likely
sequence of actions seen in a single viewpoint video in recognition phrase. At
each frame the observation probability is computed based on shape similarity
between the observation and the exemplar. In this process, we force the view-
point to remain constant or change smoothly from one key pose to the next
consecutive pose. The steps in details are provided in the following sections.

3 Exemplar Selection and Representation

In the proposed framework, an action is modelled as a sequence over a set of
key poses, the exemplars, which are described by multiple view silhouette im-
ages. It is evident that collecting multiple view pose images from real experi-
mental conditions is a difficult task. So we directly obtain multiple view pose
dataset by projecting 3D key poses into multiple view 2D silhouette images where
the camera parameters are known [23]; 3D key poses are extracted by k-means
clustering.

3.1 Key Pose Extraction

There are some popularly used methods of extracting key poses including motion
energy minima and maxima [22], optical flow magnitude of foreground pixels
extremum [4], k-means clustering and wrapper method [23]. In the framework,
four key poses are extracted for each action by using k-means method from a
small set of action sequence of IXMAX dataset, in which human poses in every
frame are represented in 3D visual hulls that have been computed using a system
of 5 calibrated cameras as shown in Fig. Bl

Fig. 3. 3D visual hull presentation

3.2 2D Silhouette Image Generation

Due to the fact that a camera is a mapping device between a 3D world (object
space) and a 2D image, we project 3D visual hull presentation into multiple view
2D silhouette images using the camera projection principle. It is only considered
in the paper that the orientation of a person around the vertical axis is variable.
The orientation angle is discretized into 36 equally spaced angles within [0,27],
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Fig. 5. Multi-view silhouette images of a given key pose

the multi-views for a given key pose are shown in Fig. @} multiple view silhouette
images of a given key pose are provided in Fig.

The silhouette images are centred and normalized in order to contain as much
foreground as possible, it leads to the fact that the motion shape is not distorted
and all input frames are equal dimensions.

3.3 Contour Shape Feature

There are some representative shape features of the silhouette image in the
previous papers, such as shape context descriptor [24], width feature [25]. We
describe the silhouette images using the silhouette distance metric, in that it
not only can capture both structural and dynamic information for an action,
but it also can be efficiently obtained [26]. An example of the distance signal
is shown in Fig. [0l which is generated by calculating the Euclidean distance
between the centre of the mass points and each edge point of the silhouette
images in clockwise direction.

In order to obtain image scale and rotation invariance, firstly the principle
axis of the silhouette is computed before computing shape feature, the rotation
angle of the principle axis is compensated so that the principal axis is vertical.
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Center of mass

Fig. 6. Contour shaper feature of the silhouette image

Then the contour of the silhouette image is uniformly re-sampled to 200 edge
points, and the distance is normalized into [0, 100].

4 Action Modelling and Recognition

Each action class is modelled from multiple-person and multiple-view datasets by
learning an exemplar-based HMM in the paper. Each state in this graph model
corresponds to one key pose, which is represented as a set of contour shape
features of multiple view 2D silhouette images. Action recognition is achieved
by using the standard HMM algorithm, i.e., the maximum a posteriori estimate,
to find the most likely sequence of actions seen in a single viewpoint video.

4.1 Exemplar-Based Hidden Markov Model

The exemplar-based Hidden Markov Model has been used in action recognition
to solve the problem that the space of observations is not Euclidean [I7,23]. The
novelty of the exemplar-based Hidden Markov Model is that mixture density func-
tions are not entered on arbitrary means values, but centred on prototypical data
instances, the exemplar. A representative graphical model is shown in Fig. [

An action class is modelled as a hidden state sequence @), e.g. a motion se-
quence in a pose space. At each time, exemplar x; is drawn from the motion
sequence . Observation y; derived from a geometric transformation of exem-
plars. a; is transformation parameters. Learning this probability model involves
learning the exemplars from the training set, learning the dynamics, i.e, transfer
matrix in the form of P(x¢|x:—1), learning the exemplar probability given the
state P(xt|qr).

4.2 Action Modelling

Exemplars estimation is no longer coupled with the HMMs estimation in the
proposed work. Exemplars firstly are extracted using the method introduced in



84 X. Ji and H. Liu

Fig. 7. Graphical model for exemplar-based tracking [17]

Section Bl Then the exemplars are represented by a set of contour shape feature
of multiple view 2D silhouette images, which don’t deterministically linked to
motion states ¢q. So there is no coupling between the states and the exemplars.
Under this condition, exemplar probability given the state P(x|q;) need not
estimate. Only the dynamic P(x¢|x;—1) is learned using the traditional expecta-
tion maximization(E-M) approach, in which each exemplar can be treated as a
discrete symbol.

4.3 Action Recognition

Separate action models H. are learned for each action class ¢ € 1,...,C., its
observation probability p(y|z) is defined as

Pyl = i) = 5 exp(—d(y,:)/?) (1)

7

Where d is a distance function between the observation and the exemplar, where
the Euclidean distance is employed. The variance o; and the normalization con-
stant Z; are selected as the method proposed in [I7], i.e., o; = 0,i = 1,.., M
(M is the number of exemplars).
A sequence of observation Y is recognized with respect to the maximum a
posteriori estimate:
p(Y) = argmaxp(Y |He)p(H.) (2)

The joint probability of observation sequence p(Y|H.) can be obtained by the

Viterbi algorithm. The prior probabilities p(H.) is used as a uniformly dis-
tributed prior in the framework.

5 Experiments

We demonstrate the proposed framework on a public dataset, IXMAS dataset.
It contains 12 actions, each of which was performed 3 times by 12 actors(taken
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Fig. 8. The IXMAS database [9]

@ () (c)

Fig.9. An example of defect in the provided silhouette image, (a)observe image (b)
the silhouette image (c) the image after repairing

(a) (W] (©

Fig. 10. Other example of defect in the provided silhouette image, (a)observe image
(b) the silhouette image (c) the image after repairing

from 5 cameras). In this dataset, actor orientations are arbitrary since no specific
instructions were given during the acquisition, as shown in Fig. ]

Human silhouette images of the observation sequences are provided with the
dataset. The quality of the silhouette image is general good but many defects
are also present. So morphological close and open operations are applied to the
image in order to deal with noise due to background subtraction, as shown in
Fig.[ Not all the defects can be repaired, as shown in Fig. It is a challenging
task to recognize the actions from this dataset.
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Fig.11. The exemplars for an action punch

Table 1. The Recognition rate

action recognition rate(%)
check watch 78.0
Cross arms 80.0
scratch head 75.0
sit down 86.7
get up 85.0
turn around 1.7
walk In a circle 70.0
wave a hand 76.7
punch 83.3
kick 81.7
overall 78.8

Since male and female actors’ execution styles in action are significantly dif-
ferent, we chose 10 actions (i.e., check watch, cross arms, scratch head, sit down,
get up, turn around, walk in a circle, wave a hand, punch, kick), performed by
5 female actors, each 3 times, and viewed by 4 cameras (except top camera)
as training and testing objects in our experiment. The action sequences were
all manually segmented in advance, so no action segmentation was considered.
4 actors were used for exemplar extraction and model learning each time, an-
other one was used to test the models. Finally the average recognition rate was
calculated.

We extracted 4 exemplars for each action, which is sufficient to accurately
recognize those actions. The exemplars of the action punch are shown in Fig. [l

One HMM is used to model each action class, then a sequence of observation
is recognized by using the maximum a posteriori estimate. The recognition rates
for each action class are listed in Table [l The confusion matrix is provided in
Fig[[2 to show the effectiveness of the method.

The results show that, among those 10 actions, “sit down” and “get up” are
the easiest actions to recognize because they are more remarkable than the other
actions. Some arm related actions such as ”check watch”, ”cross arm”, ”scratch
head” and “wave hand” got relatively low recognition rate in that some silhouette
images of the key poses are very similar from single cameras. Our system achieves
a satisfied average recognition rate of 78.8% using a single camera, which is lower
than the work (80.6%) in [22]. However our system runs at 15 frames/sec, which
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Fig. 12. Confusion matrix for recognition

is faster than 5 frames/sec in [22]. It has potential to implement the proposed
work into the real time human motion recognition.

6 Conclusion

An exemplar-based view-invariant action recognition framework has been pro-
posed in this paper. Experimental results have demonstrated that the pro-
posed framework can effectively recognize human actions performed by different
people and different actions types in real time without the camera viewpoint
constraints. Future work are targeted as follows: 1) Fuse multiple features of
actions to achieve higher recognition rate in order to meeting the requirement of
the scenarios provided in [25]; 2) Replace the HMMs with Conditional Random
Fields to improve the recognition performance and to decrease the computational
cost [27)28]; 3) Extend the proposed framework to complex unconstrained scenes.
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Abstract. A local interaction based hunting approach for multi-robot system in
unstructured environments is proposed in this paper. The hunting task is mod-
eled as three modes: initial l