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Preface 

The market demands for skills, knowledge and personalities have positioned robotics 
as an important field in both engineering and science. To meet these challenging de-
mands, robotics has already seen its success in automating many industrial tasks in 
factories. And, a new era will come for us to see a greater success of robotics in non-
industrial environments. In anticipating a wider deployment of intelligent and autono-
mous robots for tasks such as manufacturing, eldercare, homecare, edutainment, 
search and rescue, de-mining, surveillance, exploration, and security missions, it is 
necessary for us to push the frontier of robotics into a new dimension, in which motion 
and intelligence play equally important roles. 

After the success of the inaugural conference, the purpose of the Second Interna-
tional Conference on Intelligent Robotics and Applications was to provide a venue 
where researchers, scientists, engineers and practitioners throughout the world could 
come together to present and discuss the latest achievement, future challenges and 
exciting applications of intelligent and autonomous robots. In particular, the emphasis 
of this year’s conference was on “robot intelligence for achieving digital manufactur-
ing and intelligent automations.” 

This volume of Springer’s Lecture Notes in Artificial Intelligence and Lecture 
Notes in Computer Science contains accepted papers presented at ICIRA 2009, held in 
Singapore, December 16–18, 2009. On the basis of the reviews and recommendations 
by the international Program Committee members, we decided to accept 128 papers 
having technical novelty, out of 173 submissions received from different parts of the 
world.  

This volume is organized into chapters covering: Ubiquitous and Cooperative Ro-
bots in Smart Space, Advanced Control on Autonomous Vehicles, Intelligent Vehi-
cles: Perception for Safe Navigation, Novel Techniques for Collaborative Driver Sup-
port, Robot and Automation in Tunneling (973), Robot Mechanism and Design, Robot 
Motion Analysis, Robot Motion Control, Visual Perception by Robots, Computational 
Intelligence by Robots, Robots and Challenging Applications, Robots and Current 
Investigations. We hope that this volume is a useful source of information to inspire 
new initiatives and new opportunities of collaboration toward the advancement of 
intelligent robotics and challenging applications of robots in both industrial and non-
industrial environments. 

We would like to thank all the contributors and authors for their continuous support of 
the ICIRA conference series. Also, we would like to thank the international Program 
Committee for their generous efforts and critical reviews. Thanks also go to the keynote 
speakers, Sadayuki Tsugawa, Meijo University, Japan, Zhengyou Zhang, Microsoft 
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VI 

Research, USA, and Yongkiang Koh, ST Kinetics Ltd., Singapore, for providing very 
insightful talks. Finally, we would like to thank those who devoted their time and effort 
to make ICIRA2009 a successful scientific meeting. 
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Abstract. Network robot system (NRS) is a new concept that integrates physi-
cal autonomous robots, environmental sensors and human-robot interactions 
through network-based cooperation. The aim of this paper is to provide a ubiq-
uitous and cooperative service framework for NRS. We first present founda-
tional concepts of semantic map and service abstraction for the framework. 
Then, in order to generate feasible service configurations to fulfill tasks, we 
propose service configuration and reconfiguration algorithms, which dynami-
cally search the appropriate service configurations for each task. Additionally, 
we put forward a service reasoning an enabling process to tackle service un-
available problems. The service configuration’s cost evaluation function is also 
proposed to facilitate the choosing against different service configurations. In 
implementation, we have developed a prototype system comprised of two ro-
bots and other various devices. Experiments indicate that the versatile service 
framework provides self-adaptive capabilities and utilizes available resources 
efficiently under a range of different scenarios. 

Keywords: Network robot system, multi-robot cooperation, ubiquitous robot. 

1   Introduction 

It seems quite likely that robots, which have been charged with increasingly varied 
and difficult tasks, can be scattered everywhere and become a ubiquitous part of our 
day-to-day lives in the future [3]. Multi-robot systems (MRS) [1] are considered to be 
more robust and more effective than single robot systems. However, MRS cannot 
accomplish complex tasks solely sometimes due to the limitations of their own  
onboard sensors and actuators.  

Network robot system (NRS) is a new concept that integrates physical autonomous 
robots, environmental sensors and human-robot interactions through network-based 
cooperation [11]. NRS can be envisioned as a unified, ubiquitous and cooperative 
                                                           
* Corresponding author. 
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network comprised of sensors, actuators, and embedded devices, etc. Hence, the ro-
bots’ perceptual and actuation capabilities in NRS are substantially enhanced by util-
izing environment equipments as their own onboard ones. 

Furthermore, there is a growing trend to introduce high-level semantic knowledge 
into robotic systems to improve their task solving capabilities [4]. Although several 
facets of the problem of endowing a single robot with the capability of acquiring and 
using semantic knowledge have been tackled [2, 7], we will focus on using semantic 
knowledge in NRS to enhance its ubiquitous and cooperative characteristics. 

Smart space provides a collaborative infrastructure for resources and devices, and 
is a promising route to bring NRS into effect. SCUDWare [13] attempts to present a 
semantic and adaptive middleware platform for smart space through synthesized tech-
niques of multi-agent, context aware, and adaptive component management. A con-
text quality control and management infrastructure [12] is also proposed to provide 
ubiquitous application with different context  criterions and trust-worthiness.  

In this paper, we extend the former work to introduce a ubiquitous and cooperative 
service framework for NRS, which maps available resources in NRS into a dynamic 
virtual service space. The virtual space will follow the robot to provide task-oriented 
services, just like its shadow in the physical world. By exploiting ambient resources, 
namely sensors and effectors in its environment, a robot can perform more complex 
tasks without becoming excessively complex itself. Although the topic of user-centric 
services [14] is also an interesting problem but outside the scope of this paper. 

The rest of this paper is structured as follows. In the next section, we discuss re-
lated works. Section 3 briefly introduces foundational concepts of semantic map and 
service abstraction. Section 4 presents a detailed discussion on the services coopera-
tion. An experimental evaluation of the approach is given in section 5, and we con-
clude with a summary and outlook in section 6. 

2   Related Works 

The core of NRS can be in some sense considered as building a virtual robot on the 
fly by combining software and hardware components residing on different devices, in 
order to collectively perform a given task in a given situation [5]. 

Nakamura et al. extended a framework for network robot platform (NWR-PF) to 
take account of both present and past status information, and proposed a service allo-
cation method [8]. However, the level of granularity of services is very coarse-
grained, namely a robot corresponding to a service. 

Lundh et al. proposed a configuration generation algorithm to allocate and connect 
functionalities among the robots [5]. Nevertheless, they generated a service configura-
tion through expanding hand-coded functionality operators and method schemas in-
stead of dynamic searching and composing, and they did not take concurrent task 
performance into account. Involving auxiliary services to change the current envi-
ronment status for enabling crucial service is also not considered. 

A service robot that operates autonomously in a sensor-equipped kitchen can per-
form sophisticated tasks in concert with the network of devices in its environment 
[10]. The major contributions of this AwareKitchen are interfacing ubiquitous sensing 
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devices and supporting model learning, while any high-level service reasoning and 
configuration are not considered. 

Semantic knowledge is useful in robotics in several ways [4], among which seman-
tic maps offers many advantages in several aspects. Semantic maps can be built in 
three phases [7]: scene interpretation, object detection and interpretation, and integra-
tion and visualization. Consequently, these semantic maps can improve task planning 
capability and efficiency [2]. However, we focus on the using of semantic knowledge 
in NRS to enhance its ubiquitous and cooperative characteristics in this paper. 

3   Foundation 

3.1   The Semantic Map 

A semantic map is a map that contains spatial information about the environment 
augmented with semantic domain knowledge. The system presented in this paper 
abstracts away from the automatic acquisition of semantic maps [7] to focus on how it 
can be used in NRS.  

What we concern are places and objects, and their relationships in semantic maps. 
We employ ontology to provide an explicit conceptual model of the entities in the 
domain. In practice, the PowerLoom knowledge representation system [9] is used to 
present and reason semantic knowledge. 

3.2   Service 

Sensors, actuators, algorithms and other softwares are all considered as resources and 
abstracted as services. Let N be a network system, E be the set of entities in N, and S 
be set of services that exists in N.  

Definition 1. A service instance Si is specified as 

{ , , , , , , , , }i i i i i i i i iS S S S S S S S S
iS e I O L W Con Pre Post Cost=  (1)

• Each instance of a service resides in a specific physical entity iSe E∈ . 

• iSI ⊂ Ω  denotes the set of inputs of iS , and Ω  is the domain of interfaces. 

• iSO ⊂ Ω  denotes the set of outputs of iS , and Ω  is the domain of interfaces. 

• ( )i iS SL L e=  denotes the current location of iS , :L E P→ , where P  is the places 

set in semantic map. 

• ( )i iS SW W e=  denotes where the service can appear, : 2PW E → . 

• iSCon +∈ ℜ  denotes the amount of different service configurations in which iS  can 

be concurrently used. 

• iSPre  denotes the pre-conditions that must be satisfied. 

• iSPost denotes the post-effects that happen. 
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• iSCost  denotes the cost of using the service, and a detailed description is given in 

the following section. 

The inputs and outputs of services are in the same domain. For example, a SICK laser 
range-finder service provides a RangeScanner2d interface, which can be fed into a 
local navigation service.  

The pre-conditions and post-effects are status (i.e., propositions) that should be true 
or false, and PowerLoom provides two primitives to assert and query knowledge: 
assert and ask. Taking a clean service for example, it requires that the cleaning 
robot be in the room to be cleaned, and the post-effect of this service is a clean room.  

4   Services Cooperation 

4.1   Dynamic Service Configuration 

A complex task (or mission) in the environment is modeled as a time-constrained 
AND/OR task tree [15]: the root is the most abstract description, and the leaves con-
tain basic tasks (or actions) that can be executed directly. However, due to space limi-
tations, the details of task modeling and planning techniques are not included in this 
paper. We concern how a task can be fulfilled by a set of services in a cooperative 
manner in this section. 

A task is carried out by a service configuration, which comprises a set of services 
and a graph which specifies how the services are connected. We use a dynamic  
programming idea to obtain a service configuration instead of process algebra such as 
Pi-calculus and Petri net on the grounds that a simple algorithm is sufficient here.  

 

Algorithm 1. Service configuration 

1. Exclude the services that are not in the place where a task t is to be carried out. 

\{ ( ), }sS s L L t s S∏ = ≠ ∈  

2. Find a service configuration with the lowest cost constructed from ∏  to complete 
the current task. If found, go to step 5; else, continue. 

3. Include the services that can appear in the current place. 

{ | ( ) , }ss L t W s S′∏ = ∏∪ ∈ ∈  

4. Find a service configuration with the lowest cost constructed from ′∏  to complete 
the current tasks. If found, recruit the required services to the desired places and go 
to step 5; else, report failure. 

5. Carry out the task according to the service configuration. 

4.2   Service Reconfiguration on Service Conflicts 

In general, several tasks might be performed concurrently, and new tasks might emerge 
dynamically. With such an extension, issues such as service conflicts must also be con-
sidered. There are two factors that may cause service conflicts: 1) services required by 
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the new configuration are currently in use in existing ones; 2) the post-effects of the 
services required by the new configuration violate the pre-condition of existing ones. 

Algorithm 1 reports failure when it cannot find a feasible service configuration. 
However, re-configurating existing service configurations to release some services 
when the failure is due to service conflicts would be a better solution.  For easy nota-
tions, let C be a set of potential service configurations for the new task, and be the 
set of existing service configurations. A greedy algorithm for service reconfiguration 
is given in Algorithm 2. Additionally, actions with a high priority can suspend other 
actions with low priorities in order to release crucial services when necessary. The 
algorithm can also be employed to deal with service failures. 

 

Algorithm 2. Service reconfiguration 

1. For each c C∈ , let ′ ⊂  be the set of service configurations that have conflict 
with c ; 

2. For each c′ ′∈ , let c′′ be the feasible alternative service configuration with the 
lowest cost for  c′ ; 

3. The feasible service configuration for the  current new task is given  by 

( )( )arg min ( ) ( ) ( )c C cCost c Cost c Cost c′ ′∈ ∈ ′′ ′+∑ − ; 

4. Update corresponding service configurations, and carry out the task according to 
the latest service configurations. 

4.3   Service Reasoning and Enabling 

It happens that under some specific environment status, some services are disabled. For 
example, a service that depends on a camera may behave abnormally when the light 
condition is very poor, so the camera mounted on the ceiling for object tracking fails at 
night with the lights turned off; a service that depends on a microphone may also behave 
abnormally when it’s very noisy in the environment, so a microphone mounted on a 
robot for human-robot interaction fails when the background music is so loud.  

Apparently, a light service and a camera service are “independent” services with 
regard to their inputs and outputs. As a result, this service unavailable problem cannot 
be tackled with service configuration and/or service reconfiguration algorithms. 
Hence, we introduce Algorithm 3 to cover the shortage. 

When preconditions of crucial services of a new service configuration are not satis-
fied, auxiliary services are picked up to change the current status. However, the issue 
must be considered is the change of the current status should not disturb other current 
running services and violate normative constraints. For instance, the light can be 
turned on to enable a camera service as usual, but it is inappropriate to turn the light 
on when a person is sleeping in the room. 

We can insert conventional rules into the knowledge system, and check whether 
the current status change violates the rules.  For instance,  
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(ask (and (exists ((?x human) (?y bed)) (and (in ?y 
(place light1)) (inbed ?x ?y)))(not (exists ((?z 
light)) (and (in ?z (place light1)) (on ?z )))))) 

returns TRUE when somebody is in bed and all the lights are turned off in a room 
where light1 is located in, and the retrieved result prevents light1 from being 
turned on (see Fig. 1). 

 
Algorithm 3. Service reasoning and enabling 

1. Find candidate auxiliary services that can enable the current crucial service, 

marked as candS . 

2. For each candidate auxiliary service cands S∈ , check whether it violates the seman-

tic constraints,  and mark all the permitted services as candS′ . 

3. For each permitted candidate auxiliary service cands S′ ′∈ , pickup the service with 

the lowest cost. 

4. Carry out the task according to the current service configurations. 

Mote
Server

Light
Server

Service
Framework

Camera
Server

......

Semantic Map

 

Fig. 1. Service reasoning and enabling 

4.4   The Cost of Service Configuration 

A generalized form of service configuration’s cost evaluation function can be written 
as 

1 2 3C = ∑ +∑ +∑  (2)

where ∑1, ∑2 and ∑3 are the functions evaluating the costs to enable services, connect 
services and use services respectively during a service configuration. 

 



 A Ubiquitous and Cooperative Service Framework for Network Robot System 7 

The cost required to enable the services in the service configuration (the ∑1 sub-
function of Eq. (2)) can be broken down as follows: 

1 W Pa b∑ = ∑ + ∑  (3)

where ∑W and ∑P denote the total costs to change the place of service and change the 
environment status respectively, and a and b are scalar weighting factors. The values 
of the factors are generally set so that b > a > 0, since to change the place is better 
than to change the status. 

The ∑2 sub-function of Eq. (2) evaluating the cost to connect services can be ex-
panded as 

2 N Eα β∑ = ∑ + ∑  (4)

where ∑N and ∑E are the total numbers of services involved in the service configura-
tion and corresponding entities respectively, and α and β are scalar weighting factors. 
The values of α and β are generally set to be smaller than a and b, and β > α > 0 so 
there is a selective pressure against overmuch participators. 

The ∑3 sub-function of Eq. (2) becomes 

3 Cδ∑ = ∑  (5)

where ∑C denotes the total cost to use the services in the service configuration and δ 
is a scalar weighting factor. The cost of a service is actually a balance on quality and 
expense, which may vary under different status, and the details are not included in 
this paper due to space limitations. 

5   Experiments 

5.1   Implementation 

A prototype system is implemented and tested based on a component-based software 
platform [6]. The services are all encapsulated as components, and we manage the 
services according to algorithms we have proposed. 

The experiment setup involves two robots and other various devices, as depicted in 
Fig. 2. The P3-AT robot is equipped with the SICK LMS200 laser rangefinder, Canon 
VC-C50i camera, front and rear sonar, compasses and tilt-position sensors; the CCNT 
robot is equipped with a Logitech QuickCam Pro 4000 camera, infrared distance 
sensors, compasses, and Crossbow Cricket Mote. 

A Canon VC-C50i camera is mounted on the ceiling for object tracking. Addition-
ally, several Cricket beacons are laid out on the ceiling to implement a wireless loca-
tion system for the entities equipped with a Cricket listener (i.e., a CCNT robot). A 
number of MICA2 and MICA2DOT Motes are deployed in the environment to con-
struct a wireless measurement system, and a Stargate NetBridge is used to serve as a 
sensor network gateway. 

We use BSWA MPA 416 array microphones, NI 9233 analog input modules and 
an NI USB-9162 USB single module carrier to construct an acoustic array for source  
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Fig. 2. A prototype system of NRS 

detection, localization, and tracking. The person in the environment is equipped with 
small inertial measurement units (XSens MTx) that provide detailed information 
about the person’s motions.  

A wide variety of different wirelessly enabled nodes, ranging from notebooks 
(Lenovo ThinkPad T61 and X61s) to UMPCs (Fujistu LifeBook U1010) and PDAs 
(HP iPAQ hx2700), are used to provide access on the network to some of the afore-
mentioned ubiquitous sensing devices.  

Area 3
Area 1

Area 2

Area 4

Human

wall

screen

 

Fig. 3. A sketch of experimental environment in CGB Building 

We demonstrate the prototype system in our laboratory room 526 at CGB Build-
ing, as shown in Fig. 3. The test environment consists of four areas, namely Areas 
1~4. Areas 1~3 are divided by screens, Area 3 has a balcony, and Area 4 is a corridor. 
Area 1 and Area 3 are connected with a small door that can be only passed through by 
the CCNT robot. The object tracking system, wireless location system, wireless 
measurement system and computer-controlled lighting system cover Areas 1~3; and 
the acoustic array covers Area 3.  
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5.2   Results 

We conducted Experiments 1~5 using the proposed service framework. Experiment 1 
focused on the dynamic service configuration. Experiments 2~3 were conducted to 
evaluate the service reconfiguration under different status. Experiments 4~5 assessed 
the service reasoning and enabling abilities of the framework. 

In Experiment 1, the acoustic array detects a suspicious sound in Area 3, issues a 
task to check Area 3 for security. After service configuration, the CCNT robot is 
chosen to head for the suspicious area due to the fact that P3-AT robot is too big to 
pass through the door which connects Area1 and Area 3, and object tracking system 
helps CCNT robot to locate itself for the convenience of navigation.  

Experiment 2 shares the same scenario with Experiment 1 except that it’s at night 
with the lights turned off. The wireless measurement system reports the poor light 
condition to the semantic map, and the object tracking system’s precondition is not 
satisfied. Without any manual adjustments, after service configuration, the wireless 
location system is chosen to substitute for the object tracking system. 

Experiment 3 shares the same scenario with Experiment 2 except that the Cricket 
listener on the CCNT robot cannot receive signals from the wireless location system 
due to noise and signal interference. Without any manual adjustments, after service 
configuration, the P3-AT robot is chosen to use its odometer, camera and laser range-
finder to provide a location service to the CCNT robot. 

Experiment 4 shares the same scenario with Experiment 3 except that P3-AT robot 
is busy on other tasks. After service reasoning, the system involves the light service to 
turn on the light. The wireless measurement system detects that the light condition 
changes and reports it to the semantic map. Consequently, the object tracking sys-
tem’s precondition is satisfied, and helps the CCNT robot to locate itself for the con-
venience of navigation. 

Experiment 5 shares the same scenario with Experiment 4 except that a person is 
sleeping in Area 2. After service reasoning, the system finds no solution to carry out 
the task under the current restrictions. Since the task is very critical, and P3-AT’s task 
is suspended, the P3-AT robot is chosen to use its odometer, camera and laser range-
finder to provide a location service to the CCNT robot. 

Through the experiments, we found that the versatile service framework provides 
self-adaptive capabilities and utilizes available resources to the utmost under various 
different scenarios. 

6   Conclusions 

In this paper, we consider a network-based cooperation problem for NRS. A ubiqui-
tous and cooperative service framework has been proposed to enable a group of artifi-
cial autonomous entities to make an important use of communication and cooperation 
through a network in order to fulfill their tasks. The framework is validated by using a 
series of experiments in a prototype system comprised of two robots and other de-
vices. For the future work, we will enhance our system and complete the remaining 
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parts of the framework (e.g., the security manager, service execution monitor, and 
fault recovery) and apply it to more complex scenarios. 
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Abstract. We present a novel approach to mobile object manipulation
for service in indoor environments. Current research in service robotics
focus on single robots able to move, manipulate objects, and transport
them to various locations. Our approach differs by taking a collective ro-
botics perspective: different types of small robots perform different tasks
and exploit complementarity by collaborating together. We propose a
robot design to solve one of these tasks: climbing vertical structures
and manipulating objects. Our robot embeds two manipulators that can
grasp both objects or structures. To help climbing, it uses a rope to com-
pensate for the gravity force. This allows it to free one of its manipulators
to interact with an object while the other grasps a part of a structure for
stabilization. Our robot can launch and retrieve the rope autonomously,
allowing multiple ascents. We show the design and the implementation
of our robot and demonstrate the successful autonomous retrieval of a
book from a shelf.

1 Introduction

Service robotics has a large economic potential [1]. In its applications, if robust-
ness and flexibility are dominant requirements, collective robotics is a promis-
ing paradigm [2,3]. Because collective robotics distributes the work to multiple
robots, it requires different control, more hardware units, and usually more en-
gineering resources than the approaches based on single robots [4]. Yet the phys-
ical redundancy between the robots enables a high availability. Moreover, their
modularity provides adaptation to changing needs and situations. These unique
features might outstrip the drawbacks of collective robotics eventually.

To implement service robotics tasks successfully, groups of robots must be
able to manipulate objects in the environment. These objects can be located in
altitude, and robots part of a collective are small. Therefore, these robots must
be able to climb the environment to fetch the objects. This paper proposes a
design concept and demonstrates a working implementation of a climbing robot
that performs manipulation tasks.

In a heterogeneous group, as proposed by the Swarmanoid project [5], our
robot is only responsible for manipulation of objects in altitude. While on the

M. Xie et al. (Eds.): ICIRA 2009, LNAI 5928, pp. 11–22, 2009.
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floor, it relies on other types of robots for mobility. These robots would have
different hardware, in particular, they would be able to self-assemble with our
robot and move it on the ground [6]. Such task and hardware specialization
allows the best use of the capabilities of each type of robots while self-assembling
provides the synergy to compensate for the limitations of each individual type.

2 State of the Art

The ascension of vertical surfaces is a difficult problem: it requires a lightweight
robot with strong actuators, which results in a sensitive mechatronic design.
For this reason, few systems combine the abilities of climbing and manipula-
tion. Researchers in the field of space manipulators —where robots move in
microgravity— have already studied this combination [7].

Some robots require an adaptation of the environment, such as in [8] where the
robot needs custom-tailored docks to attach. To remove this limitation, several
works have explored vacuum adhesion. For instance, [9] proposes a medium-size
robot (diameter of 50 cm) for inspection of large surfaces. A vacuum system
provides the adhesion force while three wheels allow the robot to move on the
surface. To scan the surroundings of the robot, an inspection sensor is attached
to a parallel arm. This system does not allow manipulation of external objects.

The Alicia3 [10] is a larger robot (length of 1.3 m, weight of 20 kg) which also
uses pressure for adhesion. It consists of three attachment units linked by an
articulated arm. Each unit contains its own vacuum generator and displacement
wheels. Although the design of this robots is focused on climbing, its arm-based
structure could support manipulation capabilities.

Several authors have proposed large platforms for outdoor operations on build-
ings or industrial superstructures [11], often for specific applications [12]. These
platforms could support the addition of manipulators; however their size makes
them unsuitable for the type of application we consider.

There exist several robots that utilize some form of grasping to climb [13,14,15].
Their grippers are custom-tailored to specific structures. Yet none of these robots
can use their grippers to perform object manipulation.

To the best of our knowledge there is no small autonomous robot (few decime-
ters cube) that implements a combination of climbing and object manipulation.

3 Design and Implementation

We propose a novel approach to mobile object manipulation for service in in-
door environments. It takes advantage of synergies between climbing and object
manipulation. This translates as the ability to climb common vertical offices
structures such as shelves. Within these structures, the robot gets small objects
such as lightweight books or compact discs. It then retrieves these objects to
the ground and brings them to a specific location. We have implemented this
approach in the hand-bot (Fig. 1) robot that we present in this article.
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Fig. 1. Overview of the hand-bot. a. The body, containing in particular the battery,
the rope launcher, and the head rotation motor. b. The tube of the rope launcher.
c. The head, containing the two arms bending motors. d. The arms. e. The grippers,
each containing two motors for rotation and grasping. f. Two fan to control the yaw
when hand-bot hangs at the rope. g. Connection ring. h. Switchable magnet.

The biggest constraint for climbing under gravity is to provide the vertical lift
force; we thus implement climbing by combining two techniques. Rolling a rope
provides the vertical lift force while manipulators provide horizontal operations.
The hand-bot fixes the rope to a ceiling and coils it around a reel. This mecha-
nism is simple and can lift a large mass by using a strong motor; as shown by
previous work [16]. To be autonomous, the robot must be able to attach its rope
to a specific location, use it to climb, and retrieve it afterwards. We propose a
launching mechanism based on a strong spring (Fig. 1b) that projects a magnet
to the ceiling. Albeit this approach works only in environments with a ferro-
magnetic ceiling, it is well understood and reliable. Moreover, depending on the
type of ceiling, other attachment mechanisms such as plungers are applicable.
To be able to detach from the ceiling, the attachment must be switchable. We
implement this feature using a magnetic switch that the robot can trigger with
a specific infrared transmission.

When attached to the ceiling using the rope, the hand-bot has vertical mobil-
ity but is horizontally unstable. To stabilize and position itself on the horizontal
plane, it needs manipulators to grasp the structure around it. The hand-bot
has two arms, each with a gripper as manipulator (Fig. 1d,e). When using the
two arms to climb, it maintains its stability all the time. It can also manip-
ulate an object with one gripper while keeping the other one attached to the
structure. That way, the hand-bot can manipulate objects precisely. Once on
the ground, other types of robots can assemble with the hand-bot and dis-
place it and the object it carries to a specific location. The other robots [5]
attach to the hand-bot by grasping its translucent ring, which also contains 12
rgb leds.
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(a) rope launcher (b) rope launching sequence

Fig. 2. (a) Mechanism of the rope launcher. a. The launching tube containing a spring.
b. The motor to compress the spring. c. The lifting motor. d. The servomotor clutch to
engage the lifting motor. e. The motor directly connected to the reel, to coil the rope
on magnet retrieval and to provide tension control. (b) Schematics of the launching
sequence, filled rectangles show the active motor. a. A motor compresses the spring.
b. A fast motor maintains tension in the rope while the spring launches the magnet.
c. A clutch is engaged to let the strong motor lift the robot.

3.1 Rope Launcher

As we explained in the preceding sections, the rope provides the main lifting
force of the hand-bot. Fig. 2a shows a photo of the mechanism of the rope
launcher and Fig. 2b shows the schematics of the launching sequence. To launch
the rope, a motor compresses a spring using a small wagon. This wagon moves
inside the launch tube and is driven by a worm gear. When the spring is fully
compressed (at that point, it applies a force of 110 N), the wagon hits the bottom
of the tube and liberates the spring, which launches the rope, the magnet, and
the detachment mechanism up to an altitude of 270 centimeters. Two different
motors drive the rope: a strong one provides the main lifting force and a fast
one controls the tension of the rope, during launch and retrieval. To switch
between these two motors, a servomotor activates a clutch. During launch, the
fast motor brakes the reel: this is necessary to prevent the formation of knots
in the rope. The launching control program monitors the length of the uncoiled
rope in real time. As soon as the magnet reaches the target altitude, the fast
motor firmly coils back, which ensures the tension in the rope. If the magnet
fails to attach, this action will coil back most of the rope and the hand-bot will
know the result of the launch. If the launch succeeds, the servomotor engages
the clutch so that the strong motor drives the rope, and provides the main
lifting force for the hand-bot. This force is strong enough to lift the robot by
itself.

If the hand-bot hangs freely at the rope, because it holds an object or has
failed to grasp an element of structure, it can stabilize and orientate itself using
an inertial measurement unit and two fans. The fans are located at the top of
the body on both side of the rope launcher tube.
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1 DOF gripper ±180°

1 DOF gripper ±180°

1 DOF claw 0-90°

1 DOF claw 0-90°

1 DOF head -90°+180°

1 DOF arm -15°+60°

1 DOF arm 
-15°+60°

1 DOF rope 0-3m

(a) kinematic of the hand-bot. (b) extreme head and arms positions

Fig. 3. The degrees of freedom of the hand-bot

3.2 Manipulators

The hand-bot has two arms on its front side. They can bend/extend forward
— independently — and rotate with respect to the robot body (Fig. 3). At the
end of each arm, the hand-bot has a gripper (Fig. 4a). Each gripper can rotate
with respect to its arm and can open and close its claws. To grasp objects and
structures of different thicknesses, the gripper claws have a parallel compliance
mechanism. When no object is present, a spring maintains a large opening angle
between the claws. Once the claws squeeze an object, the points of contact are
different than the points of rotation which generates a moment that aligns the
claws in parallel with the object. This provides a strong force over a large range of
thicknesses. To control grasping, each gripper can detect structures and objects
at close range using 12 infrared proximity sensors on its perimeter (Fig. 4b).
These sensors have a range of 12 centimeters. In addition, the gripper has a vga
camera in its centner. This camera is capable of applying in hardware a Sobel
filter to the image, which eases line and object detection.

3.3 Electronics and Control

The motors of the hand-bot embed a position encoder, which provides control
in position and speed. In addition, the driving electronics measure the currents
in the motors, which provides control in torque. The electronics is built around
modules containing a 16-bit microcontrollers (Fig. 5). Each microcontroller man-
ages the sensors and actuators it is locally connected to. The modules commu-
nicate together using asynchronous messages. They exchange them over a can
bus [17] using the aseba architecture [18,19]. The aseba architecture distributes
the processing locally by embedding a lightweight virtual machine inside each
microcontroller. An integrated development environment compiles bytecode for
these virtual machines out of a user-friendly scripting language. The development
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(a) passive compliance when grasping (b) locations of the infrared sensors

Fig. 4. The gripper can open at 90◦and close completely. When closing, its parallel
compliance mechanism allows it to grasp objects of different thicknesses. The claws can
apply a force up to 4 kg thanks to the high reduction of its worm drive.

Fig. 5. Distribution of functions between the different microcontrollers. Each box repre-
sents a different microcontroller. The microcontrollers communicate together using asyn-
chronous messages that they exchange over a can bus using the aseba architecture.

environment runs on a remote computer and provides the concurrent develop-
ment — including debugging — of the programs on all the microcontrollers. Once
complete, the program can be flashed into the microcontrollers for autonomous
operations.

While the aseba architecture is powerful enough to implement any low-level
autonomous behavior such as climbing a shelf; high level cognitive tasks such
as locating a specific book using vision require more computational power. To
fulfill this need, we will equip the hand-bot with an embedded computer running
Linux, built around an arm 11 processor and 128 MB of ram. This computer
will also provides a Wifi connection and a three-megapixel camera located in
the centner of the head. The experiments that we discuss in the next section
run solely using aseba [18]; but the scenarios presented in the introduction will
require this embedded computer.
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Fig. 6. Distribution of altitudes reached by the hand-bot for a target of 100 cm over
30 runs. The empirical mean is 100.2 cm and empirical standard deviation is 0.6 cm.
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Fig. 7. Equations of the positions of the grippers given the length of the coiled rope,
the head rotation, and the arms extensions. These equations apply when the right
gripper is attached; they are symmetric when the left one is attached. The constants
are the followings: La = 145 mm is the length of an arm. Lc = 20 mm is half the
length between the arms attachments points in the head. The variables measured by
the robots sensors are: βl, βr are the bending of the left, right arm. α is the rotation
of the head. h is the altitude of the centner of the head. The variables we look for are
xc,zc, xl,zl, and xr,zr: the positions of the center of the head, the left gripper, and the
right gripper.
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(a) workspace (b) climbing traces

Fig. 8. (a) Workspace of the hand-bot. The trajectories of the grippers for the two
extreme positions of the arms are drawn in blue and red. The dark orange disc shows
the direct workspace, which is the locus of the positions where the hand-bot can grasp
an object with one gripper fixed. The light yellow zone shows the indirect workspace,
which is the locus of all locations where the robot can grasp an object, possibly after
climbing up and down (b) Trace of the hand-bot climbing to fetch a book. The blue
lines show the real trajectories of the grippers, extracted from Video 2. The red dotted
lines show the trajectories of the grippers, as computed by the robot.

3.4 Precision of Altitude Control

The length of the coiled rope is the only information of the altitude of the robot.
The experiment that we present in Sec. 4 considers the retrieval of a book located
at a predefined altitude; which means that the precision of the altitude control
is a determinant factor for its success. The hand-bot counts the rotations of the
reel to estimate the length of the coiled rope. However, the rope might coil itself
in different ways which might affect the effective radius of the reel. Moreover, the
rope is elastic and its coiled length per reel rotation might change from launches
to launches.

For these reasons, we characterize the error on the altitude. We let the hand-
bot launch its rope and then elevate by coiling the rope until it reaches a target
setpoint of 100 centimeters above the ground. We have repeated this sequence
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35 times. In five of these trials, the launch was unsuccessful as the magnet did
not attach to the ceiling. In the other 30 trials, the launch was successful. This
results in a 86 percent success rate. Fig. 6 shows the altitudes that the hand-
bot reached in these 30 trials. The mean altitude is 100.2 centimeters and the
standard deviation is 0.6 centimeter; the biggest error is 2.0 centimeters. The
altitude control using the rope is thus precise enough to climb to a target altitude
and retrieve an object.

3.5 Workspace

The hand-bot climbs vertical structures by rotating its arms with one gripper
fixed, and by switching grippers after each half turns (Fig. 8a). At the same time,
the hand-bot coils the rope which provides the main lifting force. As the hand-bot
only needs one gripper attached to provide stability, it can use the other one to
manipulate objects. The hand-bot can compute the position of a gripper knowing
the length of the coiled rope, the position of the head, and the extension of the
arms (Fig. 7). While keeping a gripper attached, the hand-bot can reach objects
located in a vertical disk (inner radius 18.2 cm, outer radius 32.0 cm) centered
around this gripper. To access objects out of this disk, it must climb up or down,
change the extensions of its arms, and then climb back to a position where it can
access the object. In this way, the hand-bot can reach any objects located at max-
imum at 32.0 centimeters away from climbing pole (Fig. 8a).

4 Experiment: Climb of a Shelf and Retrieval of a Book

In this experiment, the hand-bot starts lying on the ground with its right grip-
per attached to a vertical pole, in this case the border of a shelf. The hand-bot
first launches the magnet, and then climbs the shelf by switching grippers alter-
natively, always keeping at least one gripper attached. To do so, the hand-bot
rotates its head slowly and coils the rope accordingly using its elevation motor.
The hand-bot actively maintains the grippers in parallel with its body, so that
it can grasp the border of the shelf or a book. The hand-bot uses the infrared
proximity sensors of the gripper and the orientation of the head to decide when
to grasp. When the hand-bot reaches a specific altitude (120 cm), it scans for
the book using the proximity sensors of the gripper. When it has grasped the
book, it goes down, freely hanging at the rope. Video 11 shows this sequence.
This experiment lasts for two minutes.

Fig. 8b shows the trajectories of the grippers while the hand-bot climbs the
shelf and retrieves the book. The figure shows both the real trajectories ex-
tracted from Video 22 and the trajectories estimated by the robot. The robot
1 Hand-bot retrieves a book, video 1: http://www.youtube.com/watch?v=92bLgE6DO2g
2 Hand-bot retrieves a book, video 2: http://www.youtube.com/watch?v=FFyqfO51sik

In the video, we move slightly the magnet once it is attached, because the shot of
the current prototype is not precise enough. This does not affect the autonomy of
climbing.
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computes them using the length of coiled rope, the head orientation, and the
arms extensions. Overall, the two trajectories match well. Both the real trace
and the estimated one show a vertical displacement when the robot attaches (or
detaches) one of its gripper. The reason is that the arm is a parallel structure,
so when the robot retracts (or extends) an arm, the projected position of the
gripper on the vertical plane moves away from (or moves closer to) the robot.

There are several causes to the differences between the two traces. First,
climbing creates high torques on the grippers’ joints, which affects the robot’s
balance that is not perfectly horizontal anymore. In the future, we will solve
this problem by fusing in the control the information from an accelerometer.
Second, as the robot climbs it displaces itself on the horizontal axis, which cre-
ates discrepancies with respect to the assumptions of our cinematic model which
considers a vertical rope. However, the passive compliance of the grippers allows
the robot to overcome this difference and to climb successfully anyway. In the
future, we plan to take this effect into account in our model. Third, we manually
marked the centers of the grippers every 0.5 seconds on the video of the experi-
ment, which introduced errors on the positions. In addition, the projection of the
three-dimensional scene on the two dimensional sensor of the camera introduces
major distortions on the depth axis, and minor distortions on the other axis.

5 Future Work

The current prototype of the hand-bot is able to autonomously climb a shelf
and retrieve a book, provided that the robot knows the approximate position of
the book. In the future, we will extend the autonomy of the hand-bot in various
directions. First, we will add the main processor board running Linux and the
three-megapixel camera to enable the robot to perceive and interact with objects
in a more dynamic way. Second, we will explore self-assembling of the hand-bot
with ground robots, to provide ground mobility to the hand-bot. This will allow
us to implement more complex scenarios and explore deeper scientific questions
than what is currently possible with a single hand-bot. Third, we will analyze
collaborative tasks involving several hand-bots that manipulate large objects
together. Finally, we will perform benchmarks of the collective approach with
respect to single-robot solutions, such as humanoids.

6 Conclusion

Albeit the use of collective robotics for service applications imposes larger de-
velopment and introduction costs then an approach based on single robots, it
provides specific advantages. These include robustness, flexibility, and scalabil-
ity that might prove critical for applications such as large deployments of robots
in domestic or industrial environments. However, the relationship between the
added value in performances and the additional costs in design and development
is still unexplored, especially for complex tasks such as the ones involving ma-
nipulation. Robots such as the hand-bot provide an engineering foundation to
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explore this scientific question. The prototype of the hand-bot managed to suc-
cessfully climb a shelf and retrieve a book autonomously. It achieved this thanks
to its innovate synergy between its climbing and manipulation subsystems.
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Abstract. Tele-operating robots’ team is a way to increase tasks type
and complexity, the working space size and to improve the remote inter-
actions robustness. These interesting potentialities have a counterpart in
terms of human robots interface. Indeed, we increase the complexity of
the system and users must handle heterogeneous entities with different
intrinsic mobility and sensing capabilities: tele-operators make integra-
tion and prediction efforts, firstly to built the remote world status and
secondly to generate the right commands to be sent to the robots. In this
paper, we present the platform we are developing to allow multi-robots
tele-operation based tasks. The main aim of this platform is to support
investigations about Human Multi-robots interfaces. Namely, to conduct
studies concerning the integration of virtual and augmented reality tech-
nologies to reduce operators mental efforts. A description of this system
is given. We present preliminary results in executing a simple scenario
allowing to a single operator to supervise a given area.

1 Introduction

Multi-robots concept was introduced in early 2000’s to take advantage of the
inherent redundancy of this system. This property allows them to improve the
system’s robustness, to increase versatility and to endow co-operation capabili-
ties. Following that, researchers tackled some challenging robotics applications
and developed interesting platforms such as underwater and space exploration,
hazardous environment monitoring or service robotics (USAR) systems. Unfor-
tunately, when facing complex tasks and environments, such systems lack per-
ception and cognitive capabilities. Therefore, human intervention is needed at
different levels. Indeed, current effective autonomous or semi-autonomous sys-
tems still need human presence within the control loop, at least to supervise high
level operations. In other words, to cope with complexity, the cognitive work-
load remains within the operators’ part. For tele-operation systems in general,
the control and thus the cognitive workload is also supported mainly by oper-
ators. More specificaly, these last compensate perception lacking and integrate
the remote robot’s model in order to generate the right controls. For multi-
robots systems, the same situation exists and naturally, it is amplified because
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of a greater combinatory: more degrees of freedom, and more feedback sensory
information to integrate, leading to a wider solutions’ set that has to be handled
to achieve a specific task.

To improve tele-operated multi-robots performances, two main directions were
investigated:

1. Human robots interfaces
2. Adjustable autonomy

The first item concerns techniques allowing to simplify the interactions among
users and robots. Devices, enabling natural or close natural acquisition of com-
mands and controls to be sent to robots set, were developed. On the other hand,
people have also developed rendering devices to display sensory feedback infor-
mation. Both groups of devices aim to pre-process and prepare the information,
in order to make it intelligible for robots and humans. The main difficulty re-
maining in this context is the knowledge about humans: which processes impact
his/her decision making and how does he/she integrate stimulus coming from
non human agent.

The second item concerns a more general topic, namely robots autonomy.
Techniques and concepts are focusing on endowing robots with more capabilities
to handle complex situations with a minimal help of humans.

In this paper, we focus on the design of human-robots interfaces. Namely we
concentrate on studying the potential contribution of Virtual Reality (VR) tech-
nologies to create a useful feedback information flow letting users understanding
easily the status of the remote world, including the tele-operated robots. VR in
our case is used as a stimuli generator: depending on the description provided by
the remote sensors, we create a synthetic description of the remote world from
which decision making is natural. The other contribution here concerns control
tools. We also use VR technologies in order to facilitate the understanding of the
controls and commands users want to send to the remote robots to be executed.

In the first part of the paper we give a short classification of human-robots
interfaces approaches. In the second section, we will describe more deeply our
platform, namely Virtual Reality for Advanced Teleoperation (ViRAT). Within
this part, we will describe the platform’s structure as well as its basic building
blocks. In the third and last part, we will show through two scenarios how ViRAT
is used in order to accomplish collaborative tasks. The first one is a multi-robots’
”Hello world” experiment and the second one is an area surveillance-monitoring
task from precise viewpoints.

2 Human Robots Interaction: Concepts, Classification
and Overview

In this section, we will briefly summarize and classify existing research areas
about the interaction between human and group of robots, (Figure 1a) and
its interface design from VR perspective. We propose that the interaction be-
tween human and robots can be looked from three angles (See figure 1b). In
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Fig. 1. Teleoperation concept, (a) Teleoperation is not a direct control on an object:
it’s a chain of interaction mediators. (b) Different human-robots intereaction classes.

case of multiple users, the interaction could be based on how much users have
cooperated, communicated, operated (a single or group of robots) and shared
system resources together. This issue has been called as Human-Human Inter-
action (HHI). The concept of interaction based on VR abstraction has been
introduced by Nicolas and Ryad [MR08] termed as Collaborative Virtual En-
vironment (CVE). The concept of this environment allows users to personally
interact with real and virtual robots. The concept of multi-users interacting with
a single virtual robot [AD02] or multi-robots has been given in [MWC05]. On
the other hand, complex missions [SFM98] usually need cooperation of more
than one robots [CP97]. The organization [XySqDs05] and coordination [BA98]
among several robots have been considered in the category of Robot-Robot In-
teraction (RRI). This may provide a high user-robot interaction level with the
group [MR08]. User’s perception of robots’ feedback and how he/she provides
a suitable control to robots based on the understanding of remote world state
can be named as Human Robot Interaction (HRI) [Sch03]. This last category is
targeted in this work and more precisely we will consider the HRI as the ability
of human (user) to positively interact with group of robots.

Our overview of HRI deals with two important aspects: From Human to
Robots and From Robots to Human. In fact, the interaction interface should
translate user’s intention to remote robots. The figure 1b shows multiple ways
in which user can command robots through this interface from lower interac-
tion level (simple commands) to higher interaction level (general commands)
[MR08]. The higher level can reduce user’s cognitive workload and improve RRI



26 K. Baizid et al.

efficiency. Commands can be defined by a specific communication language as
implemented in [JEJM00]. The second aspect is how user easily perceive and
understand robots’ feedback. This can be related with the interface feature to
abstract current useful information and then present it to user. Concerning this
aspect, the VR simulation and visualization impact combined with other sensory
feedbacks has been proposed in [FLdD+05]. Furthermore, interaction interface
should be standardized [MBKR08] where different kinds of robots can be inte-
grated easily. Another important aspect is that how VR can allow user to operate
the real robots as well as the virtual ones. In this case, the real robot and its
virtual image object should be fully synchronized.

Several concepts about the interaction of human with robots have been sug-
gested, from different VR perspectives. However, important aspects which have
been partially discussed are the real-time VR abstraction, real/virtual robots’
environments coordination, standardization concepts etc. Compared with cited
research works the concept of VR that impacts to decrease human’s workload
and create a useful information source for robots’ feedback to user will be further
highlighted. More detaileds about the proposed aspects will be presented within
next sections.

3 Human Robot Interaction via the ViRAT Project

We have designed ViRAT platform (Figure 2) to support several heterogeneous
robots. As a standardized platform, the integration of such kind of robots is
easier because of ViRAT modularity feature. As mentioned earlier, the HRI in-
teraction should implement two main interaction concepts Human to Robot
(Control) and Robot to Human (Feedback). In fact, ViRAT platform pro-
vides different kinds of control layers to user. User can operate a robot directly by
simple commands and can also operate a group of robots in higher control layer
[MCB09]. The platform has the real time feedback mechanism. This feedback is
an important information about the system (e.g. of video of supervised area).
Because of feedback, the VR based interaction feature allows user to abstract
the remote environment in a higher level of interaction. This feature abstracts
the correct and useful information from the real environment and present it on
the virtual environment. In this case, VR is acting as commands input and in-
formation output console to and from the robots system. Augmented Reality
(AR) features functions have also been provided through the platform interface
where user can see the real environment using Head Mounted Display (HMD).

3.1 Technical Description

As we can see from the figure 2 ViRAT makes the transition between several
users and group of robots. It’s designed as follows:

1. ViRAT Human Machine Interfaces provide high adaptive mechanisms to
create personal and adapted interfaces. ViRAT interfaces support multiple
users to operate at the same time even if the users are physically at different
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Fig. 2. ViRAT design

places. It offers innovative metaphors, GUI and integrated devices such as
Joystick or HMD.

2. Set of Plug-in Modules. These modules are presented as follows:
– Robot Management Module (RMM) gets information from the ViRAT

interface and tracking module and then outputs simple commands to the
control module.

– Tracking Module (TM) is implemented to get current states of real en-
vironment and robots. This module also outputs current states to ab-
straction module.

– Control Module (CM) gets simple or complex commands from the Vi-
RAT interface and RMM. Then it would translates them into robots’
language to send to the specific robot.

– Advance Interaction Module (AIM) enables user to operate in the virtual
environment directly and output commands to other module like RMM
and CM.

3. ViRAT Engine Module is composed of a VR engine module, an abstraction
module and a network module. VR engine module focuses on VR technolo-
gies such as: rendering, 3D interactions, devices drivers, physics engines in
VR world, etc. VR abstraction module gets the current state from the track-
ing module and then it abstracts the useful information, that are used by
the RMM and VR Engine Module. Network Module handles communication
protocols, both for users and robots.

3.2 How ViRAT Platform Works

When a user gives some commands to ViRAT using his/her adapted interface,
the standardized commands are sent to the RMM. Internal computations of this
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Fig. 3. VR abstraction, (a) Virtual environment interaction tool. (b) One example of
some Metaphors given through VR tools.

last module generates simple commands for the CM. During the running process,
the TM gets the current state of the real environment and sends the state to the
Abstraction Module, which abstracts the useful information in VIRAT’s internal
models of representation and abstraction. Based on this information, VR engine
module updates the 3D environment presented to the user. RMM re-adapts its
commands according to users’ interactions and requests.

ViRAT project has a lot of objectives [MBCF09], but if we focus on the HRI
case there are two main objectives that interest us particularly for this paper:

1. Robot to Human
(a) Abstract the real environment into the virtual environment: This will

simplify the environment for the user. Ignorance of useless objects makes
the operation process efficient. In the abstraction process, if we use a
predefine virtual environment (Figure 3a), it will be initialize when the
application starts running. Otherwise we should construct the new vir-
tual environment with user’s help. The same situation happens when
we use ViRAT to explore an unknown area for example. After construc-
tion of virtual environment in accordance with the real environment, we
can reuse the virtual environment whenever needed. Sometimes for the
same real environment, we have to use different virtual abstracted envi-
ronments. Thus the virtual environment must be adaptable to different
applications.

(b) Take feedback from the real environment and reflect on the virtual envi-
ronment: ViRAT has an independent subsystem to get the current state
information from real environment termed as ’tracking module’ in the
previous section. The operator makes decisions based on the information
pecepted from the virtual environment. Because the operator does not
need all the information from the tracking module so abstraction module
will optimize and present the state information in real-time to user.
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2. Human to Robot. Transfer commands from the virtual environment into the
real world: Often user uses other interfaces to give commands to robots.
However, ViRAT provides a mechanism to the user to operate the real robots
from the virtual environment and an easily understandable way to get the
information that user needs to know from the reality. For the user, it is
analogous to ’what you want is what you see’.

4 Experiments and Results

4.1 Description, Concept and Goals

The main objective in this section is to present our approach though ViRAT plat-
form, to propose new solutions for real tele-operation missions and to evaluate hu-
man in such interaction context. For this purpose, two example applications have
been developed and tested with the ViRAT platform. These applications show
the possibilities of cooperation between two robots in a ’Hello World’ robotics
task (hereafter called as ’Welcome task’) and an example of a high level inter-
action tasks through VR. The features of those applications include inter-robots
cooperation, coordination between real and virtual environments, and VR based
interaction. These example applications serves two purposes:

– Cooperative Tasks. Welcome task consists of welcoming someone in any lo-
cation in our lab area. The task involves two robots Sputnik1 robot and
Erectus2 robot. The latter is a small Humanoid robot. Sputnik brings Erec-
tus to a desired place in order to welcome the guest. The cooperation here
is considered as an assistance to Humanoid robot because its locomotion is
very slow, so it will take lot of time to reach the guest place. In the same
time, Sputnik robot doesn’t have a camera to provide user the real view of
the guest, so Humanoid robot can accomplish this task using its camera,
which is the goal of the second example. In order to manage these example
applications, several subtasks showed in figure 5 have been defined. These
subtasks have been synchronized each other to construct a mission scenario,
through a scenario language [MBCF09].

– VR based interaction. The user can give general command (For example,
the GoNear command) to the robots and then RMM will generate the sub-
tasks for this command. Also, the General Command ”welcome the visitor”
runs the whole scenario automatically. During the welcome mission, user
may interact with the group, showing the path and the targets to Sputnik
and defining the requested view from the VR environment. The robot path
should be defined in the VR world by users, or generate with a path planning
module, because Sputnik is simulated has having problems with its distance
sensors, so it blocks the robot to navigate through the environment’s ob-
stacles. This shows the idea of user robots cooperation and assistance since

1 Dr Robot.
2 Advanced Robotics and Intelligent Control Centre.
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Sputnik helps Humanoid to reach the desired target, while Humanoid helps
the user to welcome his/her guest or to obtain a local subjective real live
view.

4.2 Details of Running Scenarios and VR Benefits

Welcome task scenario. Step by step (not through the general command
”welcome” that runs everything automatically), first the user gives a general re-
quest to Sputnik robot to go near Humanoid robot (figure 4a). Then the system
invokes several modules to accomplish this subtask. The TM provides the posi-
tion and the orientation of the Sputnik while the initial position of Humanoid is
predefined. The RMM generates the movements subtask to reach the Humanoid.
Generally three kinds of movements are generated if there is no collision pre-
diction of Sputnik with Humanoid: Rotation, Translation and then Rotation.
Sputnik will arrive at the position only 15cm further from Humanoid. In this
position (Figure 4a) it is easy for Humanoid to climb on Sputnik, which has
the capability to transport it to the target location. When the user clicks on
’Manage Welcome Tasks’ button on the interface, the Humanoid starts to pre-
pare for climbing on Sputnik. After finishing this task, Sputnik moves and puts
its supports under Humanoid’s arms. Finally, Humanoid flexes its arms on the
supports, and bends the legs (Figure 4b-3). At this time user intervenes through
virtual environment to define Sputnik’s path, since this robot does not know
guest’s location. At this time the RMM and CM will be invoked to carry out
this sequence of movements, while TM provides the current state of robots. A
correction method is regularly invoked during this time and is combined with the
VR engine module and abstraction module to update the current real Sputnik’s
position in the virtual environment. When Humanoid gets off from Sputnik,
the Sputnik should move a bit so that the Humanoid can welcome the guest
conveniently (Figure 4b-9).

Advanced interaction task scenario and VR’s metaphors. The scenario
is an evolution of the welcome task, and aims to show the interest and poten-
tiality of VR metaphors and abstraction. However, the user neither need to ask
Sputnik to go near Humanoid, nor to define the Sputnik path in the virtual
environment. All mission’s subtasks are auto-generated by the system, including
path planning. The user just has to wear HMD to see the real view corresponding
to the virtual one. In fact, the user interacts with the entire system.

The interaction via VR to tele-operate a group of robots provides several
metaphors. The first metaphor deals with the definition of a virtual robots’ path
to follow. Another metaphor is how user can obtain a real view through a virtual
one (Figure 3b). In this case, user navigates easily and freely into the virtual
environment and sets the area he wants to supervise (so to really observe), then
the system organize the robots and their camera and finally provides the live-
view image from the defined area, through Humanoid’s camera. Since HMD and
Humanoid’s head are synchronized, therefore user can move freely and naturally
his/her head to feel immersed and present through the Humanoid’s robot.
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Fig. 4. Interaction through VR environment. (a) Go Near sub-task. (b) Welcome
scenario.

Fig. 5. Subtasks defined for Welcome Task

5 Conclusion and Future Work

In this paper HRI concepts have been presented and proved. We have proposed
the concept of different classes and levels of interactions among human and
robots. This concept can vary between higher and lower interactive levels. The
main objective is to show how humans can interact easily through existing inter-
actions tools. Advanced interactive concepts based on VR technology have been
proposed and tested. The impact of VR abstraction on human cognitive and
perception capabilities has been evaluated. Vital issues like Human robots coop-
eration and inter-robot coordination have been discussed. Keeping in view these
objectives, we have proposed and implemented ViRAT platform. This platform
provides capability to interact with multiple robots simultaneously. Multiple re-
mote users can interact with robots in parallel using multi-interfaces including
GUI, HMD, VR etc. Using these interfaces, human can give commands and
supervise states of robots. Two important application examples have been pro-
posed and tested to prove the concept. These examples suggested the capabil-
ity of ViRAT modules to interact with one other to achieve a desired mission.
VR’s metaphors provided by the implementation of VR technology have also
been discussed. The proposed ViRAT platform finds its applications in disasters
management, rescue in case of building collapse and earthquakes etc with slight
modifications. In near future, we are going to implement ViRAT platform to
quantify HRI performance parameters and analyze various concepts including
tele-operation efficiency, multi-robot management, cognition etc.
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Abstract. Rescue robots have a large application potential in rescue
tasks, minimizing risks and improving the human action in this kind of
situations. Given the characteristics of the environment in which a rescue
robot has to work, sensors may suffer damage and severe malfunctioning.
This paper presents a backup system able to follow a person when camera
readings are not available, but the laser sensor is still working correctly. A
probabilistic model of a leg shape is implemented, along with a Kalman
filter for robust tracking. This system can be useful when the robot has
suffered some damage that requires it to be returned to the base for
repairing.

1 Introduction

Rescue robots have a large application potential in rescue tasks, minimizing
risks and improving the human action in this kind of situations. For an overview
of potential tasks of rescue robots and the related research in general see for
example [7].

One of the main challenges in using robots in search and rescue missions is
to find a good trade-off between completely remotely operated devices and full
autonomy. The complexity of search and rescue operations makes it difficult, if
not impossible, to use fully autonomous devices. On the other hand, the amount
of data and the drawbacks of limited communication possibilities make it unde-
sirable if not unfeasible to put the full control of the robot into the hands of a
human operator.

Human-robot collaboration has significant potential to improve rescue mis-
sions. Specifically, by enabling humans and robots to work together in the field.
The mission productivity can be greatly increased while reducing cost, partic-
ularly for surface operations such as material transport, survey, sampling, and
in-situ site characterization.

Given the characteristics of the environment in which a rescue robot has
to work, sensors may suffer damage and severe malfunctioning. There are sev-
eral approaches in the literature that combine vision with other sensors (laser,
sonar) to provide a reliable people following behaviour. Our approach is to build
a backup system able to follow a person when camera readings are not avail-
able, maybe due to some hardware failure, but the laser sensor is still working
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correctly. This system can be useful when the robot has suffered some damage
that requires it to be returned to the base for repairing.

In order to accomplish the people following behaviour, this paper presents a
probabilistic approach for human leg detection based on data provided by a laser
scan, and developed within the ROBAUCO project. Besides the theoretical as-
pects of the leg detection, the proposed approach integrates tracking techniques
as Kalman filters [5], [9] to endow the system with a error recovering tool to
be used in a real enviroment. Finally, to avoid the robot to get stuck when an
erroneous detection has been performed, after a predefined time span without
movement, the robot looks for other possible targets.

The paper is organized as follows. Section 2 briefly describes the ROBAUCO
project where this research is located. Section 3 gives information about previ-
ous research activities related to this paper. In Section 4 the hardware used in
the experiments is described, including the mobile robot and laser scan. Section
5 presents the proposed approach for leg detection and tracking. Section 6 and
Section 7 describe the experimental set-up and experimental results of the pro-
posed architecture. Finally Section 8 presents the conclusions obtained and the
future work to be done.

2 ROBAUCO Project

”ROBAUCO - mobile, autonomous and collaborative robots” project’s main
objective is the generation of the technologies necessary for the development of
mobile robots able to carry out complex tasks with a high degree of autonomy
and capacity for collaboration. These robots, moreover, have to share tasks with
people in the most friendly and natural way possible.

ROBAUCO expects to materialise all these developments in a terrestrial robot
prototype which, in all probability, will be a test bank for solutions to emergency
situations such as forest fires, rescues, etc. In order to know the peculiarities and
skills these tasks require and thereby to orientate the prototype accordingly,
contacts have been made with SOS Deiak (the Basque Emergency Rescue Ser-
vice) and it is also expected to know other viewpoints from other autonomous
emergency services.

The project is one of six which, at a Spanish state-wide level, is being financed
by the State Office for Small and Medium Enterprises of the Ministry of Industry,
Tourism and Trade, through the programme of partnered projects designed to
stimulate a synergic effect from the collaboration of various technological centres.

3 Related Work

People detection and tracking is a popular topic in the computer science com-
munity. Several approaches have been tested, most of them based in some kind
of vision sensors. For example, color vision has been used [8], as well stereo [3]
or infrarred cameras [2].
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Multisensor approaches have also been developed, for example fusing stereo
and thermal images [4] or vision and sonar readings [6].

In [1] a person is detected and tracked in two different ways depending on
the sensor: the vision sensor detects the face and the laser detects the legs. A
fusion is made between these two modules. Though some papers deal only with
leg detection [10], without relying in other sensors, they are comparatively rare
in the literature.

This paper describes a system for detecting legs and follow a person only
with laser readings. To increase the reliability of the detector, a Kalman filter
is implemented, as well as a procedure to recover when being stuck by a false
detection.

4 Hardware

The next section describes the hardware used for the experiments, including the
mobile robot and laser scan.

4.1 Mobile Robot

During the experiments a robuLAB801 mobile robot has been used, with dimen-
sions of 772x590x475 mm and a weight of 125kg, as seen in Fig. 1. This mobile
robot, compatible with Microsoft Robotics Studio, is equipped with a Pentium
1.4 GHz, 512 MB RAM and multiple analog and digital inputs and outputs.

Fig. 1. Left: robuLAB80 mobile robot used in the experiments Right: Hokuyo laser

Besides the described hardware, the robuLAB80 has also been equiped with
different sensors and actuators such as bumpers, Hokuyo laser scan (described
later), security light and an ultrasound belt to fullfill the needs of ROBAUCO
project.

4.2 Laser Scan

The laser scan chosen for the leg detection task is a Hokuyo URG-04LX2, as
seen in Fig. 1. This laser scan provides a measuring area of 240 angular degrees,
from 60 to 4095 mm in depth and 625 readings per scan.
1 http://www.robosoft.fr/eng/
2 http://www.hokuyo-aut.jp/
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5 Propossed Approach

The proposed approach presents an architecture comprising several modules: a
leg detection unit, a Kalman filter unit and a control unit that receives results
from the other two modules and combines them to produce the final result. An
scheme of the architecture is presented in Fig. 2.

Fig. 2. System architecture

The leg detector has some similarity to the one developed by [1]. In its paper,
given a set of laser readings in an instant, a leg pattern is defined as a sequence
of maximums and minimums, where there are some constraints between them.
In Fig. 3, from the paper above mentioned, the points Pa, Pb, Pc, Pd and Pe

define a leg. The constraints they use are of the type Px − Py > K, where Px

and Py are two of the points that define the pattern, and K is a constant. The
idea is to reflect the physical constraints (distance between feet, between a foot
and the background, etc.) that occur in the real world.

In this work, instead of implementing a leg detection system that only returns
detected and not detected states, the above mentioned constraints have been
extended to implement a fuzzy detector. The difference between marks Px − Py

is associated to the range of values permitted, as well as an optimum value that
it is considered to maximize the probability of being part of a leg. Constraints
are now of the form

if Px − Py = out of range then prob(detected) = 0
else prob(detected) = Φ(abs((Px − Py) − optimum))

where Φ is a function that assigns maximum value (one) when the difference
between marks reaches its optimum, and decreases when the value drifts from
the optimum, until it reaches a minimum of cero when the value is out of range.

Due to the exclusive use of laser readings (no other sensor is used), a Kalman
filter has been implemented to add reliability to the system.

To avoid the robot get stuck following something in the environment erro-
neously identified as a leg, when the robot is not moving for a predefined time
span, it starts to spin on its axis looking for other possible targets.
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5.1 Leg Detection Unit

The proposed system has implemented a leg model as a sequence of max →
min → max → min → max, given the laser readings, as in [1]. The main
difference lies in the computation over those values. While in their work they
implement rules of all or nothing, we have chosen a fuzzy approach, where the
rules represent the likelihood of a characterist of a leg. Therefore, to estimate
the probability of a set of laser readings to be a leg, we have implemented several
measures over the readings at Pa, Pb, Pc and Pd and Pe, as seen in Fig. 3.

Fig. 3. Leg pattern (Bellotto et al.)

Measures over the laser readings:

1. Likelihood of the distance between Pb and Pd supposed it is part of a leg
(distance between feet)

2. Likelihood of the distance between Pb and Pc, and between Pc and Pd (dis-
tance between legs and the background between them)

3. Likelihood of the distance between Pa and Pb (distance between right foot
and previous background)

4. Likelihood of the distance between Pd and Pe (distance between left foot
and posterior background)

The function Φ introduced above has been implemented for every measure in
the following way:

For measure 1: there is a value that is considered optimum, and a minimum
and maximum, both of them defining the range lenght. Therefore,

Φ(x)=

⎧
⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎩

0 if x <= minimum
(x − minimum)/(optimum − minimum) if x > minimum ∧ x < optimum

1 if x = optimum
(maximum − x)/(maximum − optimum) if x > optimum ∧ x < maximum

0 if x >= maximum
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For measure 2, 3 and 4: there is a threshold value, for which the values above
it are asigned a maximum probability, and a minimum value, with the same
meaning that in the previous measure.

Φ(x)=

⎧
⎨

⎩

0 if x <= minimum
(x − minimum)/(threshold − minimum) if x > minimum ∧ x < threshold

1 if x >= threshold

The overall probability of a leg is computed as a combination of these four
measures, each of them ranging between 0 and 1. So far only an arithmetic
average has been tested, taking into account that when one of the component
values is zero, the probability of the resulting combination is zero too.

5.2 Kalman Filter Unit

The next quation shows the known Kalman filter formulas:

x(k) = Ax(k − 1) + w(k − 1)
y(k) = Cx(k) + v(k)

where x(k), x(k−1) are the state vectors at time k and k−1, y(k) is the obser-
vation vector at time k, w and v are the noises on the state and the observation
respectively. A and C are matrices specifying the state and measurement mod-
els for the considered system. The Kalman theory gives the equations for the
optimal estimate x̂(k + 1|k) given the statistics of the system and observation
noises.

In the case of the leg tracking addressed in this paper, the next state vector
x = [ α ω ]T and observation vector y = [ α ]T are defined where α is the angle
of the detected legs and ω defines the angular velocity of the leg position. The
covariance of the state and measurement noises are estimated directly from data.

During leg tracking, a Kalman filter is instantiated when legs are detected
and it is used to predict leg’s position in the next time step. This Kalman filter
is iteratively updated with the new leg position provided by the Leg detection
unit. On the other hand, when the Leg detection unit provides no output (legs
are lost) the Control unit feeds the Kalman filter with its own (Kalman filter’s)
predictions to update it, allowing further predictions.

5.3 Control Unit

Finally the Control unit combines the information provided by both the Leg
detection unit and the Kalman filter unit. Initially it compares the difference be-
tween the detected leg position (αdet) and the Kalman filter’s prediction (αKalm).
If the difference is below a threshold K, the output from the Leg detection unit
is accepted. On the other hand, if the difference is greater than the threshold K,
the detected leg position is analysed. If the positions’ confidence rate (Confdet)
is greater than threshold P , the detected leg position is accepted, otherwise the
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Kalman filter’s prediction is the chosen position. A summary of the process is
shown in formula (1).

αreturned =

⎧
⎨

⎩

αdet if |αdet − αKalm| <= K
αdet if |αdet − αKalm| > K ∧ Confdet > P

αKalm if |αdet − αKalm| > K ∧ Confdet < P
(1)

Apart from the previous information fusion, the Control unit also feeds and
updates the Kalman filter when no leg is detected. For security reasons, if no
leg is detected for a period of time (around 1-2 seconds) the Control unit stops
updating and predicting by means of the Kalman filter and starts a new leg
search process.

6 Experimental Set-Up

To assess the performance of the built system, an experimental setup in a man-
ufacturing scenario has been devised as it is shown in Fig. 4.

The manufacturing plant is a real manufacturing shop floor where machines
and humans share the space in performing production activities. With regard
to the exploration purposes the shop floor can be characterised as an indus-
trial environment, with multiple machines, tools and materials in unpredictable
arrangement.

The experimental method comprises several runs along a path of about 30
meters with different ambient conditions (given by the daily changing activity),
pace of walking and different people.

The laser readings have been restricted to the range between −45 ◦ and 45 ◦,
to avoid calculations over readings that are far away from the natural path of
the robot. Denoting the definition of the Φ function (as defined in the previous
section) corresponding to the measure number i as Φi, the following values have
been taken in our experiments:

Fig. 4. Manufacturing plant and path covered in the experiments



40 J.M. Mart́ınez-Otzeta et al.

– Φ1: Optimum: 50 cms Minimum: 5 cms Maximum: 150 cms
– Φ2: Threshold: 75 cms Minimum: 5 cms
– Φ3: Threshold: 75 cms Minimum: 5 cms
– Φ4: Threshold: 75 cms Minimum: 5 cms

With respect to the thresholds K and P defined in the Control unit section,
a value of 5 angular degrees has been selected for K, and a confidence rate
(probability of a leg) of 0.40 has been selected as value for threshold P .

Once a person (their legs) is detected, the robot moves in its direction, not
approaching more than a predefined security distance. In these experiments, the
distance has been of 100 cms.

7 Experimental Results

Fig. 5 shows the graph corresponding to one of the experiments (all the experi-
ments show a similar pattern). The number of times the path has been covered
has been of five, and the number of people involved in the experiment of three.
The graphs show time in milliseconds against distance and angle from the robot
to the person. This distance has been measured from the laser readings. As it
can be observed, the robot tries to keep the distance around that value, main-
taining it in a range of 1-1.5 meters most of the time. The times the distance

Fig. 5. Graphs depicting the distance and angle the robot maintains through an
experiment
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is bigger is due to the human walking too fast for the robot to follow him/her.
In the same way, it is observed that the measured angle lies between −10 ◦ and
10 ◦ most of the time, which represents the lateral movements of the robot when
the person is not moving straight forward. As expected, the laser readings are
not 100% reliable, as is shown by the appearance of some peak noise around the
500 milliseconds mark.

The system has shown to be robust, losing its track only in cases when the
person walks so fast that the person disappears from its sight, or when the
person walks close to glasses, which are difficult for the laser to deal with. Even
in these adverse conditions, the system is able to recover itself pretty fast when
the person locates in front of it again.

The distance between the person and the robot, as measured by the laser
readings, always lies over the minimum security distance, and even when the
robot loses the person’s track and the subject has to put him/herself in front of
it, the robot is able to recover the track before colliding.

8 Conclusions and Future Work

In this paper a prototype of a robotic system to assist emergency personnel in
rescue tasks has been presented. Specifically a leg detection architecture has been
developed, including a tracking system to improve its reliability. Experiments
have also been carried out to test the leg detection system, yielding good results.

A robotic mobile platform integrating this leg detection architecture has been
developed, in which the robot movement will be directed by the user. Current
experiments show a good performance in a real industrial shop floor.

As further work, there are two interesting paths to follow. On one hand, leg
detection could be improved adding new features to track as well as adjusting
the probabilistic framework used. On the other hand, the tracking system could
also the modified, studying the use of other estimation algorithms as extended
Kalman filters or particle filters to observe their efficiency in the posed problem.

This research has been supported by the PROFIT project ROBAUCO FIT-
170200-2007-1, funded by the Spanish Government, and by the ETORTEK
project TEReTRANS, funded by the Basque Government.
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Abstract. We outline a web personal information mining system that
enables robots or devices like mobile phones which possess a visual per-
ception system to discover a person’s identity and his personal informa-
tion (such as phone number, email, address, etc.) by using NLP methods
based on the result of the visual perception. At the core of the system
lies a rule based personal information extraction algorithm that does not
require any supervision or manual annotation, and can easily be applied
to other domains such as travel or books. This first implementation was
used as a proof of concept and experimental results showed that our
annotation-free method is promising and compares favorably to super-
vised approaches.

1 Introduction

This paper outlines our rens personal information mining system. rens was
originally inspired by the scenario of a receptionist robot who determines the
identity of a person by using a facial recognition process coupled to a web search
process. To be able to focus on the aspect of personal information mining, we
assume the existence of a functioning facial recognition system capable of col-
lecting, for a given target person, URL-image pairs: pairs of a URL and an
image such that the URL’s page contains at least one identifying image, i.e., an
image of the person’s face. A URL-image pair indicates the mapping between
a web page and its containing identifying image and therefore enables us to
combine web mining and facial recognition technologies. After analyzing these
URL-image pairs and their retrieved web pages, the system searches the web for
the person’s information and generates a business card for him as output.

The rens system attempts to address the following three issues:

1. How to ascertain an unknown person’s identity using given URL-image pairs
2. How to extract personal information from an HTML page
3. How to select the right personal information for a particular person

For the purposes of our system, the identity of a person is defined to include his
name and his organization. The personal information of a person is defined by
the typical information shown on a business card, including address, email, tele-
phone, fax number, title and position. We define a personal information record
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(or simply, record) as an area with high density of personal information about a
particular person on a web page.

The rens system has three main components: Personal Identity Ascertain-
ment (henceforth referred to as PIA), Records Extraction (RE ), and Records
Selection (RS ). Each of the three components addresses one of the problems
listed above. The PIA component ascertains a person’s name and organization
by applying a named entity recognizer to the relevant text contents of web pages
that contain identifying images. The RE component moves through the DOM
tree of a web page and extracts records by applying a rule-based algorithm.
The RS component selects the best records matching a particular person by
calculating and sorting the records’ confidence scores based on cosine similarity.

Empirical evaluations were conducted on web pages related to people working
in academia as their personal information is often freely available online. Exper-
imental results show that the methods proposed in this paper are promising.
Our two main contributions are: (1) an investigation of the concept of personal
identity ascertainment with given URL-image pairs and (2) the development of a
simple but powerful rule-based records extraction algorithm. This paper is orga-
nized as follows: Sec. 2 reviews related work. A description of the rens system is
given in Sec. 3. Results of the evaluation are discussed in Sec. 4. Sec. 5 provides
conclusions and an outlook on future research.

2 Related Work

Prominent work in personal information mining includes the work of Tang
et al.[1] and [2]. Their system ArnetMiner aims at extracting and mining
academic social networks. The ArnetMiner system focuses on extracting re-
searcher profiles from the Web automatically, integrating the publication data
from existing digital libraries, modeling the entire academic network and pro-
viding search services on this academic network. Although extracting researcher
profiles is only a component of ArnetMiner, it does similar tasks as the rens
system using a different approach. It first collects and identifies a person’s home-
page from the Web, then uses a unified approach to extract the profile properties
from the identified document [1]. As it supports search for experts, which is sim-
ilar to search for persons, it is taken as the baseline system in the evaluation
of rens. Yu et al.[4] discuss extracting personal information from résumés in a
two step process: first, segmenting a résumé into different types of blocks and,
second, extracting detailed information such as address and email from the iden-
tified blocks.

In addition to work directly concerning personal information mining, it is worth
discussing research related to the underlying techniques used by rens. rens ex-
tracts information by walking through the nodes of a DOM tree. Such a DOM
tree based extraction approach was first introduced by Gupta et al.[3]. Their ba-
sic idea was to use the links-to-text ratio and remove nodes with a high ratio in
order to extract general web content from different domains. Prasad et al.[5] used
a similar DOM-based heuristic applied to news stories. Kim et al.[6] suggested
extracting information from DOM trees using tree edit distance.
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Another aspect of the rens system is its use of wrappers. A wrapper ex-
tracts data (including unstructured, semi-structured and structured data) from
web pages and turns the data into a self-described structured representation for
further processing. Liu et al.[9] proposed a novel algorithm that is able to dis-
cover noncontinuous data records and uses partial tree alignment to integrate
data records. In another paper, Liu et al.[8] also proposed a two-step extrac-
tion approach by first identifying data records without extracting data and then
aligning data items to a schema.

3 System Description

Figure 1 shows an overview of rens. In addition to the PIA, RE and RS com-
ponents mentioned in Section 1, there are 3 smaller components: preprocessing,
the information source builder (ISB) and card generation. We describe these 6
components in turn.

3.1 Preprocessing

The preprocessing step takes a file containing several URL-image pairs as input,
and retrieves the corresponding web pages. We call these pages “seed pages”,
which we use as a starting point to discover the identity and relevant personal
information of a person.

3.2 Personal Identity Ascertainment (PIA)

The PIA component determines a person’s name and information related to his
organization by applying the Stanford Named Entity Recognizer(SNER)
to the relevant text contents on each seed page respectively. The texts of a
seed page are relevant when they describe the page’s identifying image, like the
image name, the text adjacent to the image, the image’s alt text, the page meta
information, title and so on. Because SNER is case-sensitive, espacially with
person names, and because the texts online are often informally edited, we need
to ensure the capitalization of letters is correct in order to increase the accuracy
of the named entity recognition. We used a very simple heuristic: if a token is
found having a capitalized first letter, then all the occurences of this token will
be enforced to have their first letter capitalized. SNER tags proper nouns as
PERSON, ORGANIZATION or LOCATION. Anything tagged as a PERSON
could possibly be the person name we are interested in. We found that simply
taking the most frequently occurring PERSON name resulted in poor results. In
our case, a name having occurred 10 times but only in one document(here a seed
page) is often less important than another name with an occurence of one time in
7 documents respectively. The high document frequency suggests a high global
accordance to the initial information provided by seed pages. Thus, we picked
the entity with the highest score according to the formula: 0.99× df + 0.01× cf
where df refers to the document frequency (where a document is defined as



46 X. Yan et al.

Fig. 1. rens System Architecture. The 6 main components are highlighted in blue. If
there is no record found, system output is the identity of the person. If records are
found, the system outputs a business card in XML format.
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the text content of a seed page), or number of documents in which a name
occurred, and cf refers to collection frequency, or the number of times a name
occurs among all the documents. Having attained the person name, one can
use pointwise mutual information to find the best matching organization phrase
corresponding to the person name. Organization-type named entities are indexed
as bigram and trigram phrases; we do this because in a unigram representation,
the weighting formula would give too much weight to stop words like “of” and
“for” (which are semantically empty, but occur frequently in ORG names). In
addition, the key words of organizational names are often phrases of length 2 or
3. The mutual information between person and organization phrases is calculated
in the following manner:

MI(p, o) = log
P (p, o)

P (p)P (o)
(1)

where p stands for person name and o for organization phrase. P (p) is the nor-
malized document frequency of p, P (o) is the normalized document frequency of
o, and P (p, o) is normalized document frequency of joint occurrences of p and o.

3.3 Information Source Builder (ISB)

This component has two purposes. First, it uses two search queries (one is the
person’s name, where possible the full name, another is the combination of the
person’s name and the organizational association that was also found in the
PIA component) and the Google AJAX search API to get the top 10 ranked
pages respectively for each query. The seed pages and new pages found during
the search represent the information source collection. Second, the ISB removes
repetitive or useless (not containing the person name found in the PIA) web
pages from the collection.

3.4 Records Extraction (RE)

This component uses the information source collection, namely the output of
the ISB, as input. For each page in the collection, it traverses the corresponding
DOM tree, annotating all nodes with the personal information features of a par-
ticular language, like the ones for US. english mentioned in Table 1. It then uses
a local extraction strategy to extract personal information records. The output
of this component is a collection of all possible records that are detected from
the pages in the information source collection. A recursive bottom-up extraction
algorithm we developed in this project is given in Figure 2. The extraction pro-
cess starts from the <html> node which is the root of an HTML DOM tree, and
computes a weight for each node inside the DOM tree. This weight is the ratio
of the text which can be classified as personal information compared to all the
text in the node. When this ratio exceeds a predetermined threshold (empirically
determined to be 0.13 for our task), we classify the node as being a potential
personal information record.
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Table 1. Personal information features: Attributes and Indicators of US. English

Attributes Indicators

Email: email, netmail
e-mail, mailto · · ·

Telephone: telephone, tel, call,
mobile, phone, cellphone · · ·

Fax: fax, telexfax,
facsimile · · ·

Address: department, avenue, Ave.,
building, room, office · · ·

Website: homepage, website, url · · ·
Title: professor, Ph.d · · ·
Position: CEO, CFO, dean,

chief, coach · · ·

Fig. 2. The algorithm of the personal information records extractor
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Computing this ratio therefore depends upon being able to classify text as
containing personal information or not. Recall that personal information is the
typical information shown on a business card. A unique property of this kind of
information is that there are often obvious words and patterns which strongly
indicate its presence. We manually developed a set of these ‘indicator words’ for
US English, a subset of which is listed in Table 1.

Indicators are not limited to words, but also include regular expressions that
identify personal information including email addresses, zip codes, telephone and
fax numbers. These regular expressions and indicators are not only used to com-
pute the above-mentioned ratio, but also to annotate a node as containing a
particular kind of personal information. If an indicator occurs in a node (includ-
ing its children), the node is annotated with this indicator and the indicator’s
corresponding attribute. The weight of a node is thus formalized to eq. 2. t is a
node inside a DOM tree.

weight(t) =
||indicators in t ||
|| words in t || (2)

In order to prevent a node with very high weight but only one attribute from
being taken as a record, we require that a record have at least 2 attributes.
However, not all attributes strongly indicate a personal information record. At-
tributes like position or title can occur within any node in a DOM tree, because
their indicators like “Professor” or “CEO” could be mentioned anywhere on a
page with a person name. On the other hand, particular email, fax, telephone
or address patterns are very suggestive (in particular, the ZIP code pattern), so
they are good attributes to identify a record. Thus, besides the weight, another
precondition to be a record is that a node should have at least 2 good attributes.
In addition, we count the attributes and indicators in a boolean model which
means no attribute gains any additional weight beyond its first occurrence. We
do this to dampen the weight of large nodes like <html> which may have more
than one record as child nodes. If nodes that have 2 good attributes and exceed a
predefined threshold are all chosen for records, we would have much redundancy,
due to the nested structure of HTML pages. By eliminating the nested records,
we finally attain the mutually exclusive personal information records on a page.

3.5 Records Selection (RS)

The records selection component calculates and sorts the confidence scores of
the records, and outputs them in sorted order. Scoring uses cosine similarity:

sim(R, P ) =
r · p
|r||p| (3)

In eq. 3, the vectors r and p are TF-IDF representations of the record R and
the seed page P , respectively. The cosine measures the similarity between r and
p, and therefore shows how likely the record R relates to the person described
on the seed page P . As there are multiple seed pages (P1, P2, P3, . . . , Pn), the
confidence score of the record R is the overall similarity and is calculated using:
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score(R) =
n∑

i=1

sim(R, Pi) (4)

3.6 Business Card Generation (BCG)

The card generation component takes records as input and generates business
cards in XML format as output. We predefined a business card template that is
coposed of 5 slots:

person name, fax, telephone, address, academic title or position.

The person name slot is filled with the name we have found in personal identity
ascertainment component. For the other slots, we use pattern matching and
heuristic methods as annotating a DOM tree node mentioned in Section 3.4. In
the end, the business cards are generated in XML format with JDOM.

3.7 Assumptions and Preconsiderations

As the system does not include an actual face recognition system, we have to set
certain limitations on the test set used as input. Existing face recognition tech-
niques are not perfect. To account for this deficiency and to simulate a real world
scenario, we assume there are a few misleading URL-image pairs, containing infor-
mation of “wrong” persons. Thus, our first, arbitrary assumption is that the error
rate of the input URL-image pairs is 30%. The experiments are performed on web
pages related to academics, a useful limitation as their personal information can
be easily found online. To reduce complexity, we experimented only on web pages,
not including files of other formats like pdf or MS Word. In future , there will be
more investigations on these types of files. Finally, we assume that the person we
are searching for has only one unique social identity. It is still unclear how to deal
with people who have multiple social identities (a mathematician can also be a
musician), and who have different personal information during different periods
of time. We left further discussions of this problem to future work.

4 Empirical Evaluations

The evaluation consists of 3 tests:

1. Records Extraction Test: Given a web page, rens decides whether the page
contains records. If the page contains at least one record, it extracts all
detected records from the page.

2. Personal Identity Ascertainment Test: Given a set of URL-image pairs, rens
ascertains the name of the person who the set points to. If no full name exists,
it finds the first or last name.

3. Evaluation of the rens System: Given a set of URL-image pairs, rens finds
the records best matching the target person.
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The evaluation was designed to measure the accuracy of the rens system in the
framework of the tests defined above.

The records extraction test was performed on 815 web pages. 15 of these
do not contain any records directly but have links to contact pages containing
records. If rens detects the records from the contact page of such a test page,
we score this instance 1, else 0. In the other 800 web pages that do not have a
linked contact page, 500 of them contained at least one record (most of them
containing exactly one record). If records of a page are returned, we assign a
score of 1 else 0. The other 300 test pages do not contain records. In this case,
when the rens system (correctly) returns no records, we score the instance with
1, else with 0.

For the personal identity ascertainment test and the rens system test, we used
100 test sets. Each set is composed of 9 URL-image pairs, 3 of which are related
to wrong persons, according to the 30% input error rate. In the personal identity
ascertainment test, we checked manually whether the output person’s name cor-
responds to the target person. If correct, accuracy is 1, else 0. In the last test, the
rens system test, we check how accurately rens could find personal information
on that particular person. The evaluation metric for this test is given below.

4.1 Metrics

The metrics used to evaluate our system are fine-grained accuracy and coarse-
grained accuracy, both of which take a value between 0.0 and 1.0. The coarse-
grained accuracy is computed by taking the ceiling of the fine-grained accuracy.
The fine-grained accuracy is computed as follows:

– Case 1 there are information records available for a particular person. If
the best record is returned at the first place, the fine-grained accuracy is
1.0, second place 0.8, third 0.6, fourth 0.4, fifth 0.2. After 5th place, the
fine-grained accuracy is scored 0.0.

– Case 2 no information record is provided for a particular person. If no cards
are returned by the rens system, fine-grained accuracy is 1.0, else 0.0.

4.2 Baseline

As a personal information mining system, the rens system was compared with
the ArnetMiner system’s expert search component. The ArnetMiner imple-
ments the process in three steps: relevant page identification, preprocessing, and
extraction. Given a researcher name, they get a list of web pages by a search
engine (we use the Google API) and then identify the homepage/introducing
page of the researcher and in the end they extract personal information by using
machine learning methods[1].

4.3 Results

Records Extraction Test. For the 500 pages containing records, rens has an
accuracy of 91.2%, for the 300 pages without records 93.33% and for the 15 em-
bedded contact pages 80%. It reaches an average accuracy of 91.4% on the 815
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test pages. Personal Identity Ascertainment Test The test result showed an ac-
curacy of 96% for the PIA component. rens System Test If the best record could
be found in one of the seed pages, the result of the rens system is exceptional
with a fine-grained accuracy of 89.6% and a coarse-grained accuracy of 92%. As
a comparison, the result of ArnetMiner is 81.6% and 92.0% respectively. If no
record of the person is given in the seed pages, the performance of rens drops
down to a fine-grained accuracy of 72.0% and coarse-grained accuracy of 80.0%.
In this case, ArnetMiner has 93.6% fine-grained accuracy and 96.0% coarse-
accuracy. The average performance of rens is 80.8% of fine-grained accuracy
and 86.0% of coarse-grained accuracy, while ArnetMiner has 87.6% and 94%
respectively.

4.4 Discussion

Records Extraction. The extraction test failed for 8.8% of the 500 pages that
contain records, mainly because the shortcomings of the local extraction strat-
egy cause false negatives. If a node contains many other text elements besides
all the right personal information we need, its weight becomes too small to pass
the threshold test. As a result, this node will not be classified as a record. A
possible remedy for this weakness is to take the change rate of personal informa-
tion into account. Inside a node, when entering the area that contains personal
information, the number of indicators increases very quickly; upon leaving, the
increase rate slows down and eventually approaches 0.

Of the 300 pages that did not contain any records, 7.67% were classified
incorrectly. These errors were often numbers with a pattern identical to phone
and fax numbers. This is a direct result of the use of regular expressions in the
annotation of personal information. Additionally, some people have a separate
contact information page that is linked from the main page and contains most
of the personal information. To address this problem, rens uses Google search
to acquire additional information beyond the seed pages. The pages found in
this manner usually contain the required information or, at worst, link directly
to them. In the second case we could use simple regular expressions to extract
the contact links. The test result was 12 out of 15 contact pages detected and
extracted correctly with an accuracy of 80%. Our approach of records extraction
needs many improvements to get a better performance. In many cases, it can
not extract all the personal information at one time but requires post processing
steps. However, the test result still indicates it is a simple but reasonable way
to extract personal information.

Personal Identity Ascertainment. The error rate of 4% proves the high perfor-
mance of the Stanford named entity recognizer and also the efficiency of our
method. The two exceptions that were not found by our method are both Ital-
ian names. For the Asian names within our test set, the Stanford named entity
recognizer shows a very high accuracy of 100% in recognition.

Rens System. If the seed pages contained the best record already, rens had a
slightly better result in fine-grained accuracy. In some cases, ArnetMiner does
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not find any correctpersonal information, mainly because its strategy is based on
finding a person’s homepage or profiling first and then extracting his information.
On those people who do not have a valid homepage or never published their
personal information right on their homepage or whose personal information is
in an embedded contact page, ArnetMiner does not perform very well. rens,
in contrast, does not select the homepages as its only source for extraction, thus
performing better in the same situation.

However, rens’s performance was lower when the right personal information
record was not included in the seed pages. This is probably because the search
term is not good enough, or in many cases, false positive. If a person does not
have his personal information available online, but a related person does, the per-
sonal information of this related person will be returned. We have not found a
satisfying solution to this problem yet. ArnetMiner performed very well in this
case. As a mature academic search engine project, it receives its search term by
user input, providing an advantage at the level of search terms and its machine
learning extraction approach is often more accurate on a large scale corpus. In
the future, we can also apply our automatic annotation methods to prepare a cor-
pus for machine learning approach. Although ArnetMiner has an advantage in
search term correctness, in contrast to rens it requires name disambiguation as a
large-scale academic search engine. Thus we consider our comparison to be fair.

5 Conclusion

We have presented a methodology for combining facial recognition and web min-
ing technologies enabling a robot to determine a person’s identity and his per-
sonal information based on visual perception. We have also implemented a simple,
yet modular algorithm to extract data records like personal information from web
pages. We have tested and compared the resulting, fully automatic system based
on heuristics against ArnetMiner, which uses a machine learning approach and
needs large labeled training sets. Our simple rule-based approach has shortcom-
ings in accuracy, but delivers a good approximation and shows that our proof of
concept is successful. There are a lot of potential future directions of this work.
Name disambiguation is crucial to the performance of the system for large scale
mining. Further interesting avenues for research are the discovery and interaction
of different social contexts, like a person’s information as a mathematician vs. as
a musician and ensuring that the information mined is up to date.
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Abstract. This paper combines the novel concept of Fuzzy Gaussian
Inference(FGI) with Genetic Programming (GP) in order to accurately
classify real natural 3d human Motion Capture data. FGI builds Fuzzy
Membership Functions that map to hidden Probability Distributions un-
derlying human motions, providing a suitable modelling paradigm for
such noisy data. Genetic Programming (GP) is used to make a time de-
pendent and context aware filter that improves the qualitative output of
the classifier. Results show that FGI outperforms a GMM-based classi-
fier when recognizing seven different boxing stances simultaneously, and
that the addition of the GP based filter improves the accuracy of the
FGI classifier significantly.

1 Introduction

The process of behaviour understanding is usually performed by comparing ob-
servations to models inferred from examples using different learning algorithms.
Such techniques presented in [1] and [25] can be used either in the context of
template matching [4], state-spaces approaches [27], or semantic description [21].
Our application domain is focused on sport, and more precisely, boxing. We have
discarded template matching as it is generally more susceptible to noise, varia-
tions of the time intervals of the movements, and is viewpoint dependent [25].
We are not interested in a pure semantic description as we need to analyse and
evaluate a boxing motion in a relatively detailed way. We therefore focus on
identifying static states during a motion (state-spaces approach). Convention-
ally, machine learning techniques in use for solving such problems vary from
dynamic Time Warping [3], to Hidden Markov Models [20], Neural Networks
[10], Principal Component Analysis [26], or variations of these techniques. This
study presents a novel machine learning technique tested in the application do-
main of behaviour understanding, that is to say the recognition and description
of actions and activities from the observation of human motions. It introduces a
different method that allows us to build from learning samples fuzzy qualitative
models corresponding to different states. An automated way to generate fuzzy
membership function is proposed[13]. It is applicable to biologically “imprecise”
human motion, by mapping an estimation of centroid and range from a cumula-
tive normal distribution to a membership function. In order to introduce a time
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dimension, instead of using a Mangmani-typed rule-based like in [2], we use
Genetic Programming to build fuzzy rules that filter and refine the qualitative
output. First the human skeletal representation in use will be described, then the
process by which stances are recognized (Guard, Jab, Cross, Lower Cross, Lower
Jab, Right Hook, Left Hook, Lower Left Hook, and Right Uppercut) with fuzzy
membership functions, then some mathematical properties of this technique, and
finally, experimental results will be presented and discussed.

2 Human Skeletal Representation

We use the widely spread .BVH motion capture format [24] in which a human
skeleton is formed of skeletal limbs linked by rotational joints. It uses Euler angles
to quantify rotations of joints having three Degrees of Freedom. This system is
not perfect (Gimbal Lock is a possible issue), but allows to gather data easily
when using motion capture while keeping track of subcomponents such as the
rotations of individual joints. The following choices and assumptions are made:

– Knowing that motion capture data cannot give absolutely exact skeletal
displacements of the joints [8] due to soft tissues movements, this work simply
seeks to use it to obtain an approximation which would be good enough to
characterize the motion.

– The body is simplified to nineteen main joints and it is assumed that this
number is sufficient to characterize and understand the general motions of a
human skeleton performing boxing combinations.

– Each joint is seen as having three degrees of freedom. The rotations of such
joints are represented by Euler ZXY angles. A joint rotation is therefore
characterized by three rotation angles Z, X and Y given in degrees by the
.BVH motion capture format sampled at the speed of 120 frames per second.

In practice, for every frame, our observed data takes the shape of a nineteen-by-
three matrix describing ZXY Euler Angles for all nineteen joints in a simplified
human skeletal representation. In other words, 57 continuous variables (each
between 0 and 360) characterize a stance at any time.

3 The Learning Method: Fuzzy Gaussian Inference

To learn to recognize a stance, a model needs to be extracted (here a fuzzy
membership function) for this stance from learning data. This stance is later
identified during a motion by evaluating the membership score of the observed
data with respect to the learned model. This section will first describe the novel
process by which a fuzzy membership function is generated: Fuzzy Gaussian
Inference. Finally, it will show how the degree of membership of observed data
to a given template is computed.
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3.1 Model Generation

The fuzzy linguistic approach introduced by Zadeh [28] allows us to associate
a linguistic variable such as a “guard” stance with linguistic terms expressed
by a fuzzy membership function. Using a trapezoid fuzzy-four-tupple (a, b, α, β)
which defines a function that returns a degree of membership in [0,1] (see equa-
tion 1) seems to be more interesting as there is a good compromise between
precision and computational efficiency (compared with, for example, the trian-
gular membership function).

μ(x) =

⎧
⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎩

0 x < a − α
α−1(x − a + α) x ∈ [a − α a]
1 x ∈ [a b]
β−1(b + β − x) x ∈ [b b + β]
0 x > b + β

(1)

Frames identified as “Guard” of membership equal to one are used as learning
samples. The identification of these example data is made by a system similar
to Reverse Rating [22], which is to say that, in our case, an expert (a human
observer) is asked to do the following: identify a group of frames whose motion
indicates a stance that possesses the degree 1.0 of membership in the fuzzy set
“Guard”. Once these learning data are obtained, a fuzzy membership function
can be generated. Many kinds of procedures for the automated generation of
membership functions can be found in the literature[11][14][15][23][7][19]. So far,
one downside of such techniques has been the difficulty to link the notion of fuzzy
membership to the notion of probability distribution. One noticeable attempt
to link both concepts in the generation of membership functions has been done
by Frantti [9]in the context of mobile network engineering. Unfortunately, this
approach is relatively limited as the minimum and maximum of the observed
data are the absolute limits of the membership function. As a consequence, such
a system ignores motions which are over the extremum of the learning range
of the examples. This work presents a method that overcomes this problem
by introducing a function that maps the probability that values fall within a
given cumulative normal distribution to a degree of membership. This relies on
the assumption that, for a population of samples representing a given motion,
the Z, X and Y Euler angles characterizing the motion tend to be normally
distributed. Assuming that the space of known boxing motions is informationally
structured by these hidden Gaussian Distributions, there is a need to build fuzzy
membership functions that map to these underlying structures. The mapping
from probability distribution to membership score is done by examining the
range and center of density of the learning data for one specific motion. In
our experiment, there is a limited number of motion capture learning samples
of a given stance (let us say a defensive posture called “Guard”). Looking at
each Euler angle Z, X, Y for every joint j for this type of motion, it can be
observed that, in our training sample, each Euler Angle e in each joint has
a global minimum and maximum. This range is defined between minimum and
maximum of the learning sample as the range δ(e, j) of degree of membership one
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in the fuzzy set “Guard”. Knowing the size of our training sample, it is possible
to estimate how much the range of our learning sample represents compared
to the range of all possible guards. For example, if the range of our sample
represents around 68.2% of the maximum range of all possible guards (γ =
0.682), then there is a degree of membership 1 for two standard deviations (one
on each side) on the population maximum range. This means that the rest of the
distribution that will have membership inferior to one will take three remaining
standard deviations on each side. To summarize the salient points of our method,
considering the range and center of density of the learning sample, the shape of
a fuzzy membership function will be defined by the following four factors:

– The maximum number of standard deviations covered by the fuzzy mem-
bership function. In this example, the maximum range is approximated by
assuming that it is four standard deviations away in both directions from
the mid-point of the range of membership one. This will define the length of
the base of the trapezoid shape.

– Depending on the cumulative normal distribution evaluation defining the
parameter γ, a portion of the four standard deviations representing the total
range will be allocated to the membership-one-range and the remaining part
will be allocated to the lower membership degrees. This will define the length
of the top part of the trapezoid shape(see Figure 1).

Fig. 1. Influence of the cumulative normal distribution parameter on the shape of the
fuzzy membership function

– The average of the means is extracted out of each learning sample. This will
correspond to the centroid of the data samples of membership one.

– While the distance |(b + β) − (a− α)| will be constant, a− α and b + β will
be shifted to the side proportionally to the way the centroid is shifted from
the midpoint(see Figure 2 and equation 3). This will shift the base of the
trapezoid shape to either side.
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Fig. 2. Moving the centroid shifts the distribution and deforms the fuzzy membership
function

Fig. 3. A Typical set of Rules Generated by GP

For example, if the centroid is at the same position with the middle of the
membership-one-range δ(e, j), and this range is evaluated as representing
95% of the maximum theoretical range, then our fuzzy membership function
will be symmetric (α = β = 2 standard deviations on each side of the
membership-one-range). The centroid c and the constant μ are such that :

|c − a| = μ × |b − a| (2)

Let this range be evaluated as representing 95% of the global theoretical
range, then the fuzzy membership function would be shifted to the left such
that : {

α = (1 − μ) × (α + β)
β = μ × (α + β) (3)

3.2 Membership Evaluation

Our observed data take the shape of a nineteen-by-three matrix describing ZXY
Euler Angles for all nineteen joints. One evaluates how close this matrix is from
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a “Guard” stance by calculating the degree of membership of every Euler Angle
in every joint (we have previously built a fuzzy-4-tuple corresponding to the
“Guard” stance for every one of these Euler angles), and then, an average mem-
bership score is computed. This approach could probably be improved in the
near future by introducing weighted average for certain joints (for example, the
position of the elbow might be more important than the position of the knee
when in guard). If a frame has a high membership score for several fuzzy sets, an
order of preference of these sets can be established by comparing the Euclidian
distance of the observed data to the centroid of each fuzzy set.

4 Mathematical Properties

Fuzzy Gaussian Inference (FGI) does not have the problem linked to dimension-
ality reduction of methods such as PCA as we keep the initial number of dimen-
sions when building the model. The method decomposes what would normally
be a Gaussian Mixture of a number x of m-dimensional Normal distributions
into x × m Fuzzy Membership Functions. In this study nineteen 3-dimensional
rotation continuous data are used to produce 19 × 3 = 57 fuzzy membership
functions. The flexibility of a machine learning method is generally determined
by how successfully it can be applied to different application domains. Empiri-
cally speaking, making use of supervised machine learning techniques generally
involves testing a data sample with different parameter values in order to reach
an optimal combination leading to a maximized performance of the given sys-
tem. Two of the contributing factors to the degree of usability for such methods
are the number of parameters in use and the sensitivity the system exhibits to
slight variations in parameters values. In other words, if our classifier is param-
eter dependant like most machine learning techniques, we want to know what
is the relationship between the parameters, and how do variations in these pa-
rameters influence the overall system performance. Fuzzy Gaussian Inference is
based on two parameters which, combined with input data, produce a classifi-
cation with a certain degree of accuracy. The first parameter is the evaluation
of the “relative size” of our sample. Intuitively it could be defined as the ratio
of the correct “guard” movements the learning sample represents over the range
of all possible correct “guard” movements. This number would be a percentage
lying in the interval ]0, κ[ where κ is the percentage of values within 8 standard
deviations. This ratio is transformed into a z-score n. To be more precise, this
ratio represents the average over x × m dimensions of the area under the bell
curve between μ−nσ and μ+nσ in terms of the cumulative normal distribution
function φ given by:

φ(n) − φ(−n) = 2φ(n) − 1 = erf
(
n/

√
2)

)
(4)

where erf() is defined as the error function such that:

erf(x) =
2√
π

∫ x

0

e−t2dt (5)
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The z-score n can therefore be deduced from the parameter by using the inverse
error function. The second parameter is a ratio representing the membership
threshold in use with the classifier. A membership threshold of 0.95 means for
example that we are interested in identifying all frames which have a member-
ship score ≥ 95% of the fuzzy membership function “Guard”. When classifying
different types of movements, for a given specific accuracy, there seems to be a
mathematical relationship between the parameter φ and the membership thresh-
old t. Let g be the function that maps the parameter φ (an estimation of the
relative-size of the learning sample) to the membership threshold t for a given
accuracy such that : g (φ) = t . One can observe that for any parameter φ, it
seems that: ġ (φ) < 0 , that is to say that the slope of the function g is always
negative. For a given accuracy, the threshold t seems to vary as a function of φ
following a general curve with an equation of the form:

t = δ + 1/ (γ × log φ) (6)

where δ and γ are constants linked to the dataset considered. Using the concept
of elasticity to evaluate if the threshold t is φ-elastic, it becomes noticeable that
the elasticity is poor when using a very high φ value (superior to 0.95). The
maximum elasticity is obtained when φ is between 40 and 95%. This means that
in our data set, the variations of the φ parameter are more likely to influence the
threshold t if φ is kept between 0.4 and 0.95. Regarding the relationship between
accuracy and parameters, the accuracy seems to falter with higher values of φ.
This makes sense because, our sample being of limited size, over-estimating its
relative-size will damage the accuracy of the classifier. The loss in accuracy is
determined as a function of φ. When classifying a guard, the error is rising with
over-estimation of φ up to a maximum of 10% which is relatively reasonable.

5 Experiment and Results

5.1 Apparatus and Participants

The motion capture data are obtained from a Vicon Motion Capture Studio
with eight infra-red cameras. The motion recognition is implemented in MAT-
LAB 2007 on a single machine: a PC with an Intel core duo 2Ghz with 2 Gigs
of RAM. An additional MATLAB toolbox [16] is also used for extracting Euler
Angles from .BVH files. Three male subjects, aged between 18 and 21, of light
to medium-average size (167cm to 178cm) and weight (59 to 79kgs), all prac-
tising boxing in competition at the national level. None of them presented any
abnormal gait. Optical Markers were placed in a similar way on each subject to
ensure a consistent motion capture.

5.2 Procedure

The motion capture data is obtained from several subjects performing each box-
ing combination four times. There are twenty-one different boxing combinations,
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each separated by a guard stance. These are performed at two different speeds
(medium-slow and medium fast). We extract a fuzzy membership function tem-
plate corresponding to a specific stance (e.g. a Guard) from various samples.
First all three participants are used to learn and to test how well the system rec-
ognizes some of their Guard stances. Then, an evaluation is done to see how the
system cope to learn from only two participants, and test how well it recognize
stances from a third different participant. The accuracy of the system is exam-
ined when learning to recognize five different boxing stances simultaneously. At
first there is an evaluation on how accurately each frame is classified individually.
Then, Genetic Programming is used to generate fuzzy rules that consider groups
of frames and their relative positions. The inputs for each given time frame are
the seven membership scores of each known move. These membership scores si

are re-scaled when by fine-tuning the thresholds ti linked to each input i the
following way:

si = (si − ti) ÷ / (1 − ti) (7)
Fuzzy rules are generated using Strongly-Typed Genetic Programming (a specific
Python based open source package has been built for this purpose [12]). The GP
system evolves rules of the type If Then Replace X by Y that are applied to
qualitative output of each frame.

The rules are defined by the GP terminal and function sets, and specific
constraints that dictate the structure of generated trees. One individual consists
of four interconnected If Then Replace X by Y rules(see Figure 3). They produce
as output groups of frames with modified first membership scores (see Figure 4).
Each If Then Replace X by Y statement uses specific operators to identify groups
of frames and replace their best motion membership score by a different one. e.g.
If Then Replace X by Y(membership 2(guard),jab,cross) replace the “jab” first
membership score with “cross” in groups of frames defined by a “guard” second
best membership score. The first branch of a If Then Replace X by Y node will
contain the logic rules of the if statement. The last two branches will contain
terminal nodes referring to the motions being replaced. The children nodes of the
if statement contain logical operators(e.g. and, or, not) and operators capturing
movement duration and therefore velocity. e.g. is short expresses a duration
of less than 5 frames. There are also operators returning the first, second and
third best membership scores of a motion (e.g. membership 2(left hook) returns
groups of frames with the second best membership score for a motion as a left
hook) and operators allowing the recognition of combinations of moves (e.g.
left 2(guard,jab) returns groups of frames preceded in order by a guard and then
a jab motion).

There can be seven different types of moves, therefore seven possible qualita-
tive outputs for a group of frames. Each rule fj can be seen as a function of the
form:

{fj : X → X |X = 1, 2, ..., N}N = 7, and j = 1, 2, .., 4 (8)
Each rule produces an output which is used in turn as an input for the next rule.
This means that one set of 4 rules is in fact a function composition of the type:

{f1 ◦ f2 ◦ f3 ◦ f4(X) : X → X |X = 1, 2, ..., N}N = 7 (9)
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Fig. 4. Fuzzy Rule-Based Improved Classification of a Right Hook Movement

The fitness of set of rules is evaluated by looking at the accuracy the classification
of groups of frames depending on their relative positions. This “context-aware”
accuracy (as opposed to the “short-sighted” accuracy of an individual frame) is
evaluated by summing the overall number of frames that differ from the clas-
sification made by a human observer. The Genetic Programming system use
a population size of 1000. Its crossover, mutation and reproduction rates are
respectively 50%, 49% and 1%.

5.3 Results and Discussion

Figure 5[13] shows a comparison between the accuracy of Fuzzy Gaussian In-
ference(FGI) and a standard Gaussian Mixture Models(GMM) algorithm when
classifying seven different stances (Guard, Jab, Cross, Lower Cross, Right Hook,
Left Hook, and Lower Left Hook). The accuracy of FGI for individual frames
has been measured and has shown satisfying results in previous work [13]. This

Fig. 5. Comparing accuracy on seven stances: GMM versus FGI
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Fig. 6. Comparing “context-aware” accuracy: FGI versus FGI+GP

paper focuses on the accuracy of the classifier regarding frames depending on
their relative positions. We compare this “context-aware” accuracy (as opposed
to the “short-sighted” accuracy of an individual frame) of FGI to a mixture
of FGI and Genetic Programming(see Figure 6) over five different moves (Jab,
Cross, Right Hook, Left Hook, and Lower Left Hook) performed by each one of
all three individuals (data are 3-fold validated). Results show the accuracy when
the same individuals are used for learning and testing and when the individuals
used for learning are different from the individuals used for testing. Generally
speaking, no assumptions are made about the prevalence of the positions of cer-
tain joints. We only consider the general average of membership scores of all
joints. If the system can cope with this minimal information, it is reasonable to
assume it would also give satisfaction with extra information about joint posi-
tions and coupling. There is potential for further improvement at this level. A
t-test shows with 95% confidence that FGI seems to be significantly more accu-
rate than the GMM-based one (besides, it is worth noting that it has a general
average individual frame accuracy of 87.71% while the GMM algorithm is 49%
accurate). Another t-test confirms with 95% confidence that the mixture of FGI
and Genetic Programming performs significantly better than FGI alone, even
with as little as four rules in total. Although the models performed well when
the individual concerned formed part of the training group, the classifier perfor-
mance worsened significantly when they were removed. Despite this phenomenon
in line with previous findings [27] [6], it is worth noticing that the association of
FGI and GP still shows consistently better results than FGI on its own, while
keeping the ability of FGI to learn from small data sets without pre-processing.

6 Conclusion

The proposed combination of Fuzzy Gaussian Inference and Genetic Program-
ming can learn and classify successfully complex real 3d human motion capture
data while outperforming a GMM based classifier. There are several distinct
advantages to this technique. First, there is no need for pre-processing the data
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(which can be a problem when using techniques such as GMM). Also, static
models can be obtained from very few examples, and parameters can be set to
tailor the precision of every model to the quantity of available data. The ad-
dition of a GP filter consistently improves the “context-aware” accuracy of the
classifier. Having validated our method on a real-life data set, the next step is
to prioritise the recognition of new moves from partial information. Future work
might include a robot kinematics[17][18][5] representation system to deal with
the occluded data.
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Abstract. This paper asked whether the pointing gesture accompanying with 
speech would facilitate comprehension of spatial information in the videoconfer-
ence communication. Ten adults participated in our study and communicated with 
the experimenter over Skype (Skype Technologies, Luxembourg). The experi-
menter described the spatial layout of items in a room to the participants in two 
conditions – dynamic and static. In the static condition, the notebook was not mov-
ing; in the dynamic condition, the notebook moved around with the arms pointing 
to abstract spatial locations that represented the locations of items in the room. The 
movement was done by putting the notebook on the three-wheeled Wi-Fi enabled 
device that was equipped with two artificial arms and was controlled by the ex-
perimenter over the Internet. At the end of each description, the participants were 
asked to lay out the items properly. Reaction times and accuracy rate were re-
corded. The findings showed that the accuracy rate was higher in the dynamic 
condition than in the static condition. In addition, the response time was faster in 
the dynamic condition than in the static condition.  It turned out that pointing ges-
tures facilitated the speech comprehension of spatial information. 

Keywords: Videoconferencing, pointing gesture, communication modality,  
robot-mediated interaction. 

1   Introduction 

Communication through Internet is the most common way of keeping in touch with 
our friends and family members from a distance. Email, chat, videoconference, and 
social networking sites (SNS) are becoming part of our daily lives. In face to face 
communication, it is very natural for us to combine our different senses to fully ex-
press ourselves and to fully understand what the other person is saying. We often use 
our audio-visual sensory system and incorporate non-verbal cues such as gestures to 
convey information using these multiple channels unconsciously to different degrees. 
In mediated communication such as videoconferencing, nonverbal cues are either 
limited or filtered thus the richness of information sent/received decreases. 

There are various existing works focusing on different aspect of mediated commu-
nication. In [1], Hwang and Park mentioned that computer mediated communication 
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(CMC) is a medium with low social presence especially text-based CMC environ-
ments since non-verbal cues like gestures, direction of gaze and posture are missing, 
where social presence here is defined as the ability of communicating parties to pro-
ject themselves, socially and emotionally, as real people through a medium of com-
munication [2]. In [3], the difference among communication modes (text chat, audio, 
audio–video, and avatar) in an Internet-based collaboration were investigated and 
significant differences were found between text-based chat and all other communica-
tion modalities. Although some researchers [4]  argued that the quality of communica-
tion is based on the medium, Fish and colleagues [5] showed that video does not  
significantly improve telecommunication as compared to audio with respect to effi-
ciency or user satisfaction. Experiments were conducted between human-robot inter-
action [6] to test the effect of social presence. These current works motivate us to find 
other means of increasing the level of social presence in existing communication 
through the Internet.  

In this paper, we added pointing gesture to a typical videoconference over Skype. 
To produce such gesture, we thought of an embodiment of a person (a robot) on the 
other side of communication channel that can be controlled through the Internet.  Fur-
thermore, we used memory test in our experiment to investigate the effect of such 
communication compare to a typical videoconference. In our experiment, ten adults 
participated in our study where the spatial layout of items in a room is described by the 
experimenter with and without pointing gesture to each participant. Then they were 
asked to layout the items properly. Reaction times and accuracy rate were recorded. 

In [7], Kita argued that pointing gesture lessens the confusion between the left and 
right concepts. Thus, we hypothesized that adding pointing gesture will increase the 
accuracy rate of the participants and also, their response will be faster. 

The succeeding sections are organized as follows: Section 2 presents the method-
ology that we used in our experiment, Section 3 shows the results, Section 4 contains 
the discussion and analysis, and finally, the conclusion in presented in Section 5. 

2   Methodology 

2.1   The Robot Interface 

The aim of the experiment is to find out if there will be a difference when we add 
pointing gesture in describing the spatial location of the objects seen by the person in a 
room over a Skype-based communication. In order to do this, we built a robot interface 
that consists of three components: (1) Rovio (WowWee Group Limited, Hong Kong), a 
three-wheeled Wi-Fi enabled robot; (2) mini notebook put on top of Rovio; and (3) a 
static pointing arm attached to the combined Rovio and mini notebook, see Figure 1a. 
The movement of the robot interface is controlled over the Internet through a software 
joystick installed in another Wi-Fi enabled computer (Computer A), see Figure 1b. 
During the experiment, the face of the experimenter who is communicating with the 
participant appears on the monitor of the notebook through a Skype videoconference. 
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Fig. 1. The Robot-Mediated Communications Interface  

2.2   Communication Set-Up 

We used two communication set-ups in our experiment, first is the typical videocon-
ference over the Internet which we called static mode (Figure 2a) and the second is 
the one with additional robot movement called dynamic mode (Figure 2b). In static 
mode, the experimenter and the research subject will communicate through a typical 
videoconference (without movement) using Computer A and the mini notebook while 
in dynamic mode the robot interface will be used to create the pointing gesture, the 
unidirectional arrow in Figure 2b illustrates this additional communication modality 
towards the research subject. In our experiment, we studied the difference of these 
two set-ups: static and dynamic modes. 

 

Fig. 2. Communication set-up for static and dynamic modes 

2.3    Experimental Set-Up 

Figure 3 shows the experimental set up in the laboratory room. The robot interface is 
placed on top of a wide table to give space for its movement in a dynamic condition 
facing the subject who sits on the chair. The dashed area that surrounds the subject’s 
chair is the empty part of the room where the items described in the scripts are located. 
Ten layout sheets and ten sets of small cut pieces of papers needed for the memory test 
are provided on a separate table (not included in the figure). 
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Fig. 3. Experimental Set-up 

The layout sheet contains the layout of the room shown in Figure 3 which is basi-
cally empty. The items to be laid out on the sheet were written on the small cut pieces 
of papers. Each set of cut papers has its own color and has a label in a room-mode 
format (e.g. kitchen-dynamic). These ten sets were arranged in a right to left manner 
based on the random sequence of the script for each subject. 

2.4   The Scripts 

For the scripts, we considered five venues that can be found at home such as kitchen, 
living room, bedroom, study room and kid’s playroom. We thought of five items that 
can be found in each room, then, prepared a description/script of the room with the 
five items and their specific location in a given room. There are ten scripts, five for 
the static condition and another five for the dynamic condition, see Appendix. One 
room is described in each script. Scripts 1 to 5 are the static mode description of the 
five given rooms whereas scripts 6 to 10 are the description for the dynamic mode, 
same rooms were used but with different list of items. The first statement in the script 
varies according to the sequence of delivery which is random for each subject. 

In the static mode, the locations of the imaginary items in a given room were de-
scribed using the following keywords:  “on your left hand side”, “on the right corner 
of the room”. In the dynamic mode, since the robot is moving and pointing towards 
the direction of its movement, the scripts were shortened and simplified to “on that 
side” and “on that corner”. The word “that” is associated with the location of the item 
where the robot is facing and pointing at, thus, no need for long description. Cues 
such as “behind you” and “at your back” remain to avoid ambiguity while the robot is 
facing to the subject. 

2.5   Experimental Procedure 

Participants 
We invited ten participants in our pilot test, eight were female and two were male 
whose age is from 22 to 39 with different nationality and field of studies. 
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Procedure 
Upon arrival of the participant, the communication set-up was explained and instruc-
tions were given by the experimenter. The experimenter set up the Skype connection 
between the mini notebook and Computer A which is in the adjacent room. Then, the 
experimenter entered to the adjacent room leaving the participant and the robot inter-
face facing each other. The experimenter started the communication by giving intro-
ductory statements; consequently, the first script was recited. Each script contains the 
spatial description of five imaginary items memorized by the participant.   

After the first script, the participant stood, picked the first set of small cut pieces of pa-
per where the mentioned items were written, and laid out the items in their proper location 
on the provided layout sheet. After arranging the items on the layout sheet, he/she went 
back to his/her sit for the next script. The procedure was repeated for ten scripts. Different 
sequence of the scripts was given to each participant which are all randomized. 

We used a timer written in C programming language (ran in Dev-C++ [8]) to 
measure the response time of the participant in each script. The timer starts when the 
participant gives a signal that he/she will start to lay out the items and it ends when a 
finish signal is sent by the participant.  

After the ten scripts, the experimenter went out from the adjacent room to meet the 
subject in the experimental room.  Then, checked the accuracy of the laid out items 
while having a conversation with the participant about what he/she’s thinking regard-
ing the location and the items and why they have mistakes on the item’s location. 
Each script has five items and we have five scripts for each mode (see Appendix), 
thus, the perfect score per script is 5. The accuracy is calculated separately for static 
and dynamic mode. 

3   Results 

Figure 4 shows the response time of each subject in static and dynamic modes. It is 
evident that subject number 4 and 7 were faster in answering the memory test in dy-
namic compare to static mode. All subjects were relatively faster in dynamic mode 
except subject number 2.  

  

Fig. 4. Subjects’ average response time 
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Note that the average response time varies per subject, which may be due to vari-
ous factors such as alertness, current mental state of the subject and how they process 
data in their brain. These factors are out of the scope of this study. 

Figure 5 shows the result of the memory test, the accuracy on the vertical axis 
shows the average correct laid out items of each subject with maximum accuracy 
level of five. The accuracy level of subject 1, 4 and 7 are much higher in dynamic 
compare to static mode. All the subjects got higher accuracy in dynamic mode except 
subject number 6 who got the same accuracy in both modes.  

  

Fig. 5. Subjects’Average Accuracy  

The overall response time and accuracy rate for all the subjects are shown in Figure 6. 
The accuracy rates in static and dynamic modes are 63.2% and 88.4% respectively. It 
clearly shows that the response time in dynamic mode is faster than in static mode, 
moreover, the accuracy rate is higher in dynamic mode. 

A paired-samples t-test was conducted to compare the response time of the re-
search subject in static and dynamic conditions. The static condition makes use of the 
typical conversations while the dynamic condition has a robot moving and pointing  
directions. There was a significant difference at the 5% level in the scores for the 
static (mean = 19.94, sd = 2.70) and dynamic (mean = 17.04, sd = 3.45) conditions; t 
(3.56, p = 0.006). 

  

Fig. 6. Overall average response time and accuracy rate 
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Paired-samples t-test was also conducted to compare the accuracy of the research 
subject in the memory test for static and dynamic conditions. Likewise, there was a 
significant difference at the 5% level in the scores for the static (mean = 3.16, sd = 
1.16) and dynamic (mean = 4.42, sd = 0.51) conditions; t (-3.194, p = 0.011). 

4   Discussion 

According to most of the participants, the movement/pointing gesture helped them in 
recalling the location of the item and the only thing they were memorizing during the 
dynamic condition are the items being mentioned whereas in static condition they 
have to remember the items at the same time. Subjects no.2 and no.9 mentioned that 
the movement distracted them. If we look on to the average response time they got, it 
is indeed confirmed that the movement/pointing gesture did not help subject no.2 in 
memorizing the items but we cannot say that it has the same effect with subject no. 9 
because she had a higher response time during static than dynamic mode (see  
Figure 4). Most of the remaining subjects mentioned that they were having a hard 
time memorizing the items in static mode and it is confirmed by the results we just 
have presented in Section 3.  

Figure 7 shows the frames from the video during the experiment. Figure 7a shows 
five frames while the scene is in the kitchen static mode description. Frames 1 to 5 
were taken after each item was mentioned in the script. From the frames shown, it is 
apparent that the participant is trying to remember the items and the location being 
described by merely listening to the experimenter, notice that the position of the robot 
interface is not changing. In Figure 7b, during the dynamic mode description of the 
kitchen, the participant is following the movement of the robot interface, looking 
towards the direction where it is pointing while listening to the item being mentioned 
by the experimenter. 

 

Frame 1                   Frame 2                   Frame 3                   Frame 4              Frame 5 

Frames taken from a static mode video 

 

Frame 6                     Frame 7                     Frame 8                 Frame 9               Frame 10 

(b) Frames taken from a dynamic mode video 

Fig. 7. Frames taken from the video during the experiment  
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In terms of accuracy, most of the wrong answers were due to swapped items. One 
participant was confused about the corner of the room though the layout of the room 
in Figure 3 was presented to them before the experiment started. 

Unfamiliar words were compensated because they were written on the cut papers, 
so even if the item name is not that familiar to some of the subjects they were able to 
figure out what it is upon reading the words during the test. 

During the experiment, the experimenter used to make a forward movement to-
wards the subject in between scripts to make the interaction interactive and to take 
away the boredom from the subjects in case there is and to thank them at the end of 
the tenth script. Most of them smiled and responded positively and some of them felt 
anxious at the same time. It indicates that the presence of the embodiment strengthens 
the level of social presence of the person communicating on the other side of commu-
nication channel. 

5   Conclusion 

One of the most commonly used way of communication over the Internet today is 
videoconferencing, a combination of audio and video. In our experiment, we added 
another modality to this current set-up. We used an embodiment to add pointing ges-
ture to the typical Skype-based communication. We used memory test to measure the 
effect of this embodiment.  

From the result of our experiment, it appears that the dynamic mode significantly 
decreases the response time of the subjects and increases their accuracy rate in an-
swering the memory test.  

In the memory test, the sense of hearing was used by the subjects during the static 
mode while in dynamic mode two senses were used, sense of hearing and sight that is 
hearing the name of the items from the script and seeing the robot interface movement 
to the direction of the items. The results indicate that using these two senses at the same 
time to recall object’s specific location is better than just using the sense of hearing 
alone. Thus, the addition of modality which is the pointing gesture movement in our 
experiment made a significant contribution in current Skype-based communication. 

6   Limitations and Future Directions 

There are several limitations to our current work. First, we utilized static arms and 
used the moving robot to point one arm to the direction of the items being described 
in the scripts. In our future work, we plan to develop moving arms that would point 
without the robot body’s movement. Second, we used the available three-wheeled 
WiFi enabled device (Rovio) as our robot mediated interface, mounted a mini note-
book above it and attached static arms. For the arm to move independently, this must 
be part of the interface that can be manipulated through the network, thus, the need to 
develop a robot interface with moving arms.   

For our future studies, extending the number of non-verbal cues such as waving of 
the robot’s arm and handshaking will be investigated. This requires us to modify our 
current experimental procedure or design a new one since our current memory test 
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might not be applicable to these new gestures. It is also interesting to explore the 
effect of proximity.  
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Appendix: Scripts 

Five scenes were used in our scripts namely the kitchen, living room, bed room, study 
room and kid’s playroom. One room is described in each script. Scripts 1 to 5 are the 
static mode description of the five given rooms whereas scripts 6 to 10 are the de-
scription for the dynamic mode.  
  

Script 1: Scene - Kitchen 

Hi, ____(<subject’s name>), I would like to introduce to you my kitchen. 
There is a stove on your right side.  
The sink is adjacent to the stove.  
There are piles of dishes beside the sink. 
The refrigerator is just right behind you and there are notes posted on its door. 
And on your left side, there is the dining table surrounded by chairs. 
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Script 2:  Scene - Living Room 
Now, let me describe my living room to you. 
The door is on your left hand side.  
Next to the door, I can see an aquarium on top of wooden shoe rack. 
At your back, there is a small table with a dvd player put on its top.  
There are two couches adjacent to each other on the right side wall. 
There is a small table right in front of the couches. 
 
Script 3: Scene - Bed Room 
Let’s go to the bedroom 
There is an exit door at your left. 
At the left corner there’s a computer desktop on top of the computer table. 
There are five paintings hanging on the wall behind you. 
Next to the paintings, there’s a window with open horizontal blinds near the right corner of the room.  
And there’s a bed opposite to the window. 

Script 4: Scene - Study Room 
Let’s go to my study room. 
The entrance door is on your right.  
There’s a computer and a printer on the right corner of the room.  
I can see an office table with two chairs in front of it behind you.  
On the left corner, there is a wooden shelf full of books and documents.  
Next to the shelf, there is a glass wall with vertical blinds. 
 
Script 5: Scene - Kid’s Playroom 
Finally, let’s go to the kid’s playroom. 
There is a small table surrounded by small chairs on your left. 
At the left corner there is a shelf with colourful books in different sizes. 
Adjacent to the shelf, behind you, there is a stackable bin full of toys. 
A painting on a canvas stands on the right corner. 
There is an inflatable couch on your right. 
 
Script 6: Scene - Kitchen 
Hi, ____(<subject’s name>), I would like to introduce to you my kitchen. 
There is a trashcan on that side. 
Then, there is the barbecue stand beside. 
Next to that is a water dispenser. 
The cabinet is just right behind you 
On this side, there is a breakfast nook with chairs beside it. 
 
Script 7:  Scene - Living Room 
Now, let me describe my living room to you. 
The fireplace is on this side. 
I can see a piano on that corner. 
At your back, there is a window with colourful curtain. 
On that corner, I can see two couches adjacent to each other. 
And there is a coffee table right in front of the couches. 
 
Script 8: Scene - Bed Room 
Let’s go to the bedroom. 
The bed is on this side. 
Then, on that corner I can see clothes hanging. 
There is a lampshade behind you. 
There are candles on top of a rectangular table on that corner.  
And there’s a television on this side. 
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Script 9: Scene - Study Room 
Let’s go to my study room. 
There is the study table! 
There’s a bookshelf on that corner.  
At your back, I can see medals & certificates hanging on the wall. 
On that corner, there is an opened dictionary on its stand.  
I can see the exit door on this side. 
 
Script 10: Scene - Kid’s Playroom 
Finally, let’s go to the kid’s playroom. 
Oh, I can see different sizes of dolls on the floor. 
And at that corner, there are coloring books on top of a small table. 
Behind you, there are artworks posted on the wall. 
A drawing board stands on that corner. 
On this side I can see a toy house. 
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Abstract. An exemplar-based Hidden Markov Model is proposed for
human action recognition from any arbitrary viewpoint image sequence.
In this framework, human action is modelled as a sequence of body poses
(i.e., exemplars) which are represented by a collection of silhouette im-
ages. The human actions are recognized by matching the observation im-
age sequence to predefined exemplars, in which the temporal constraints
were imposed in the exemplar-based Hidden Markov Model. The pro-
posed method is evaluated in a public dataset and the result shows that
it not only reduces computational complexity, but it also is able to ac-
curately recognize human actions using single cameras.

1 Introduction

Human action recognition from video is an important and challenging research
topic in human-robot interaction with many potential applications involving
human motion understanding such as visual surveillance, content based video
retrieval, athletic performance analysis etc., in which the actions are often ob-
served from arbitrary camera viewpoints, for instance as shown in Fig. 1 [1].
Hence it is desired that the recognition algorithms exhibit some view invari-
ance, that is to say, an action should remain recognizable while the viewpoint of
the camera is changing [2,3]. The viewpoint issue in visual-based human action
recognition has attracted more and more research attentions [4, 5, 6, 7, 8, 9, 10],
and those methods can be classified into two categories: template-based meth-
ods and state-space methods. The advantages of template-based methods are the
low computational cost and the simple implementation, however they are usu-
ally more sensitive to noise and variance of movement duration. Rao et al. [11]
presented a view-invariant computational representation of human action to cap-
ture dramatic changes in the speed and direction of a motion trajectory, which
was presented by spatio-temporal curvature of a 2D trajectory. Parameswaran
and Chellappa [12,13] handled the problem of view-invariant action recognition
based on point-light displays by investigating 2D and 3D invariant theory. Fur-
thermore a representative spatio-temporal action volumes (STV) was proposed
by Yilmaz and Shah [14, 15] to achieve view-invariant action recognition. The
above methods are all based on the assumption that point correspondences are
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Fig. 1. A surveillance scene in CMU dataset [1]

available in parts of images. So their applications are limited to some special
occasions. Another approach was proposed by Blank and Gorelick [16] that rep-
resented human actions as three-dimensional shapes induced by the silhouettes
in the space-time volume. This method extracts space-time features that do not
require computing point correspondence. This method is not fully view-invariant,
it is however robust to large changes in viewpoint(up to 54 degrees). The key to
template-matching approaches is finding the vital and robust feature sets, and
then an action recognition may be simply considered as a classification problem
of those feature sets.

On the other hand the methods based on state-space models, e.g. Hidden
Markov Models (HMMs), have been widely applied to express the temporal re-
lationships inherent in human actions [17, 18, 19, 20, 21]. These methods usually
define each static posture as a state. These states are connected by certain prob-
abilities, any motion sequence is considered as a tour going through various
states of these static poses. Lv and Nevatia [22] presented an example-based
view-invariant action recognition system that explored the use of contextual
constraints. Those constraints were inherently modelled by a novel action graph
model representation called Action Net. Each link in the action net specified
the possible transition of the key poses within an action class or across differ-
ent action classes. This approach was demonstrated on challenging video sets
consisting of 15 complex action classes. Owing to the complexity of the action
net, modelling transitional probability for each link is not applicable in practice.
So, this action net representation neglects the transitional probability. A similar
work on exemplar-based HMMs was proposed for view-invariant human motion
analysis [23]. This model can account for dependencies between three dimen-
sional exemplars, i.e. representative pose instances and image cues. Inference is
then used to identify the action sequence that best explains the image obser-
vations. This work uses a probabilistic formulation instead of the deterministic
linked action graph introduced in [22], it can handle uncertainties inherent to
actions performed by different people and different styles. However the learning
process is relatively complex.
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Inspired by the works of [22,23], we propose a simplified view-invariant human
action recognition framework using exemplar-based HMMs. In our framework,
each human action is modelled by a sequence of key poses, which are represented
by a set of 2D silhouette images captured from multiple camera viewpoints. Ac-
tion recognition is achieved using Viterbi search on the exemplar-based HMMs.
Furthermore, we use the silhouette distance signal as shape feature, which is
efficiently obtained. Hence the reduction of the computational complexity is
achieved in model training and testing.

The remainder of this paper is organized as follows. Section 2 overviews the
proposed framework. Exemplar selection and representation are introduced in
Section 3. Action modelling and recognition are proposed in Section 4. The
results are presented and discussed in Section 5. The paper is concluded in
Section 6 with analysis on future research challenges and directions.

2 The Framework of the Proposed Approach

The framework is shown in Fig. 2, in which each human action is modelled by an
exemplar-based HMM. Each state in the HMM accords with a key pose exemplar
which is represented by a collection of silhouette images observed in 36 different
viewpoints under the assumption that only the orientation of an actor around
the vertical axis is variable.

In the process of model training, the key poses of each action class are ex-
tracted from a given small set of action sequences from Inria Xmas Motion
Acquisition Sequences(IXMAS) dataset by clustering the 3D visual hull repre-
sentation. This dataset is a multiple-actor and multiple view dataset. The 3D key
poses are projected into multiple view 2D images using the camera projection
principle. Finally the dynamics, i.e, transfer matrices are learned by utilizing

Fig. 2. The framework of proposed approach
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the expectation maximization (E-M) algorithm from the given action sequences.
On the other hand, the exemplar-based HMMs are used to find the most likely
sequence of actions seen in a single viewpoint video in recognition phrase. At
each frame the observation probability is computed based on shape similarity
between the observation and the exemplar. In this process, we force the view-
point to remain constant or change smoothly from one key pose to the next
consecutive pose. The steps in details are provided in the following sections.

3 Exemplar Selection and Representation

In the proposed framework, an action is modelled as a sequence over a set of
key poses, the exemplars, which are described by multiple view silhouette im-
ages. It is evident that collecting multiple view pose images from real experi-
mental conditions is a difficult task. So we directly obtain multiple view pose
dataset by projecting 3D key poses into multiple view 2D silhouette images where
the camera parameters are known [23]; 3D key poses are extracted by k-means
clustering.

3.1 Key Pose Extraction

There are some popularly used methods of extracting key poses including motion
energy minima and maxima [22], optical flow magnitude of foreground pixels
extremum [4], k-means clustering and wrapper method [23]. In the framework,
four key poses are extracted for each action by using k-means method from a
small set of action sequence of IXMAX dataset, in which human poses in every
frame are represented in 3D visual hulls that have been computed using a system
of 5 calibrated cameras as shown in Fig. 3.

Fig. 3. 3D visual hull presentation

3.2 2D Silhouette Image Generation

Due to the fact that a camera is a mapping device between a 3D world (object
space) and a 2D image, we project 3D visual hull presentation into multiple view
2D silhouette images using the camera projection principle. It is only considered
in the paper that the orientation of a person around the vertical axis is variable.
The orientation angle is discretized into 36 equally spaced angles within [0,2π],
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Fig. 4. Multi-views for a given key pose

Fig. 5. Multi-view silhouette images of a given key pose

the multi-views for a given key pose are shown in Fig. 4; multiple view silhouette
images of a given key pose are provided in Fig. 5.

The silhouette images are centred and normalized in order to contain as much
foreground as possible, it leads to the fact that the motion shape is not distorted
and all input frames are equal dimensions.

3.3 Contour Shape Feature

There are some representative shape features of the silhouette image in the
previous papers, such as shape context descriptor [24], width feature [25]. We
describe the silhouette images using the silhouette distance metric, in that it
not only can capture both structural and dynamic information for an action,
but it also can be efficiently obtained [26]. An example of the distance signal
is shown in Fig. 6, which is generated by calculating the Euclidean distance
between the centre of the mass points and each edge point of the silhouette
images in clockwise direction.

In order to obtain image scale and rotation invariance, firstly the principle
axis of the silhouette is computed before computing shape feature, the rotation
angle of the principle axis is compensated so that the principal axis is vertical.
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Fig. 6. Contour shaper feature of the silhouette image

Then the contour of the silhouette image is uniformly re-sampled to 200 edge
points, and the distance is normalized into [0, 100].

4 Action Modelling and Recognition

Each action class is modelled from multiple-person and multiple-view datasets by
learning an exemplar-based HMM in the paper. Each state in this graph model
corresponds to one key pose, which is represented as a set of contour shape
features of multiple view 2D silhouette images. Action recognition is achieved
by using the standard HMM algorithm, i.e., the maximum a posteriori estimate,
to find the most likely sequence of actions seen in a single viewpoint video.

4.1 Exemplar-Based Hidden Markov Model

The exemplar-based Hidden Markov Model has been used in action recognition
to solve the problem that the space of observations is not Euclidean [17, 23]. The
novelty of the exemplar-based Hidden Markov Model is that mixture density func-
tions are not entered on arbitrary means values, but centred on prototypical data
instances, the exemplar. A representative graphical model is shown in Fig. 7.

An action class is modelled as a hidden state sequence Q, e.g. a motion se-
quence in a pose space. At each time, exemplar xt is drawn from the motion
sequence Q. Observation yt derived from a geometric transformation of exem-
plars. αt is transformation parameters. Learning this probability model involves
learning the exemplars from the training set, learning the dynamics, i.e, transfer
matrix in the form of P (xt|xt−1), learning the exemplar probability given the
state P (xt|qt).

4.2 Action Modelling

Exemplars estimation is no longer coupled with the HMMs estimation in the
proposed work. Exemplars firstly are extracted using the method introduced in
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Fig. 7. Graphical model for exemplar-based tracking [17]

Section 3. Then the exemplars are represented by a set of contour shape feature
of multiple view 2D silhouette images, which don’t deterministically linked to
motion states q. So there is no coupling between the states and the exemplars.
Under this condition, exemplar probability given the state P (xt|qt) need not
estimate. Only the dynamic P (xt|xt−1) is learned using the traditional expecta-
tion maximization(E-M) approach, in which each exemplar can be treated as a
discrete symbol.

4.3 Action Recognition

Separate action models Hc are learned for each action class c ∈ 1, ..., C., its
observation probability p(y|x) is defined as

p(y|x = i) =
1
Zi

exp(−d(y, xi)/σ2
i ) (1)

Where d is a distance function between the observation and the exemplar, where
the Euclidean distance is employed. The variance σi and the normalization con-
stant Zi are selected as the method proposed in [17], i.e., σi = σ, i = 1, ..., M
(M is the number of exemplars).

A sequence of observation Y is recognized with respect to the maximum a
posteriori estimate:

p(Y ) = arg max
c

p(Y |Hc)p(Hc) (2)

The joint probability of observation sequence p(Y |Hc) can be obtained by the
Viterbi algorithm. The prior probabilities p(Hc) is used as a uniformly dis-
tributed prior in the framework.

5 Experiments

We demonstrate the proposed framework on a public dataset, IXMAS dataset.
It contains 12 actions, each of which was performed 3 times by 12 actors(taken
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Fig. 8. The IXMAS database [9]

Fig. 9. An example of defect in the provided silhouette image, (a)observe image (b)
the silhouette image (c) the image after repairing

Fig. 10. Other example of defect in the provided silhouette image, (a)observe image
(b) the silhouette image (c) the image after repairing

from 5 cameras). In this dataset, actor orientations are arbitrary since no specific
instructions were given during the acquisition, as shown in Fig. 8.

Human silhouette images of the observation sequences are provided with the
dataset. The quality of the silhouette image is general good but many defects
are also present. So morphological close and open operations are applied to the
image in order to deal with noise due to background subtraction, as shown in
Fig. 9. Not all the defects can be repaired, as shown in Fig. 10. It is a challenging
task to recognize the actions from this dataset.
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Fig. 11. The exemplars for an action punch

Table 1. The Recognition rate

action recognition rate(%)
check watch 78.0
cross arms 80.0

scratch head 75.0
sit down 86.7
get up 85.0

turn around 71.7
walk in a circle 70.0
wave a hand 76.7

punch 83.3
kick 81.7

overall 78.8

Since male and female actors’ execution styles in action are significantly dif-
ferent, we chose 10 actions (i.e., check watch, cross arms, scratch head, sit down,
get up, turn around, walk in a circle, wave a hand, punch, kick), performed by
5 female actors, each 3 times, and viewed by 4 cameras (except top camera)
as training and testing objects in our experiment. The action sequences were
all manually segmented in advance, so no action segmentation was considered.
4 actors were used for exemplar extraction and model learning each time, an-
other one was used to test the models. Finally the average recognition rate was
calculated.

We extracted 4 exemplars for each action, which is sufficient to accurately
recognize those actions. The exemplars of the action punch are shown in Fig. 11.

One HMM is used to model each action class, then a sequence of observation
is recognized by using the maximum a posteriori estimate. The recognition rates
for each action class are listed in Table 1. The confusion matrix is provided in
Fig 12 to show the effectiveness of the method.

The results show that, among those 10 actions, “sit down” and “get up” are
the easiest actions to recognize because they are more remarkable than the other
actions. Some arm related actions such as ”check watch”, ”cross arm”, ”scratch
head” and “wave hand” got relatively low recognition rate in that some silhouette
images of the key poses are very similar from single cameras. Our system achieves
a satisfied average recognition rate of 78.8% using a single camera, which is lower
than the work (80.6%) in [22]. However our system runs at 15 frames/sec, which
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Fig. 12. Confusion matrix for recognition

is faster than 5 frames/sec in [22]. It has potential to implement the proposed
work into the real time human motion recognition.

6 Conclusion

An exemplar-based view-invariant action recognition framework has been pro-
posed in this paper. Experimental results have demonstrated that the pro-
posed framework can effectively recognize human actions performed by different
people and different actions types in real time without the camera viewpoint
constraints. Future work are targeted as follows: 1) Fuse multiple features of
actions to achieve higher recognition rate in order to meeting the requirement of
the scenarios provided in [25]; 2) Replace the HMMs with Conditional Random
Fields to improve the recognition performance and to decrease the computational
cost [27,28]; 3) Extend the proposed framework to complex unconstrained scenes.
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Abstract. A local interaction based hunting approach for multi-robot system in 
unstructured environments is proposed in this paper. The hunting task is mod-
eled as three modes: initial leader-fixed following&search mode, leader-
changeable following&search mode and hunting mode. The conditions for 
modes switching are given. In order to reduce the dependence on communica-
tion, an event-trigger communication scheme based on the evader’s observation 
state is designed. For individual robot, it integrates local information from vi-
sion system, sonar sensors and encoders in its local coordinate frame as well as 
modest communication data to acquire situation-suited task mode, and then 
makes decisions based on behaviors with appropriate local coordination rules. 
The experiments with physical mobile robots verify the effectiveness of the 
proposed approach.  

Keywords: Multi-robot system, hunting, sensing, modest communication, local 
coordination rule. 

1   Introduction 

To satisfy the requirements of robotics research and applications in industry, military 
and aerospace etc., multi-robot system with function distribution and resource sharing 
characteristics has become an important research direction[1][2]. Compared with 
centralized approaches, those with each robot making decisions autonomously are 
more attractive. Explicit communication plays an important role for group perform-
ance. However, as the amount of robots increases, the communication burden among 
them might become much heavier. In order to reduce the communication amount, one 
better solution is to take full advantage of sensory information with elaborated event-
trigger information exchange schema. This paper addresses the problem in the context 
of multi-robot hunting test-bed. 

The hunting with multiple robots is a challenging task with inherent dynamic char-
acteristics, and it has various potential applications, such as security, urban search and 
rescue, et al. Many researchers have studied the problem. In BErkeley AeRobot 
(BEAR) project, the pursuit-evasion game is studied and it integrates heterogeneous 
autonomous agents both unmanned aerial vehicles (UAV) and unmanned ground 
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vehicles (UGV). [3][4] describe the implementation in a probabilistic framework by 
which the game and map-building problems are combined, and a hierarchical hybrid 
system architecture to coordinate the team is given and computationally feasible pur-
suit policies are considered. G. Hollinger et al. discretize the environment, and define 
cost heuristics in planning based on probabilistic formulation[11]. The proposed algo-
rithm is testified by simulations in a complex environment. Yamaguchi proposes a 
feedback control law for coordinating motions of multiple nonholonomic mobile 
robots[5][6], and cooperative behaviors to capture/enclose a target are generated by 
making troop formations, which are controllable by formation vector. Cao considers 
the hunting problem with an evader under certain simulation assumptions[7][8] and a 
line searching formation is adopted for the group to find the evader cooperatively[8]. 
In addition, [14] studies the visibility-based pursuit-evasion problem with limited 
field of view. 

Influenced by social behaviors of insects or animals and sensor network with an 
unprecedented information quantity, biologically inspired hunting model[9][10] and 
sensor network assisted pursuit-evasion[12][13] are also studied. [9] presents a wolf 
pack-inspired hunting model, and the experiments with Sony AIBO robots equipped 
with local cameras are conducted with image processing in a remote computer. [10] 
considers the pursuit-evasion game inspired by the phenomenon of stigmergy in so-
cial insect colonies such as ants to local food. [12] simulates pursuit-evasion with 
sensor network system in both centralized and distributed manners. [13] investigates 
the problem with a sensor network, where a seven-layer control system is designed to 
implement multi-sensor fusion, multi-target tracking and multi-agent coordination. 

This paper considers the hunting problem with multiple sensor-enabled wheeled 
mobile robots in a distributed manner under unstructured model-free environments, 
and more emphases self-sensing by on-board CCD cameras, encoders and sonar sen-
sors. There’s no global coordinate and the individual robot describes the environment 
in its local frame. One important point of the proposed hunting approach is that it is 
helpful for the robot to find the evader by maintaining a following relationship with a 
teammate that has detected the evader. In addition, in order to reduce the dependence 
on communication, a modest communication scheme is given. The local coordination 
rules prevent inter-robot confliction and guide the robots’ motion to emerge group-
level cooperation. The task is considered to be completed when the relative distance 
between the robot and the detected evader is less than a predefined capture distance.  

The rest of the paper is organized as follows. In Section 2, the proposed hunting 
approach is described in detail. Individual control architecture, task mode library and 
basic behaviors as well as coordination rules are presented. Experiment results are 
demonstrated in Section 3 and Section 4 concludes the paper. 

2   Multi-robot Hunting Approach 

This paper considers a hunting scenario of multiple robots and a single evader. Each 
robot is equipped with vision system, encoder, sonar sensors and radio device, and can 
be distinguished by a unique on-board two-color coded cylinder. Multiple robots, the 
evader and a monitor console constitute a wireless local area network. The monitor 
console is only responsible for receiving and transmitting very limited communication 
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data. The individual robot establishes a local polar coordinate frame whose pole is the 
robot center with the polar axis direction of its heading. 

The robot distinguishes its interested objects both the teammates and the evader 
with its on-board vision system and estimates their relative positions. Sonar sensors 
detect the surrounding obstacles. The individual robot integrates all acquired data in 
its local frame and makes decisions based on the local information as well as limited 
communication data. For individual robot, the interested objects may run out of the 
camera’s sight or the vision system might fail to recognize the interested objects due 
to the limited field of view, environmental disturbances and et al. In this case, the 
estimation of relative positions is necessary by integrating historical visual data with 
encoder information. During the hunting process, the robot may follow a contributive 
teammate or hunt the evader, and we call the leader teammate or the evader as target 
collectively. 

For robot R, the position of the evader is denoted as ( , )e ed θ , where ,e ed θ  are the 

relative distance and bearing in its local frame, respectively. Similarly, ( , )
i iR Rd θ  is 

the position of teammate iR . Sonar sensors ( 0,1,..., 1)k sS k k= −  are distributed 

evenly around the robot and the perception information is described by ( , )k k
s sρ φ , 

where sk  is the number of sonar sensors, k
sρ  is the distance of obstacle detected by 

sensor kS  in the local frame, and 0k
sρ =  if it doesn’t detect obstacles. 

2k
s

s

k

k

πφ π= − +  is the angle corresponding to sensor kS .  

2.1   Control Architecture and Communication Scheme for Individual Robot 

The control architecture for individual robot is shown in Fig. 1.  

••

•

      

Fig. 1. Individual robot’s control architecture  

Based on the current local sensing information and communication data, the indi-
vidual robot firstly chooses proper mode from the predefined task mode library, and 
then makes behavior-based motion decisions according to the appropriate coordina-
tion rule from local hunting coordination rule library. The motion control commands 
are then sent to the actuators. 
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To reduce the dependence on communication, an event-trigger modest communica-
tion scheme based on the evader’s observation state is designed. The observation state 
indicates whether the evader is visible or not and we call the state changes as events. 
There are two events will be considered:  

Event 1: Once the robot detects the evader by its vision system, the event of evader 
being detected occurs. 

Event 2: When the robot fails to detect the evader and the positions estimation based 
on encoders is also invalid, the evader lost event occurs.  

The communication arises only when the above events occur, thus the designed com-
munication scheme will reduce communication amount. Furthermore, the communi-
cation data are only about the evader’s observation state and no any position informa-
tion are transmitted. Each robot stores a teammate-evader state table RT , which indi-

cates the evader’s observation state of each teammate. Once the robot receives com-
munication data, it will update the table immediately.  

2.2   Task Mode Library 

The proposed hunting approach is summarized as follows. At the beginning, multiple 
robots cooperative explore the environment to find the evader by predefined dynamic 
following&search. The only specified navigator guides the direction of the search, 
while other robots follow their respective predefined leaders. This may improve the 
possibility of detecting the evader and be beneficial to group hunting. The predefined 
leader-follower relationship will be kept until the following two cases occur: 

1) Once the robot detects the evader, it begins to pursue the evader and informs all 
teammates about its evader’s observation state; 

2) For the robot that hasn’t found the evader since the beginning, if there are de-
tected teammates that have detected the evader according to the table RT , it will 

select the teammate with the smallest ID as its leader.  

When the robot loses tracking of the previous selected leader or the leader has lost the 
evader according to the table RT , it will consider changing its selected leader. In addi-
tion, the evader may be lost during the pursuit process, and the robot will consider 
reselecting an appropriate leader by inquiring the table RT .  

Based on above description, the hunting task is modeled as three modes: initial 
leader-fixed following&search mode, leader-changeable following&search mode and 
hunting mode, and they constitute the task mode library.  

The modes switching is shown in Fig. 2. The meanings of symbols Ci (i=1,…,4) 
are shown as follows: 

C1: The robot detects the evader by its vision system; 
C2: The robot has lost the evader; 
C3: There are teammates that have detected the evader according to table RT ; 

C4:  The robot detects at least one teammate mentioned in C3. 
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1C

1C

2 3 4C C C

 

Fig. 2. The hunting task modes 

2.3   Behaviors for Individual Robot 

Individual robot has different targets in different task modes. A behavior library is 
presented and it includes: random search, round-obstacle, following and hunting be-
haviors. Different task modes have different behaviors combination. If the robot is in 
hunting mode, the behaviors set is { }, - ,random search round obstacle hunting , or else, the 

set is given by { }, - ,random search round obstacle following . 

1) Random search behavior. This behavior is activated when there’s no target to be 
followed or hunted. Whether the robot is in initial leader-fixed tracking&search mode or 
leader-changeable tracking&search mode, if it loses tracking of the pre-assigned or the 
selected leader, and there’s no teammate can be selected to sever as its leader, it has to 
execute random search behavior. When the robot performs hunting mode, once the 
evader is lost, it needs to search the environment to find the evader or a helpful leader. 

2) Round-obstacle behavior. No matter the target is teammate or evader, the obstacles 
are always considered. The collision avoidance is the most important if the obstacles 
block the robot’s path. The robot has to firstly determine the prior rounding direction, 
namely which side has the higher priority to move around based on the distribution of 
obstacles with respect to the target in its local frame. If the target is the evader, the prior 
rounding direction is selected with consideration of certain coordination rule. 

3) Following behavior. The robot follows its leader with desired distance and ob-
servation angle. In order to cope with imprecise sensory information, once the relative 
distance between the robot and its leader is smaller than the desired distance, the robot 
will maintain detection of the target with the constraint of a limited observation angle 
by rotation motion and resumes following to its leader only when the relative distance 
is larger than a bigger value compared with the desired distance. 

4) Hunting behavior. In this behavior, the robot pursues the evader. In order to 
avoid the interference amongst the robots, coordination rules will be used.  

2.4   Coordination Rule Library 

In our multi-robot hunting system, multiple mobile robots try to capture the common 
evader in a limited workspace, it’s necessary to coordinate the robots’ motions to 
avoid conflicts and improve the group performance. It’s a better solution to keep the 
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separation angles among robots with respect to the evader being big enough. On the 
basis of above, we give a coordination rule library based on geometric restricts. 

When the robot performs hunting mode and tries to capture the evader, it is neces-
sary to decide whether or not to coordinate with teammates based on the analysis of 
current situations. Then the robot chooses an appropriate rule from coordination rule 
library to better complete the task based on local interaction with teammates. 

Take the robot R as an example, we denote with lR  and rR  the teammates with 

the smallest angle between the teammate and robot R on each side with respect to the 
evader (see Fig. 3). The smallest angles are denoted with r

lθ  and r
rθ  respectively. Let 

lrO  be the midpoint of segment connecting lR  with rR , rlrO  is the midpoint of line 

between lR  and R , and corp
thθ  is the given coordination angle. 

evader

R

rR

lR

lrO

r
lθ r

rθ

1vpP
2vpP

2

corp
thθ

rlrO
•

•

•

 

Fig. 3. Hunting Coordination among the robots 

1) Coordination Rule 1( co corp rpr r
l th r thθ θ θ θ< <∩ ): The robot needs to coordinate with 

teammates lR  and rR  from both sides as shown in Fig. 3. It will move along the dash 

line between point lrO  and the evader to perform coordination, and a point 1vpP  is 

selected to guide its motion. The point 1vpP  is on the dash line connecting the evader 

and lrO  with a distance e

co

d

k
  to the evader, where 2cok =  and ed  is the evader’s 

relative distance. 
2) Coordination Rule 2( co corp rpr r

l th r thθ θ θ θ< <∪ ): The robot will coordinate with the 

teammate at only one side. Take left teammate lR  as an example. The better path is 

the ray generated by rotating the line between the evader and point rlrO  away from 

lR  with an angle of 
2

corp
thθ . The point 2vpP  (see Fig. 3) lying on the ray with a distance 

e

co

d

k
 to the evader will guide the robot’s motion.  
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Besides the above coordination rules for hunting behavior, another rule for round-
obstacle behavior is designed to prevent the robots from moving around obstacles 
along only one side. 

3) Coordination Rule 3: For round-obstacle behavior of hunting mode, one impor-
tant factor to determine the prior rounding direction is the distribution of teammates 
with respect to the evader. The side with fewer teammates has higher priority. 

3   Experiments and Results 

We adopt a team of wheeled mobile robots developed by CASIA to testify the pro-
posed approach. Each robot is equipped with 3 CCD cameras with field of view 60D , 
and a 16-sonar ring is evenly arranged around the robot. We represent the experimen-
tal results with task modes, the trajectories of robots/evader based on encoders, and 
snapshots of video sequences. We denote with _m mode  task modes and _m mode  

is 1, 2, 3 when the robot is in initial leader-fixed following&search mode, leader-
changeable following&search mode and hunting mode, respectively.  

Experiment 1 adopts two robots R1 and R2 to pursue a static evader E. Their initial 
positions and obstacles are shown in Fig. 4. R1 is appointed as the navigator as well as 
the leader of R2. Several selected images and task mode variations are shown in Fig. 4 
and Fig. 5, respectively. At the beginning, R1 detects the evader. It sends communica-
tion information that the evader observation state is detected to R2 and hunts the evader, 
while R2 only sees R1 and it has to follow this predefined leader. Once R2 receives the 
communication information from R1, table RT  is updated and _m mode  is switched 

from 1 to 2. During the following process, R2 finds the evader (see Fig. 4(b)) and starts 
to pursue the evader. After they move around the obstacle from two sides respectively 
based on the local hunting coordination rules, the task is completed smoothly. 

 

   
                              (a)                                         (b)                                      (c) 

   
                             (d)                                         (e)                                       (f) 

Fig. 4. Selected images of experiment 1 
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Fig. 5. Task modes of robots in experiment 1 

In experiment 2, three robots R1, R2, R3 are required to hunt a static evader E co-
operatively. Fig. 6 gives several selected images and task mode variations of each 
robot are shown in Fig. 7. R1 is the navigator as well as the leader of R2, and R2 is 
the leader of R3. Initially, the evader is concealed and the robotic system searches 
the environment. Later, the evader is unshielded as shown in Fig. 6(c). R3 will 
firstly detect the evader, and it sends the information to teammates R1 and R2. R1 
switches its task mode from 1 to 2 after receiving the communication message as it 
finds R3. During the following process with R3, R1 sees the evader by itself (see  
Fig. 6(d)). After R2 have detected the evader (see Fig. 6(e)), the task is fulfilled by 
all robots. 

                                

                              (a)                                               (b)                                            (c) 

   

                        (d)                                              (e)                                             (f) 

Fig. 6. Selected images of experiment 2 
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Fig. 7. Task modes of robots in experiment 2 

     

Fig. 8. (a) The trajectories of robots and evader. (b) Task modes of robots in experiment 3. 

Two robots R1, R2 are adopted to hunt an intelligent evader in experiment 3. The 
trajectories of all robots and the evader are shown in Fig. 8(a), and Fig. 8(b) gives the 
task mode variations of all robots involved. It suggests that with the guidance of R1, 
R2 changes from following R1 to cooperative hunting with R1 until the completion of 
the task. 

4   Conclusions 

Considering the problem of multiple sensors enabled mobile robots hunting a dy-
namic evader, a distributed hunting approach is proposed in this paper. The designed 
task modes, behaviors and local coordination rules enable robots to complete the task 
collaboratively, and the event-trigger modest communication scheme may reduce the 
network burden. The proposed approach is practicable, and its effectiveness is sup-
ported by several typical experiments. Due to the fact that the practical physical 
multi-robot system is complex and unpredicted, some other issues such as leader 
failure, package loss, et al. are still required to be further researched. 
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Abstract. Two algorithms for area coverage (for use in space applica-
tions) were evaluated using a simulator and then tested on a multi-robot
society consisting of LEGO Mindstorms robots. The two algorithms are
(i) a vector force based implementation and (ii) a machine learning ap-
proach. The second is based on an organizational-learning oriented clas-
sifier system (OCS) introduced by Takadama in 1998.

1 Introduction

This paper aims to describe the usage of a machine learning (ML) and evolu-
tionary computing approach to use robot formations for area coverage, e.g. in
wireless coverage and astronaut support. ML was chosen because of its capa-
bilities with dynamic and unknown environments, the results will be compared
with results based on a simple vector approach.

An interesting scenario for multi-robot cooperation in space is the exploration
of the Moon and Mars, where rovers are currently on the forefront of space explo-
ration. For permanent human settlement will depend heavily on robotic recon-
naissance, construction and operational support. Tasks for the robots will include
mapping landing sites, constructing habitats and power plants, communicating
with and acting as a communication relay to Earth, and so forth. Scenarios for
this assume many different robots, with different, but overlapping, capabilities
working together. One scenario for the use of multiple robots teaming up and
working together can be taken from the recent NASA plans for building human
outposts on the Moon and Mars. These plans outline also a need for robotic
support for the astronauts and explorers. In this scenario robots will, for exam-
ple, search cooperatively for a location suitable in size and other properties to
harbor a permanent human settlement. These tasks will include soil preparation
and movement as well as, for example, carrying solar panels in tight-cooperation
between two robots. The heterogeneity of the rovers is exploited throughout the
whole mission to allow for better performance. Meanwhile, other rovers will begin
with the exploration and surveying of the region around the construction site.
Rovers with specialized sensing instruments are sent to investigate and cover as
much of the area as possible, possibly transported in a larger mother-ship type
robot at first. Formations of rovers will generate a wireless communication and
emergency network for the robots as well as future human explorers.

M. Xie et al. (Eds.): ICIRA 2009, LNAI 5928, pp. 100–111, 2009.
c© Springer-Verlag Berlin Heidelberg 2009
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Coverage Problem. The coverage problem (sometimes also referred to as cov-
ering problem) is widely defined as to “cover a search space consistently and
uniformly” (1), or more informally (in robotic exploration) to “see” every point
of a given area. The coverage problem for a team of robots was categorized into
three types (2): blanket coverage, barrier coverage, and sweeping coverage. Blan-
ket coverage, which is the closest problem to the area coverage presented here,
has the objective of maximizing the total covered area by a static arrangement.

Machine Learning. Machine learning (ML) is using artificial intelligence algo-
rithms to allow a system to improve over time using input data. ML is (i) useful
when human expertise is not available, (ii) needed when solutions change over
time or need to be adapted and (iii) helping to understand how humans learn.

Evolutionary computing describes search algorithms based on natural selection
and genetics. The idea is to search a problem space by evolving from a random
starting solutions to better/fitter solutions, generated by selection, mutation and
recombination.

This paper describes two implemented algorithms: a lightweight and simple
force vector approach and a more complex algorithm based ML principles. They
were implemented in C++ and tested in a separately developed simulator called
SMRTCTRL (3).

2 Related Work

The Art Gallery Problem is the real-world problem of guarding a gallery
with a minimum number of guards, viewing the whole gallery. The mathematical
problem was proved to be NP-hard (4).

The Learning Classifier System (LCS) developed by Holland in the 1970s
is based on techniques found in evolutionary computing and reinforcement learn-
ing. It tries to learn which actions to perform based on the input received. LCS
uses a population of binary rules on which a genetic algorithm (GA) is used to

(a) Holland’s LCS (5) (b) Takadama’s OCS (6)
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select and alter these (7). The GA evaluates rules by its fitness, which is based
on a payoff received similar to reinforcement learning approaches.

An LCS-based algorithm receives inputs from the environment at every iter-
ation step. Based on this the algorithm selects the best/fittest action. The pos-
sible actions depend on the (physical) context of the system. The reinforcement
should reflect physical properties, e.g. a mobile robot might get reinforcement
according to the distance moved towards the goal. An LCS is a rule-based sys-
tem, with the rules usually in the form of ”IF state THEN action”. The
GA used is operating on the whole rule-set every few time steps using roulette
wheel selection and replacing rules with newly created ones.

Organizational-learning Oriented Classifier System (OCS) takes an or-
ganizational learning approach and adapts it to machine learning in multi-agent
systems. The method is described as “learning that includes four kinds of rein-
terpreted loop learning” (6) and tries to generate a hybrid solution, aiming to
overcome restrictions of the Michigan and Pittsburgh approaches (8). The sys-
tem, sketched in Fig. 1b, uses reinforcements and evolutionary learning.

Vector-Based Formations. The use of vectors is often found in reactive be-
haviors for robots, with this representation generally known as a vector-force-
field. These approaches, generally, do not need a model of the environment, it is
enough to sense obstacles. (9) presents an approach to use vector-force-fields to
control the movement of robots in a given formation, while avoiding obstacles
and progressing towards a target. It concentrates on the subtask of controlling
and maintaining the formation by using forces calculated from the other robots,
leading to the robot being pulled into the formation or pushed away. The paper
uses position and heading of each robot to calculate 2 independent forces.

3 Placement Using Force Vectors

A vector-based approach, with vectors representing attractive and repulsive
forces, is used to place the robots close to the target area. These forces are
calculated and a combination of these is used to generate the movement for each
robot separately. First the attractive forces to the mid-point of the target area
and to the other robots are calculated, then repulsive forces are added, where
the values are given by the coverage in the direction of the other robot. From
this the coverage optimization is an emergent property of this algorithm.

4 Placement Using Machine Learning

ML techniques, based on the work of Takadama on OCS (6), are used to calculate
the actions to be taken to optimally place the robots for area coverage. The
system consists of autonomous agents, with local LCS-based implementations.
Each agent is able to recognize the environment and its local state and is able to
change the environment due to a chosen action. The algorithm is implemented in
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a class encapsulating the learning algorithm and facilitates an object-orientated
approach for representation of the agents and the environment. Each agent has
its local memory, which is used to create, store and update rules, also called
classifiers (CFs). These rules are used to select the most suitable action for the
current state. The agents apply reinforcement learning (RL) and GA techniques
for rule management. For this they detect the environment state and decide on
an action based on the state. Each agent updates its own rule-set.

4.1 Mechanisms

The OCS algorithm uses 4 separate forms of learning mechanisms presented
and described in this section. Pseudo-code is added to sketch the implemented
algorithm and its main components as described in (6). The main OCS loop is
shown in Listing 1.

Listing 1. The OCS algorithm

procedure OCS
iteration := 0
Collective_Knowledge_Reuse
while iteration < MAX_ITERATION

reset the problem to the starting position
iteration := iteration + 1, step := 0
while not solution_converges

Detector()
Rule_Generation, Rule_Exchange
Effector()
step := step + 1

end
Reinforcement_Learning, Collective_Knowledge_Reuse

end

Collective Knowledge Reuse. The reuse of good solutions (e.g. role special-
ization) is helping to reduce the learning time as well as solving problems that
need organizational knowledge. It uses a central set of agent behaviors, as is de-
picted in Fig. 1a. This mechanism (Listing 2) is useful when no solutions can
be found without organizational knowledge, but due to time constraints was not
implemented in the test runs.

(a) Collective Knowledge Reuse (b) Rule Generation

Fig. 1. Illustration of 2 Learning Mechanisms in OCS (10)
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Listing 2. Collective Knowledge Reuse procedure

procedure Collective_Knowledge_Reuse
if iteration = 0

use stored collective knowledge
else if solution is the best

if collective knowledge is set already
delete stored collective knowledge

store current rule-sets as collective knowledge

Rule Generation (Fig. 1b) is used to create new CFs when no CFs in the
rule-set of an agent, i.e. the Individual Knowledge Memory, match the current
sub-environment state detected. The generation of new CFs allows to explore
other solutions to the problem, that have not yet been tested. These new CFs are
created, with a random action value and a condition based on the state detected.
The strength is initialized to START STRENGTH. The weakest CF is dropped if
the defined maximum of CFs is reached (Listing 3).

Listing 3. Rule Generation procedure

procedure Rule_Generation
for all agents

if no classifier matched
if number of classifiers = MAX_CF

delete CF with lowest strength
create a new CF & set strength to START_STRENGTH

end

Rule Exchange is used to generate new behaviors in the agents and therefore
explore new areas and CF combinations. The CFs of two, randomly chosen,
i.e. non-elite selection, agents are exchanged, at every CROSSOVER STEP. The
rules are sorted by strength and the worst CFs of one agent are replaced by the
best CFs of the counterpart and vice-versa (Listing 4). The strength values of
the rules exchanged are then reset to the starting value. The rule exchange is
depicted in Fig. 2a.

(a) Rule Exchange (b) Reward Spreading in RL

Fig. 2. Illustration of 2 Learning Mechanisms in OCS (10)
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Reinforcement Learning (RL) (Fig. 2b) updates the strength of each classi-
fier in the Rule Sequence Memory in the case of a converging result. The received
reward is spread, based on a simple exponential function, over all the fired CFs,
i.e. the CFs in the Rule Sequence Memory.

Listing 4. Rule Exchange procedure

procedure Rule_Exchange
if mod(step, CROSSOVER_STEP) = 0

for a random pair of agents
order rules by strength
for the weakest CROSSOVER_NUM CFs

if strength < BORDER_ST
delete CF

copy CROSSOVER_NUM strongest from other agent
reset strength to START_STRENGTH

4.2 Classifier

The classifiers are the same as the rules in LCS, simple if-then constructs com-
posed of three parts: (i) the condition, (ii) the action and (iii) the strength or
fitness value. The condition, or if clause, of the CF contains various information
about the environmental state. The action, or then part, defines the action to
be executed by the agent if the condition part matches the current environment.
The third part, the strength value, defines how good the CF is, which effects
selection and therefore the agent’s behavior.

Condition. The condition part of a classifier is representing the knowledge of
the current situation. It is a list of input values, represented by the ternary
alphabet {0, 1, #}, though extended in some cases. Fig. 3 shows the structure
of the CFs and the condition in the OCS algorithm. The condition contains: (i)
The PREV ACTION executed by this agent, (ii) a flag representing an existing

Listing (5): Code for the CFs

enum eCFCondElements {
PREV_ACTION = 0, OVERLAP,
LOC_CHANGE, PREV_CONDITION

};

//...
char cond[CDPARNR]={’#’,’#’,’#’,’#’};
// init others
cond[PREV_CONDITION] =
prevOverlap - ’0’ + cond[OVERLAP];

if(cond[PREV_CONDITION] != ’0’ &&
cond[LOC_CHANGE] == ’1’)

cond[PREV_CONDITION]++;
prevOverlap = cond[OVERLAP];

Fig. 3. The structure of the rules, aka classifiers (CFs). based on (6).
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OVERLAP with another agent, (iii) a flag representing a LOC CHANGE and (iv) a
number calculated and indicating the PREV CONDITION.

Actions. The actions of the agents are 7 simple motions, derived from a sim-
ple mobile robot. The actions are: MOVE FORWARD, MOVE BACKWARD,
MOVE RIGHT, MOVE LEFT, ROTATE RIGHT, ROTATE LEF and STAY.

4.3 Memories

The memories at every agent store various information about the classifiers. In
the memory CFs can be created, stored and updated. The four memories of each
agent are:

(i) Organizational Knowledge Memory, also referred to as Collective Knowl-
edge Memory, stores a global set of rule-sets. This knowledge is shared by all
agents and allows for role specialization and classifier reuse.

(ii) Individual Knowledge Memory stores the current rule-set of every agent.
This is where the knowledge of the individual agent is developed over the various
iterations. FIRST CF number of rules are generated and initialized at the start,
then during the learning operation new rules are added or exchanged.

(iii) Working Memory is used for operations in the agents, e.g. selection of
matching CFs, a temporary list is available to be filled with CFs.

(iv) Rule Sequence Memory stores the rules selected at every iteration.

4.4 Environment Interactions

The environment interactions are modeled and are implemented in two func-
tions: (i) for retrieving the current state, Detector() and (ii) reacting by
executing an action, Effector().

Detector() This function detects the current state of the (sub-)environment at
every agent, with the main objective to create a new CF condition representing
the state. This is modeled into the 4-field vector, described above, where the
PREV CONDITION is calculated by adding the last iterations overlap field with
the current. If one of them is set, also the value of the current LOC CHANGE flag
is added.

5 Results

5.1 Simulation Results

A standard initial configuration (SIC) was used to be able to compare the re-
sults achieved in the test runs. This configuration reflects a marsupial society
just deployed using: a mother-ship (Motherbot), which is, for these two control
algorithms, not moveable and has a circular coverage area (5x5, 25 cells), as well
as four controllable child-bots (Marsubots), each possessing an elliptic coverage
area (5x7, 27 cells). The robots are placed with one cell in between each other.
The target area is defined as a circular area, 69 (9x9) cells in size, and placed 22
and 11 cells away in X and Y axis respectively.
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Vector-Based Simulation Results. The vector-based control approach was
mainly aimed to be tested with circular target areas and therefore does not
implement a directional force vector, hence the robot actions are reduce to the
four motions (forward, backward, left, right). For the simulation runs no obstacles
were inserted and no terrain interaction was performed on the sensing areas. The
simulation also assumed that all actions can be completed within one time step
and that the robots can be controlled simultaneous, which turned out to be
difficult (see SMURFS project below).

The vector approach generated higher repulsive forces, when switched to ellip-
tical, due to the lack of a directional understanding, and hence not a full coverage
was found. This tests, with the elliptic sensor areas, showed that the algorithm
converges to a stable formation after 83 actions, generating a combined coverage
of only 12%, or 8 of the 69 target area cells. This could be overcome by using a
better scaling factor and a directional component.

An interesting effect observed was that robots with smaller sensing areas are
moving closer to the target, and by doing so, drive the robots with larger areas
away from it. This is explained by the target force calculation, which leads to
larger forces in the direction of the target for robots with smaller coverage (since
there is a smaller repulsive force).

Machine Learning. All ML algorithm test runs use the SIC and classifier-
action pairs selected through learning to control the robots’ motion. After a
convergence in the results, the robots are reset to the SIC and another iteration
of ML is performed. Here all 7 robot motions were used.

Throughout the iterations the agents and therefore the global solutions are in-
creasingly optimizing the coverage problem, with the the best coverage a bit over
26%, which is better than the vector-based approach. It can be seen that the re-
sults are varying quite a bit but an overall trend to increased coverage is visible.
The results show that the randomized learning approach does overall yield a good
coverage with a good distance and that the best solution improves over time.

The test run used the following settings for its OCS learning to obtain the
result: Each agent has between 15 (at start, FIRST CF) and 30 (MAX CF) clas-
sifiers and exchanges 7 at every crossover step (CROSSOVER CF NUM). These
classifiers are initialized with a strength of 1.0 (START STRENGTH) and the
border strength (for crossover) is set to 1.15 (BORDER ST). The test run had a
maximum number for 500 iterations (MAX ITERATIONS), each with a maximum
of 300 steps (MAX STEPS), but the average number of steps per iteration was
only 68.3. A rule exchange between two random agents was done every 10 steps
(CROSSOVER STEP). The average reward per iteration was only 1.86 (with the
maximum at 6.3).

As with the vector-based approach for the simulation no obstacles were in-
serted and the simulation assumed that all actions can be completed within one
time step. A few hundred test runs were done, but due to the inherent random-
ness (in the initial rule generation) the results vary quite a bit, for example, the
final coverage ranges between 0% and 47%. Obtaining the results was harder
than anticipated and they are also not as good as expected.
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5.2 Project SMURFS at IJCAI

To allow testing of the algorithm, robots from the Society of Multiple Robots
(SMURFS) project were used, which were designed to be cheap and able to
reconfigure. The robots were using LEGO Mindstorms NXTs for control and 4
motors for actuation. More information about the robots can be found at (11).
A webcam and visual tracking system using fiducials (12), nicknamed Gargamel,
was used to provide localization for the robots, which were then controlled via the
SMRTCTRL simulator using Bluetooth. A simple sketch showing the experiment
arrangement can be seen in Figure 4.

(a) Camera Setup (b) Field of View of the Camera,
birds-eye view

Fig. 4. The Gargamel Tracking System for the SMURFS robots

Experimental Findings. The simple control, based on the vector-based place-
ment algorithm, was controlling the robots using the freely available nxtlibc li-
brary. The robots were controlled sequentially, due to limitations of the library,
which did not provide multi-threading support. The discretization in the sim-
ulator was changed to closer represent the robots and the field-of-view of the
camera, but even with that the robots could not be controlled very precisely.
Though some effort was put into the action-programs, for example, the move
forward program, it could not be ensured that the robot would move exactly
one field when executed. This discrepancy was seen especially at the borders
of the vision system. Videos of the system controlling the robots can be found
online1. Figure 5 compares the motion of the robots as seen by the simulator
(boxes) and in real-life (circles). The data presented is the average of 3 test runs
performed with the final revision. The position of the target is marked with a
T. The graph shows the robots performing 12 actions (per test run), of which 3
are rotations. To visualize the orientation and rotation small lines are added to
one side of the square or circle. Discretization errors at the center can be seen
with all robots. The robots’ MOVE FORWARD motion were tested and yielded
20.1 − 20.5cm, with the first movement usually a bit shorter (19.2 − 19.6cm),
probably due to the initial orientation of the castor wheels.
1 At our webpage (http://smrt.name/ijcai) and on YouTube (e.g.
http://www.youtube.com/watch?v=RnP70SaH4iw). (July 15, 2009)
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Fig. 5. Robot Movements: Real-World vs. Simulator

Table 1. A comparison of the results of the two algorithms

Vector Approach OCS
(circular) (elliptic) (average) (best) (worst)

Coverage 100 % 12 % 26.58 % 46 % 0 %

Steps 29 83 64.03 17 289

Distance [px] 230 880 1235.3 582 1843

In the first test runs a discrepancy between sent action and the outcome of
the motion was seen. For example, a MOVE FORWARD action would lead, due to
drift, also to a movement to a side (this can also be seen in the motion of robot
1 in Figure 5); this was then reduced as much as possible.

6 Conclusions

The vector-based approach leads to a converging coverage in most cases, though
in some situations singularities or oscillations occur. It is not able to handle ter-
rain interaction and performs best with circular sensor areas. The organizational-
learning oriented classifier system (OCS) approach was more complicated to
implement but allows for terrain interactions and different elevations as well as
obstacles. It though is not always converging and is, in the simple case, outper-
formed by the lightweight vector approach (see Table 1). The system is still in
its very early stages and needs to be evaluated further. Especially the connection
between the parameters (for example, number of classifiers, strength values and
of course, MAX ITERATIONS, MAX STEPS, CROSSOVER STEP, just to name a
few), but also the choice of the actions, the classifiers (and its structure) and the
definition of the reward and fitness function need to be researched further. For
real-world experiments the algorithm has to perform faster and as decentralized
as possible, which is currently not the case.

To make the OCS approach work and yielding good results more time than
planned was needed. In the end it worked better than the vector-based approach
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in an environment having different elevations and obstacles present. This is be-
cause of the classifiers, which allow the OCS approach to generate two solutions
for a given input condition, for example, one that moves the robot to higher
ground and a second one that keeps the robot on the same height. The fitness
for the two solutions will not be the same, which means one of the CFs is chosen
with higher probability, therefore the environment interaction leads to different
solutions, which is not the case for the vector-based implementation. The conclu-
sion would though still be that the lightweight, vector-based control algorithm
might be the more feasible approach to use, although also this approach needs
some further research to work in the environment and scenario described in this
thesis.

At the IJCAI robotics workshop a simple vector-based control of the robots
was shown. Due to time constraints only a very basic implementation was shown,
but we are confident that with more time a more precise control using a multi-
threaded Bluetooth library could be implemented.

7 Future Work

Apart from the placement problem discussed above, another interesting issue
is the change of formation due to changing conditions. Some thoughts about
possible extensions for the approaches to tackle this problem. Because of the
limited time and increasing complexity this problem was though not solved in
this project. The idea was to extend the ML approach to be able to handle
these situations. This could be done by adding an algorithm, that works with
the results of the OCS learner presented here and uses the optimal configura-
tions found to generate a transition matrix. This matrix would contain which
formation to switch to, according to some optimizing criteria, if one robot fails.
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Abstract. The GUARDIANS multi-robot team is being designed to be deployed
in a large warehouse to assist firefighters in the event or danger of a fire. The
large size of the environment together with development of dense smoke that
drastically reduces visibility, represent major challenges in search and rescue op-
erations. The GUARDIANS robots act alongside a firefighter and should provide,
among others, the following tasks: to guide or accompany the firefighters on the
site while indicating possible obstacles and locations of danger and maintaining
communications links. In order to fulfill the aforementioned tasks the robots need
to be able to exert certain behaviours. Among the basic behaviours are capabilities
to unite in a group - generate a formation - and navigate on the site while keep-
ing this formation. The basic control model used to generate these behaviours is
based on the so-called social potential field framework, which we adapt to ful-
fill specific tasks of the GUARDIANS scenario. All of the tasks can be achieved
without central control, and some of the tasks can be performed even without
explicit communication among the robots. We discuss advantages and shortcom-
ings of our model and present samples of implementation on ERA-MOBI robots,
commonly referred to as Erratics.

1 Introduction

The GUARDIANS1 (Group of Unmanned Assistant Robots Deployed In Aggregative
Navigation by Scent) project is an FP6, EU funded project, which aims at developing
a team (swarm) of heterogenous autonomous robots to assist fire-fighters in search and
rescue operations in an industrial warehouse in the event or danger of fire [9].

The challenge of the GUARDIANS project is to apply the team of robots for perform-
ing tasks in a real-life situation.

The GUARDIANS scenario has been chosen after consulting with South Yorkshire
Fire and Rescue Service, UK, referred further to as SYFIRE. They indicated that indus-

1 GUARDIANS runs from 2007 to 2010, and involves the following partners: Sheffield Hallam
University (coordinator), Robotic Intelligence Lab, Jaume-I University, Spain; Heinz Nixdorf
Institute, University of Paderborn, Germany; Institute of Systems and Robotics, University of
Coimbra, Portugal; Space Application Services, Belgium; K-Team Switzerland; Dept. of Elec-
trical and Electronics Engineering, TOBB University of Economics and Technology, Turkey;
Robotnik Automation, Spain; and South Yorkshire Fire and Rescue Service, UK.

M. Xie et al. (Eds.): ICIRA 2009, LNAI 5928, pp. 112–125, 2009.
c© Springer-Verlag Berlin Heidelberg 2009
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trial warehouses in the emergency of fire are a major concern to them. Searching for vic-
tims is dangerous due to the several, interrelated, factors. Firstly, enormous dimensions
of the warehouses already represent a challenge for a search, which only aggravates by
the expected low visibility when smoke develops. Next are the time constraints; one is
being the amount of oxygen in the breathing apparatus of a firefighter which suffices
for about 20 minutes, another one is the crawling speed if smoke has been developed
(approximately 12m a minute) - firefighters can proceed about 240m with a full tank.
Taking into account that they have to negotiate the 20 minutes of air between getting
in and getting out, the maximum advance they can make is only 120m which is less
than the largest dimension of the modern warehouses. Another issue related to the time
constraint is such phenomenon as flashover, which can occur also very quickly [3].

However, as SYFIRE pointed out that apart from the smoke, the warehouse is, in
general, in a normal and orderly state. This implies that ground is easily passable and
therefore no particular restrictions on robots motion are imposed; even wheeled mini
robots are suitable.

The multi-robot team in the GUARDIANS projects consists mostly of mini-robots
Khepera III and middle-sized Erratic robots, presented in Figure 1.

(a) (b) (c)

Fig. 1. Team robots in GUARDIANS, (a) Khepera III (K-TEAM), (b) ERRATIC robot (Videre
Design). (c) Robot Guardian.

These robots are intended to be applied in some, possibly large, quantity. An ex-
ception is the robot called Guardian, developed by the partner Robotnik Automation.
This robot can be a member of a team, but also can perform certain task where a more
powerful robot may be needed, such as carrying tools for firefighters.

The paper is organised as follows. Section 2 gives a short introduction to the team
robotics, with a focus on the GUARDIANS multi-robot team cooperation and tasks
to be performed. Section 3 is dedicated to the description of the basic control model
in the GUARDIANS, that provides necessary navigation behaviours required from a
heterogenous group of robots in the GUARDIANS scenario. Section 3 proceeds with a
description of implementation of the algorithms based on the presented control model,
on the Erratics robots, and indicates the encountered challenges. Section 4 discusses in
brief current work and concludes the paper.
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2 Team Robotics

Team or Collective robotics are divided in two major streams: accidental or non-intenti-
onal cooperation and intentional cooperation [16]. Conventionally, the Swarm robotics
paradigm is used for non-intentional cooperation; cooperation just happens and emerges
from the group behaviour without being made explicit. Intentional cooperation can be
described as combining particular behaviours aiming at an explicit goal. Robots in-
teracting with people can comprise both aspects, whereas people, in general, interact
intentionally with robots.

2.1 GUARDIANS Robot Team Cooperation

The GUARDIANS robots team should exercise certain cooperation in order to fulfil
the tasks assigned to them. The tasks can be roughly split into two main categories.
The tasks of the first category provide direct assistance to fire-fighters, such as guiding
a firefighter, accompanying them and indicating them possible obstacles and locations
of danger. The second category comprises the so-called supportive tasks that can be
fulfilled without a human squad-leader, such as deployment on the site, positioning as
beacons and maintaining communication. Some tasks of both categories are overlapped,
such as searching and navigating the environment; the main difference is that in the first
category the robots act within an immediate vicinity of the human, and therefore their
sensor range covers only a relatively small area of the environment, whereas in the
second category of tasks the robots can disperse in the site and therefore the perception
of the environment is more global.

In both categories both non-intentional and intentional cooperation are applied. There-
fore, some developments from the Swarm robotics are used. Swarm robotics research is
distinguished by the following criteria [17]: a swarm consists of (i) a large number, of
(ii) homogenous, (iii) autonomous, (iv) relatively incapable or inefficient robots with
(v) local sensing and communication capabilities.

The GUARDIANS group of robots does not comply directly to this definition. First
of all, the group consists of non-homogenous robots (different either by physical pa-
rameters, or by their functionality), and human agents can be also part of the group.
Secondly, the number of robots in the group may be not very large in particular if robots
accompany a firefighter.

However, some characteristics of a swarm are present as well. The GUARDIANS
group does not have a predetermined size, and due to huge dimensions of a warehouse
a large number of robots may be required to fulfil tasks in the second category (criterion
(i)). Communication with the outside might not be possible and the human being will
be busy ensuring their own safety, thus autonomy (criterion (iii)) is a requirement. A
single robot cannot do much in a large warehouse (criterion (iv)) and as communication
cannot be guaranteed the robot cannot but rely on local information (criterion (v)).

Swarm robotics is also often divided into so-called communicative-less and commu-
nicative robotics. The former case, in general, means that ‘communication’ is assumed
to be implicit, i.e. robots react to each other without explicitly exchanging messages,
whereas in communicative swarm robots can exchange information. In GUARDIANS
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both types of swarm robotics are used; some more details are given in Section 3 and
Section 4.

The GUARDIANS project uses developments of swarm robotics field, whenever is
appropriate and in what follows the term ‘swarm’ is also used to describe corresponding
behaviours. Surveys on recent advances and the state-of-the-art in swarms can be found
in [4,18,10] and a web database on swarm robotics related literature has been compiled
on the dedicated site2.

In this paper we focus mostly on basic navigation behaviours of multi-robot or
human-robot teams, which have to be achieved without central and on-line control.
The behaviours described are needed in both categories of GUARDIANS robots’ tasks,
and they are essential when robots directly assist the firefighter. These behaviours, gen-
erally speaking, can be also achieved without explicit communication and therefore can
be still applicable when communication links are severed. In this case we can speak of
non-intentional cooperation. The generated global behaviour is relatively independent
of the number of robots in the team, that makes the team also robust to failures of indi-
vidual robots. These behaviours can be enhanced if the robots communicate, and thus
cooperation becomes intentional. We briefly touch upon this enhancement at the end of
Section 3 and in Section 4.

2.2 GUARDIANS Team Description

In the GUARDIANS scenario main performers are robots, humans and obstacles, which
we identify as classes of GUARDIANS agents. The classes are: 1) the class of robots ri,
i = 1,2, . . . ,n; 2) the class of humans (fire-fighters) h j, j = 1,2, . . . ,m; and 3) the class
of obstacles ok, k = 1,2, . . . , l.

The class of robots, which may be heterogenous, can be split in several sub-classes of
homogenous robots and robots may be either holonomic or non-holonomic. The agents
are situated in a domain D ⊂ �2. In a real-life situation of fire fighting, humans in
general act in groups of two: one person takes the role of the leader and the second
is the follower. However, we assume that only one human being is present and the
human takes the role of leader. Nevertheless the tasks of the robot team is not just to
follow the human but also to assist him/her to navigate safely and prevent the human
from colliding with obstacles. To a certain extent, robots take the role of the second
firefighter acting as a reference unit. The human does not communicate to the robots
and is in this context beyond control and performs two basic behaviours: standing still
or moving. The robots have to organize themselves into some kind of formations either
surrounding or following the firefighter and maintain this formation throughout.

Robots and humans are referred further to as active agents, and obstacles as passive
correspondingly.

The robots act independently and asynchronously. We also assume that they are
oblivious, meaning that they do neither remember observations nor computations per-
formed in previous steps contrary to the assumptions made in [6]. However, this as-
sumption can be relaxed in order to produce more stable behaviours (see Section 4).
The sensing range of each robot may vary from zero to infinity. We refer to the sensing

2 http://swarm-robotics.org/



116 L. Alboul et al.

range of a robot as its visibility domain. In the current section the field of view of each
robot is supposed to be 360 degrees, resulting in a circular visibility domain. Let us
note that a robot can have several visibility domains each for each sensor installed on
a robot. However, we can select one visibility domain as the main one and do all the
reasoning with respect to this domain.

We assume that each robot can recognise humans and distinguish robots from ob-
stacles and humans. In computational simulations this is done by indicating the class
of an agent, for example, by assigning a specific flag to the agents of the same class.
In practice, this can be achieved in various ways. Depending on the sensors a track-
ing system can be developed, focussing on the characteristics of the stepping feet (of a
human) [13]. Other techniques (for communicating robots) which are being developed
and tested in the GUARDIANS consortium, include the use of ultrasonic sensors, ra-
dio signal intensity, and IR. In our implementation trials the robots are able to localise
themselves and the other robots in their visibility domains by using a rough map of the
environment provided to them. We do not involve here explicit interaction between a
robot team and a firefighter, as human-robot interface development does not belong to
the basic behaviours of the robot teams. We refer the reader to related papers of the
GUARDIANS consortium members [12,11].

2.3 Human-Multirobot Team Formations

(a) (b)

Fig. 2. Two examples of human-multirobots formations. (a) Maximal formation, (b) Minimal
formation.

In the GUARDIANS scenario, formations are defined as groups of agents establishing
and maintaining a certain configuration without a predetermined shape (opposite to the
assumption expressed, for example, in [7,2]) but without spreading too much from each
other. One of requirement of the GUARDIANS (human)-multirobot formation is its
adaptability: formation can be stretched and deformed when obstacles are in the close
vicinity since the firefighter has to be protected and escorted all times. Considering a
group of agents as a graph (network) where each agent represents a node, and agents
are interconnected via their visibility domains, we can define formation as follows:

Definition 1. The GUARDIANS formation represents a connected graph, where nodes
are robots or a human and edges are virtual links between the nodes, with a property
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that each edge is situated in the intersection of the visibility domains of nodes which it
connects.

The definition implies that the distance ri between neighboring agents (either a robot
or a human) does not exceed the certain value dmax. dmax can be defined to be smaller
or equal either to the (smallest) radius of the visibility domains or reaction domains of
agents. This definition is similar to the definition of the formation given in [8].

Neither initial positions, nor final positions of agents are predefined. To some extent,
this definition complies with the definition proposed in [5], where the group determines
autonomously the most appropriated assignment of positions in the formation.

The definition of formation given above can be specified further.
Indeed, both configurations presented in Figure 2 comply with Definition 1. Both

configurations can be useful for GUARDIANS scenario. The one on the left can occur
when a group passes a narrow passage, and the one the right may be desirable in an
open space. The connected graph that describes a formation may contain loops.

We, therefore, define a degree g, g = 1, ...,n− 1 of a formation by the minimum
number of the visibility domains that contain a spanning tree of the graph of a forma-
tion. We put g = ∞ if there are agents without virtual links in their visibility domains
(essentially, it means that there is no formation). In Figure 2 a maximal (g = n−1) and
minimal (g = 1) formations are depicted. In the latter case the ‘visibility’ domain of
the firefighter is depicted by a dashed line and this visibility domain contains the most
‘compact’ spanning tree.

3 Control Model

In order to achieve formation generation and their maintenance we apply robot-robot
and robot-fire-fighter avoidance/attraction as well as robot-obstacle avoidance. Our me-
thod is based on the social potential field framework, which was introduced by Reif and
Wang [15].

The method for generating navigation behaviour patterns in mixed human-robot
groups in complex environments has been initially discussed in [1].

We define Robot-Human, Robot-Robot and Robot-Obstacle Potential Functions.
The robots have to avoid collision with the human and obstacles, and at the same time
to be able to approach and keep the human within their sensor range. While robots ‘see’
the fire-fighter they will execute repulsion behaviour among themselves; however if a
group of robots have lost a fire-fighter in their visibility domain, we would like that
robot do not disperse and therefore attraction behaviour is executed towards the robots
in a robot’s visibility domain. Therefore the aforementioned functions are defined as
follows:

1. Robot-human potential function PHuman between the robot rm and the Human H is:

PHuman(dH
rm

) =
1

(khrr(dH
rm
−whrr))2 +

1
(khra(dH

rm
−whra))2 (1)

where khrr, khra, whrr and whra are scaling parameters, and dH
rm

is the distance be-
tween the robot rm and the human H.
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2. Robot-Robot Potential function PRobot between the robot rm and the robot ri is, in
the presence of the human in a robot visibility domain, is defined

PRobot(dri
rm

) =
1

(krr(d
ri
rm −wrr))2 (2)

where krr and wrr are scaling parameters and dri
rm is the distance between the robot

rm and the robot ri. Obviously dri
rm = drm

ri
. In this case only the repulsion term is

present. If a robot loses the human, then PRobot has a similar form to Phuman.
In the presence of a human we assume that robots avoid each other, by exerting

on each other the repulsive force IR(m,i), the magnitude of which is determined
given by the derivative Prr(rmi) of PRobot(d

ri
rm) with respect to dri

rm .
In the absence of a human in the visibility domain of a robot, the force acting on

the robot by other robots in its visibility domain becomes a combination of attrac-
tion and repulsion similar to the potential function between a robot and the human
in order to avoid spreading robots in the site. The corresponding function is:

PRobot(dri
rm

) =
1

(krr(d
ri
rm −wrr))2 +

1
(kra(d

ri
rm −wra))2 (3)

where krr, kra, wrr and wra are scaling parameters, and dri
rm is the distance between

the robot rm and the robot ri.
3. Robot-Obstacle Potential Function PRobot is defined between the robot rm and the

obstacle Os as

PObstacle(dOs
rm

) =
1

(kro(dOs
rm −wro))2

(4)

where kro and wro are scaling parameters and dOs
rm

is the distance between the robot
rm and the obstacle Os. We assume that robots avoid the obstacles and therefore do
not introduce the ‘attraction’ term.

The social potential function PSocial of rm is defined as the sum of the aforementioned
potential functions:

PSocial(Xrm) = PO
R (Xrm)+ P

r j
ri (Xrm)+ PH

r (Xrm)

=
S

∑
s=1

PObstacle(dOs
rm

)+
M

∑
j=1, j�=i

PRobot(dri
rm

)+ PHuman(dH
rm

) (5)

The artificial force
−→
F Arti(Xrm) which is ‘acting’ on robot rm is, therefore, computed as

the sum of gradients of corresponding potential functions:

−→
F Arti(Xrm) =

−→
F Arti Obstacle(Xrm)+

−→
F Arti Robot(Xrm)+

−→
F Arti Human(Xrm)
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Table 1. Values of the parameters used in the potential functions employed for simulation

Potential Function Parameter Value

Robot-Obstacle kro = 5.00, wro = 0.49
Robot-Robot krr = 2.00, wrr = 0.98

kra = 2.00, wra = 4.00
Robot-Human khrr = 5.00, whrr = 0.82

khra = 2.00, whra = 4.00

Parameters. The parameters of all the employed potential functions are shown in the
table 1.

This selection is loosely based on the specifications and characteristics of the con-
sidered system. We use the dimensions of an Erratic robot (given in Table 2), but it can
be easily adapted to other types of robots.

Table 2. Basic parameters of the ERA-MOBI robot

ER-AMOBI Parameter Value

Dimensions L = 40cm, W = 41cm, H = 15cm
Maximum Speed 2ms−1

Sensors Laser Range Finder-Hokuyo(range 4m)

For example, the robot’s size determines the value of the contact distance, i.e. for
the robot-obstacle potential function wro represents the distance at which the edges of
the robot and the obstacle would come into physical contact (wro = 0.49). The same
selection criteria applies to the robot-obstacle (wrr,wra) and robot-human (whrr,whra)
contact distances. The parameter kro in the potential function (4) determines at which
distance the repulsive potential starts pushing the robot away from the obstacle. Choos-
ing kro = 5 means that the robot will not start avoiding the obstacles until approximately
dOs

Rm
= 1.5 meters. The same selection criteria has been applied for the parameters of the

remaining potential functions.

Algorithm. The pseudocode of the algorithm that uses the Social Potential forces ap-
proach for the implementation in the real-world scenario can be seen in Algorithm 1.
Each robot calculates the resultant social potential force (Fx,Fy) which dictates the ve-
locity of each robot (vx,vy). We use a discrete-time approximation to the continuous
behaviour of the robots, with time-step Δ t. The speed of the robots is bounded to a
maximum velocity Vmax. The output of the compute motion algorithm is the direction
and the speed of the robot.

Our algorithms have been tested using and Player/Stage software3 that allows their
direct application to real robots. Simulation results comply with our theoretical consid-
erations regarding formation generation and keeping, and show that our algorithms are

3 http://playerstage.cvs.sourceforge.net/viewvc/playerstage/papers/
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Algorithm 1. Compute motion
1: for all robots but current robot i do
2: determine the distance r to robot j
3: determine the spherical coordinate θ to r j
4: netForce = SocialPotentialForce(r)
5: Fx ⇐ Fx(netForce)×cos(θ )
6: Fy ⇐ Fy(netForce)× sin(θ )
7: end for
8: Δvx ⇐ Δ t ×Fx

9: Δvy ⇐ Δ t ×Fy

10: vx ⇐ vx +Δvx

11: vy ⇐ vy +Δvy

12: if ‖v‖ > Vmax then
13: vx ⇐ (vx ×Vmax)/‖v‖
14: vy ⇐ (vy ×Vmax)/‖v‖
15: end if
16: speed ⇐‖v‖
17: direction ⇐ tan−1(vy/vx)
18: move the robot with speed and direction

robust and capable to deal with teams of different sizes and failure of individual agents,
both robots and humans.

Stability Considerations. The presented control model has been analysed for stability.
The stability analysis is based on geometric concepts which avoids heavy computation
while providing qualitative proofs of attainability of desired formations under certain
conditions. Some results on stability analysis were presented in [1]. The main conclu-
sions are the following (sufficient conditions for formation maintenance):

1. In the absence of obstacles the robot are always gathered around the human, form-
ing a minimal formation, if at the initial step the robots and human are in formation
according to our definition;

2. In the presence of obstacles, if the human (at rest) and robot agents are in forma-
tion at any step, all robots will gather around the human. The deg f in of the final
formation does not exceed the deginit of the initial one;

3. If the human moves and robots are in formation at any step, the robot team will
follow the human.

In the cases 2) and 3) some robots may be lost due to the fact that an obstacle will appear
in their visibility domain which may break the formation. In Section 4 we present an
adaptation of our framework by introducing some, still very limited, ‘memory’ to a
robot.

3.1 Examples of Implementation

We have tested our algorithms on Erratic’s mobile platforms. Four Erratic platforms
equipped with: 1) On board computer equipped with wi-fi; and 2) Hokuyo laser-range
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Fig. 3. Agents chart used in demo’s

finder, ‘participated’ in the tests. One of the robot ‘played’ the role of a firefighter. The
main goal of the implementation was to demonstrate that robots are able to generate a
formation and keep the formation while follow a human (or a leader robot).

The implementation of our algorithms in the real-world scenario with the ERRATIC
robots represented a challenging issue. Most of the efforts focussed on achieving a re-
liable way of detecting the components of the multi robot human team without using
any sort of tracking system. The considered solution implied to design an architecture
environment capable of implementing different robot behaviors (aggregation and fol-
lowing), handle communication, run distinct robot navigation algorithms (localization
and collision avoidance), define different agent types, interact with the hardware in-
volved (actuators and sensors), interface with the users and everything combined with
different software platforms (Player, Javaclient and JADE).

In order to mimic relative robot detection and distance estimation that is still under
validation, robots were provided with a map of the environment in which they localise
themselves by using the Adaptive Monte-Carlo localisation method.

JADE (Java Agent Development Environment)4 was used to take care of the agent’s
life-cycle and other agent-related issues. JADE provides a runtime environment and
agent communication and management facilities for rapid and robust agents-based de-
velopments. In our demonstration we have developed 4 different types of agents, as
shown in Figure 3, each one having a clear role in the demo. Note that agents here are
different from our the classes of agents determined in Section 2.

4 http://jade.tilab.com/papers-exp.htm
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Fig. 4. Software components used for demo’s

(a) (b)

Fig. 5. Two snapshots of experiments on formation generation and maintenance using Erratic’s .
(a) Formation generation, (b) Formation maintenance.

Each agent is composed of a set of behaviours that determines how this agent acts or
reacts to stimuli. For our demo we have developed several communication, swarming,
and following behaviours, and assigned them in different ways to different agent types
to get a set of multi-functional agents. By doing so, we are able to share the robots and
human poses through the whole team, allowing swarming techniques to take advantage
of these essential data.

In Figure 4 we can see the combination of software pieces that plays in our team.
Player, from Player/Stage, acts as a Hardware Abstraction Layer, allowing us to forget



Challenges of the Multi-robot Team in the GUARDIANS Project 123

specific hardware problems. JavaClient allows us to connect to the Player server from
a Java environment, while JADE provides us the ability to use Agents. In terms of
runtime, Agents, and their behaviours, run on top of an agent container provided by the
JADE, making use of the JavaClient to access Player facilities.

Some of implementations were demonstrated during the evaluation of the GUAR-
DIANS project’s progress in Brussels in January 2009, and were met enthusiastically by
the audience. In Figure 5 snapshots of video of the experiments on formation generation
and keeping on a group of Erratic’s robots are presented. The robots with a flag ‘plays’
the role of the firefighter.

4 Work in Development

The control models, based on artificial potential fields, have drawbacks such as getting
in local minima. Our control model is not an exception, however we established the
important condition that would prevent undesirable local minima: the robots have to be
in formation, as defined in Section 2, at any step. It means that a robot may not ‘sense’
the leader/human/goal at any step, but a chain (path) must exist consisting of ’forma-
tion’ edges, that connects the robot to the leader/human/goal. Some authors realise this
(without explicitly formulating neither sufficient nor necessary conditions). However, in
order to avoid local minima, all robots are either assumed to be able to sense the leader
or its equivalent at any step, or be able to reproduce the previous steps of the leader
[14,6]. This leads to extensive computation and higher complexity of the corresponding
algorithms.

We presently work on a method which only slightly increases necessary computa-
tions. We allow a robot to ‘remember’ the force between a robot and the leader at the
previous step. A robot at each step calculates the force/direction between itself and the
leader and remember this force till the next step. The force which was calculated at the
step before the previous one the robot ‘forgets’. Therefore, at each step a robot has two
‘human-robot’ forces in its memory. If a robot senses the leader it applies the current
force, if the robot is lost, it applies the force at the previous step. An informal idea
behind this approach is that a robot may lose the leader only if an obstacle or another
robot ‘blocks’ the ’view’ of the leader. If the obstacle is the reason of losing the leader,
it means that the leader turns along the obstacle, otherwise it will not disappear. There-
fore, if a robot continues to follow the previous direction, it may achieve a point where
it will sense the leader again. If robots communicate than this method can be applied
to several ‘lost’ robots as well. In this case the robots do not attract to each other, but
follow only the direction calculated at the previous step. While the formal justification
of this method is still under consideration, we have tested this new approach on a group
of three robots (one being a leader) in a simulated setting. Snapshots of a simulation in
Player/Stage is presented in Figure 6. Currently we are working on the extension of the
method to robots team of arbitrary sizes. We are also developing a framework that will
combine the described basic behaviours with other behaviours, such as wall following,
and allow easy ‘switch’ between behaviours.
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(a) (b)

(c) (d)

Fig. 6. Behaviour pattern of a robot team by using the adapted algorithm. (a) Robots are moving
in a triangular formation, following the leader; (b) One of the robot-followers lost the leader; (c)
The robot ’found’ the leader; (d) The robots resumed moving in a triangular formation.
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Abstract. While driving, the position and velocity of the vehicles in front of 
one greatly influence the way he/she drives the car. The purpose of this paper is 
to design a stable train of vehicles using longitudinal control, with a constant 
spacing between each vehicle. The method proposed here makes use of relative 
spacing and velocities between the vehicles to determine any changes (if any) 
that are required in the condition of the following vehicle to ensure a safe and 
comfortable journey. We will use a second order sliding mode control to main-
tain the platoon stable and the inter-vehicular spacing to the safe distance. 
Simulation results will be given to show the effectiveness of the method. 

Keywords: Robucar, Platooning, Dynamic Model, Inter-vehicular Distance, 
Spacing Deviation, Autonomous vehicles. 

1   Introduction 

In the present day and age, with the number of vehicles playing on the roads increas-
ing exponentially, the number has easily exceeded the capacity of the present infra-
structure. A few solutions to this problem are the creation of new roads or for optimal 
utilization of the present resources that are available to us. However, owing to spatial, 
environmental and financial constraints, construction of new roads is not feasible 
everywhere. Hence it is high time for optimizing the use of vehicles on the roads with, 
as little space as possible, being wasted while commuting from one place to another at 
a decent speed. 

This has led to research in the field of Artificially Intelligent (AI) cars in the pre-
sent times. These have been shown to have a greater efficiency than human-driven 
vehicles be it speed, control or prevention of accidents. This is because various human 
factors such as human errors and reaction times are considerably reduced in the case 
of AI cars. 

This can be achieved by creating a train of vehicles (at least three vehicles) in 
which the leader is given a specific route on which it’s followed by the vehicles that 
are trailing behind. When it comes to creation of a stable platoon of vehicles, the 
prerequisite is to have a constant speed and distance [1] between the vehicles while at 
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the same time providing traveling comfort to the people in the car. The basic principle 
that is followed when it comes to this is the exchange of data between the vehicle that 
is following and the vehicle immediately in front of it to determine the motion of the 
vehicle that is following. In this paper, a constant spacing policy is proposed with a 
constant distance between each vehicle of the platoon being maintained throughout 
the journey, along with a deviation value in case of errors or malfunction [2]. 

In the following system, the relative spacing and the velocity are used to determine 
the behaviour of the following vehicle. The relative spacing between any two vehicles 
is regularly compared to a set value that is kept as the constant spacing that is allowed 
between any two vehicles. Should the value of the spacing change from the constant 
value [3], the following vehicle will execute the necessary maneuvers so as to bring 
the spacing back to the constant value. 

The paper is organized as follows: In Section 2 the problem statement is mentioned 
and the necessary conditions explained. Next, the dynamic longitudinal vehicle model 
is illustrated in Section 3. This is followed by the vehicle following strategy, and the 
sliding mode (SM) control design, are explained in Section 4. In Section 5, the results 
of the simulation carried out on a computer along with its discussion are given so as 
to prove the viability of the specified control law. 

2   Problem Statement 

To have a stable platoon of vehicles, each vehicle must maintain a constant spacing 
between the vehicle in front as well as the vehicle behind it. The factors that play an 
important role in determining this are the vehicles performance, reaction times, the 
road surface etc. 

 

 

Fig. 1. Inter-vehicular distance 

In this paper, the constant inter-vehicular distance is measured by taking the differ-
ence of the positions of the centre of gravities of the vehicles, that is: 

Sdi= xi-xi-1-L (1)

Where, ‘xi’ is the ‘x coordinate of the centre of gravity of the ith vehicle’ 

            ‘xi-1’ is the ‘x coordinate of the centre of gravity of the i-1th vehicle’ 
            ‘L’ is the ‘length of the vehicle’ 

i+1 i i-1 

Ei+1 Sdi+1 Ei Sdi
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Along with this, a spacing deviation has been taken in case of malfunction or any 
other error that might creep in, given by E. 

For the system to be stable, the following conditions must be satisfied: 

1. The spacing deviation must be regulated to zero with the passage of time, 
that is: 

( )( ) 0lim =
∞→

tEi
t

 (2)

The relative velocity between the ith vehicle and the i-1th when the leading vehicle 
moves at constant velocity must be regulated to zero, that is: 

( ) 0)()(lim 1 =− −∞→
tvtv ii

t
 (3)

for constant vi-1.  

3   Vehicle Dynamic Model 

RobuCar is a 4x4 electrical vehicle, with four electromechanical wheel systems, pro-
duced by the Robosoft society, with each motor part being actuated by a DC motor 
delivering a relative important mass torque. Front and rear steering are controlled by 
their respective electric steering jack. Measurement of variables such as actuators, 
wheels velocities and rear and front steering angles can be done with the help of the 
incremental encoders. 

While modeling a RobuCar, the following assumptions must be taken into consideration: 

• The pitch phenomenon is not taken into consideration. 
• The road is supposed to be uniform and horizontal throughout so that the 

suspension dynamics may be neglected. 
• Other factors like electromechanical systems, longitudinal, lateral and yaw 

dynamics are already modeled. 
• Steering angles are supposed to be small and hence can be neglected. 
• The front and rear lateral forces are taken as equal. 

The model of a RobuCar can be said to comprise of the following dynamics: 

 Wheel Dynamics 
 Longitudinal and Lateral Dynamics 
 Front and Rear Steering Dynamics (Not considered here owing to the steer-

ing angle being negligible) 
 Yaw Dynamics 

3.1   Wheel Dynamics 

For the ith vehicle, let ωij be the front (f) or rear (r) velocity of wheel j and Uij represent 
the control input torque Ti applied straightly to wheel j. j = {1,…4} 
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3.2   Longitudinal and Lateral Dynamics 

Taking  vix and  viy as respectively the longitudinal and lateral velocities, and using the 
fundamental principles of dynamics, the longitudinal and lateral dynamics can be 
obtained as, 
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3.3   Yaw Dynamics 

Applying the Kinetic Moment’s Theorem at the centre of gravity of the ith vehicle, we 
obtain: 
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Where iΓ and iΓ are respectively yaw velocity and yaw acceleration. Fxij and Fyij are 

respectively longitudinal and lateral tire/road contact forces. They can be estimated by 
an empirical model [5] or by using sliding mode observers [6]. 

4   Vehicle Following Strategy 

In order to achieve a stable train of vehicles, there exist many strategies. The basic 
principle behind all these strategies consists of a leading vehicle that follows the 
specified trajectory whereas the rest of the vehicles behind follow it. Some of the 
methods for achieving this can be by inter-vehicle data transmission, use of Real 
Time Kinetic (RTK) GPS system [5], by checking the behaviour of the vehicle imme-
diately in front [6] or by having the leader under manual control with the rest of the 
vehicles following it [7]. 

This paper adopts the method of checking the behaviour of the vehicle immediately 
in front. The leading vehicle is given a trajectory that it follows. The rest of the vehi-
cles that are behind it mimic the behaviour of the leading vehicle by checking various 
parameters such as the inter-vehicular distance or the relative velocity between the 
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vehicles. These values are then compared to a pre-ordained constant value. Should the 
measured value deviate from the corresponding value, the necessary corrective meas-
ures will be automatically applied in the vehicle’s behaviour. 

In this paper, the inter-vehicular distance is constantly measured and compared 
with a constant value that is obtained taking into consideration all the factors that 
come into play while driving a car such as vehicular capabilities, reaction times, road 
surfaces etc. Also, to prevent slinkiness [4] and other oscillatory defects, the speeds of 
all the vehicles are kept the same. Should the inter-vehicular distance deviate from the 
specified constant, the following vehicle executes the necessary maneuvers to bring 
the distance to the safe value. For example, should the value go below the safety dis-
tance, then there is a chance of a crash between the vehicles should any problem oc-
cur. Therefore, the following vehicle will decrease its speed i.e. decelerate until the 
distance between the vehicles comes back to the safe value, after which it again accel-
erates to the speed of the leading vehicle so as to keep the system moving. 

Also, a deviation from the safe value of the inter-vehicular distance is also taken in 
case of malfunctioning of the sensors or the vehicle. This ensures more than enough 
space for the following vehicle to take evasive measures and prevent any mishap from 
happening. 

A second order sliding mode technique [8] is used for longitudinal control. This is 
achieved by applying the algorithm not directly on the control input u but on its de-
rivative. This method is adapted for non-linear system, and permits a considerable 
reduction of the inherent chattering phenomenon [9]. This is achieved by applying the 
algorithm not directly on the control input U but on its derivative. Besides sliding 
modes are robust to sensor noise which is very important for experiments knowing 
that several sensors are required for longitudinal control. 

Maintain the inter-vehicular distance Sdi constant means to maintain the distance 
between the wheel ij of the ith vehicle and its homologue of the i+1th vehicle Swi con-
stant too. This also means to maintain the difference between the velocities of the two 
wheels at zero. So we write: 

01)1(121 =−⇒=⇒= + fifiii RRCSwCSd ωω  (7)

where C1 and C2 are constants. 
From (7), we have the following equation: 

01)1(1 =− + fifi ωω  (8)

System inputs Uij are Tij but in an experimental objective it is easier to use wheel 
angular acceleration input which is easier to measure. Then in order to control the 
vehicle from a leader speed profile, the desired input of each wheel of the vehicle is: 
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1

ijijiijij
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ijij TFxRf
J

u ++−== ωα  (9)

where ijij ωα = is the angular acceleration of the wheel j of the vehicle i. 
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The sliding surface chosen for the control the wheel i of the followed vehicle j is of 
the form: 

ijjiijS ωω −= − )1(  (10)

The control input of the wheel j of the vehicle i appears at the first derivative of Si. So 
the system has a relative degree of 1. The Twisting Algorithm [8] is then applied to 
the vehicle model to simulate an automatic vehicle following control. Tis algorithm 
is: 

⎪
⎪

⎩

⎪
⎪

⎨

⎧

≤≤−

≤>−

>−

=

eqijijijijijm

eqijijijijijm

eqijijij

ij

uuandSSifSsignk

uuandSSifSsignK

uuifu

u

_

_

_

0)(

0)(  (11)

where eqiju _ is the equivalent control which is computed such that 0=S . The gains km 

an Km are determined in order to fulfil the four conditions of applications of Twisting 
Algorithm which is a second order sliding mode algorithm that converges in finite 
time [9, 10]. These four conditions summarized below are needed to limit variables 
like vehicle (or wheel) speed and acceleration. 
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where Cm, cm, s0 and C0 are four constants defined by the assumptions of the work. 

 
 

 
 

Fig. 2. Block diagram of a platoon with three vehicles with SM controllers  
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5   Simulation 

To show the effectiveness of the method, we have simulated a platoon of three ve-
hicles using Matlab Simulink. Each vehicle is represented by his dynamic model 
given previously. We assume that the leading vehicle follows autonomously a de-
sired trajectory. At time t=0, the three vehicles start with a spacing of 5m and with a 
constant velocity. All wheels have the same velocity at startup. To turn left, one 
increase the velocity of the front right wheel of the leader from 15rad/s to 25rad/s 
between the instants t=50s and t=135s as it is shown in figure 3.(a). The other two 
vehicles follow autonomously the leader keeping the spacing at 5m as it is shown in 
figure 3.(d).  
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Fig. 3. (a): Imposed front right wheel velocity of the leader, (b) and (c): longitudinal and lateral 
velocities of the three vehicles respectively, (d): trajectories of the three vehicles 

Figure 3. (b) shows the longitudinal velocities of the three vehicles. We note that 
they increase at time t=50s, the same time when the imposed velocity of the front 
right wheel oh the leading vehicle increase. The lateral velocities, figure 3. (c), are 
null before increasing the velocity of the wheel, but after that, we observe that these 
velocities are different from zero.  

Figure 4 shows the velocities of the four wheels of each vehicle. They follow the 
desired velocities imposed for the leader.  
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Fig. 4. Wheel velocities of the three vehicles 

Table 1. RobuCar Parameters 

Symbol Description Value 

Ji 
Inertia moments coefficients 
on electromechanical system 

3 kgm2 
 

fi 
viscous friction coefficients on 
electromechanical system 0.02 Nms 

R Wheel ratio. 0.35m 

D 
Half-width of the tire / road 
contact area 0.1m 

a 
Distance between the centre of 
gravity and the front axle of 
the vehicle 

0.4m 

b 
Distance between the centre of 
gravity and the rear axle of the 
vehicle 

0.8m 

d 
Distance between the two front 
wheels (or both rear wheels) 1m 

M Total mass of the vehicle 350kg 

Iz Moment of inertia of the vehi-
cle around the yaw axis 82kgm2 

fx
 

fy 

Γf  

Tire/road friction coefficients 
 

fx=0.19kgms-1 

fy=0.01kgms-1 
Γf =0.01kgms-1 
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6   Conclusion 

The purpose of this paper, which was to create a train of vehicles, in which the leader 
was given a trajectory whereas the rest of the vehicles behind it would mimic the 
behaviour of the vehicle in front, has been achieved, as is evident from the simulation 
results. Also, the constant spacing as well as the same vehicle speeds is maintained 
throughout the journey. 
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Abstract. One opportunity to manage the increase of freight transportation and 
to optimize utilization of motorway capacities is the concept of truck platoons. 
With the aid of Advanced Driver Assistance Systems, trucks are electronically 
coupled keeping very short gaps (approx. 10 meters) to form truck platoons on 
motorways. This contributes to optimisation of traffic flow and reduction of 
fuel consumption advantaged by slipstream driving. In this paper, a brief intro-
duction into these truck platoons is given as well as a short overview about the 
elements of the automation-, information- and automotive-technology of the 
experimental trucks. The paper focuses on the Driver Information System 
which helps truck drivers to organize and operate these platoons. A generic 
software architecture for the Driver Information System of the platoon system is 
presented, which guarantees the development of a modern, flexible, extensible 
and easily configurable system, especially for Human Machine Interfaces of 
Advanced Driver Assistance Systems. 

Keywords: Truck Platoons, Advanced Driver Assistance System, Driver  
Information System, Software Architecture, Electronically Coupled, HMI. 

1   Introduction 

The continuing traffic increase in Europe during the last years poses a huge challenge, 
especially for transit countries such as Germany. Due to the increase of freight trans-
portation, the maximum road capacity in several countries worldwide is nearly 
reached. 

In some countries in Asia and the Pacific, the road density increased up to 100% 
between 1990 and 2008. More than half of the Asian and Pacific countries had to face 
an increase of over 20% in that period of time [1]. In Europe a growth rate of 35% in 
road freight transport was detected between 1995 and 2004. Furthermore, an increase 
of over 55% in road transportation is expected between the years 2000 and 2020 [2]. 
In the year 2003, the European Commission stated that every day 7.500 kilometers of 
the European road system are being blocked by traffic jams [3].  

Additionally, the integration of the new European member countries in combina-
tion with German’s centricity within Europe provides another challenging component 
for Germany’s national traffic planning. Environmental pollution, safety risks and a 
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loss in efficiency for the economy are only some of the effects that result from these 
factors. Similar problems are known and discussed worldwide. 

1.1   The Approach 

One possibility to meet the rising transport volume on roads is the modal shift to other 
types of transportation (e.g. rail, shipping). Another opportunity lies in the optimisa-
tion of the road-side traffic flow by driving assistance systems. Since the 90s, Ad-
vanced Driver Assistance Systems (ADAS) for trucks have been on offer, including 
pre-adjustment of speed and distance to the front vehicle. The combination of an 
Adaptive Cruise Control (ACC) together with an Automatic Guidance (AG) leads to 
autonomous driving. Here, a precondition is a computerised engine- and brakes-
management in connection with an automated transmission. 

The difference between platooning and autonomous driving makes the necessity of 
a leading vehicle. Following trucks can go far distances without any manual engage-
ment by the driver as long as another ahead-driving vehicle exists. Nevertheless, each 
truck must be assigned with a truck driver at all times due to legal rules and regula-
tions. Within platoons, smaller distances between the vehicles (up to 10 meters) can 
be realized. These truck platoons contribute to an optimization of traffic flow of up to 
9% and a reduction of fuel consumption of up to 10% due to slipstream driving [4]. 

1.2   Objective 

The development of a generic software architecture for a Driver Information System 
(DIS) for the organization and operation of truck platoons is the objective of this 
paper. This paper focuses on the DIS of the platoons system and how a generic soft-
ware architecture of a DIS as a human machine interface (HMI) for ADAS should be 
designed. Consequently, the system architecture of the ADAS will be not the subject 
of this paper. A detailed overview of the system architecture can be found in Henning 
et al. [5]. 

2   The Scenario “Driver Organized Truck Platoons” 

The Project KONVOI is based on the scenario “Driver Organized Truck Platoons” 
(Figure 1) which was developed in the Project “Operation-Scenarios for Advanced 
Driving Assistance Systems in Freight Transportation and Their Validation” (EFAS) 
[6]. The development and evaluation of the practical use of truck platoons is the ob-
jective of the project KONVOI, which was funded by German’s Federal Ministry of 
Economics and Technology. The Project KONVOI is an interdisciplinary research 
project with partners of the RWTH Aachen University, industry and public institu-
tions, which ended after a duration of 49 months at 09/05/31. With the assistance of 
virtual and practical driving tests, by using experimental vehicles and a truck driving 
simulator, the consequences and effects on the human, the organization and the tech-
nology have been analyzed [5]. 

In the scenario “Driver Organized Truck Platoons”, the platoons can operate on to-
day’s existing motorways without extending the infrastructure and  the driver has the 
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permanent control of the autonomous driving procedures [6]. The creation of a pla-
toon depends on the initiating driver who delivers the necessary data about time and 
place of meeting, the destination, as well as the required truck telemetric data (loading 
weight, engine power etc.) with the help of a Driver Information System. Because no 
schedules have to be generated like they have to be in rail traffic, the high flexibility 
of truck transportation is not lost. After activating the ADAS, it automatically shows a 
selection of the best matching platoons, informs the driver and prepares the participa-
tion to the selected platoon. The DIS acts as human machine interface of the platoon 
system and helps the truck driver to plan the route and guides the driver to the meet-
ing point [7]. 

The driver has to initialize and respectively confirm all of the platoon maneuvers in 
order to build and to dissolve the platoon. As soon as the final position in the platoon 
is reached, an automated longitudinal guidance with a target distance of 10 meters 
between the trucks and a lateral guidance is possible. On one hand, this target distance 
was chosen because the short distance prevents most drivers from driving between the 
platoons. On the other hand, the short distance causes slipstream effects, which can 
lead to a reduced fuel consumption of about 10%. 

  

Fig. 1. Scenario 1 – “Driver Organized Truck Platoons” [6] 

Since road markings are needed for the lateral guidance, the platoon system is ex-
clusively developed for the use on motorways. Because of a limitation for most trucks 
at approx. 50 mph, the speed of the trucks on motorways differs only slightly. There-
fore, the truck platoons are operated at a speed between 37 and 50 mph. This speed 
can be managed safely at 10 meters distance by the KONVOI-System.  
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3   The Platoon System 

In order to realize different platoon sizes, four experimental vehicles have been 
equipped with the required automation-, information- and automotive-technology 
(Figure 2). The main components for the implementation of the system architecture in 
the experimental vehicles are the actuators (steering and power train), the sensors 
(object registration in close-up and far range, recognition of lane), the vehicle-vehicle-
communication (WLAN), the automation unit (coordination of the different vehicle 
states), the control unit (adaptive cruise control and automatic guidance) and the 
driver information system (human-machine interface, organization assistant, GPS and 
3G) [5]. The longitudinal guidance of the ADAS is based on a LIDAR distance sen-
sor, a CMOS-Camera and a RADAR-sensor. The distance sensors are used to deter-
mine the distance in longitudinal direction and the lateral offset to the leading vehicle. 
The vehicle-vehicle-communication transfers necessary vehicle data from all platoon 
members, which are required for the ACC to realize the target distance of 10 meters. 
In all trucks, a target acceleration interface is implemented, which automatically cal-
culates the drive-train and the management of the different brakes in the vehicles. The 
acceleration is either calculated autonomously for each vehicle or deduced from the 
data which is transferred via the vehicle-to-vehicle-communication. 

  

Fig. 2. Automation-, Information- and Automotive-Technology of an Experimental Vehicle 

Every experimental vehicle is attached with cameras which are able to identify the 
traffic lane, thus determining the position of every truck within the traffic lane. An 
electronically accessible steering system has been integrated additionally. A steering 
actuator on the base of an electric motor delivers the necessary steering moment for 
the automated guidance of the trucks [7]. 

With the help of the Driver Information System, the truck driver plans his route, 
selects economic platoon participants as well as initialises and respectively confirms 
the platoon manoeuvres in order to build and to dissolve the platoon. 

The platoon organisation is realised on a central server with a data-mining-
algorithm under consideration of economic aspects [8]. For this task, the DIS has to 
send the time schedule, route plan and GPS position of the truck with a vehicle-
infrastructure-communication via G3 to the central server (Figure 3). 
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Fig. 3. The Platoon System [9] and Test Run on German Motorways (March 2009)  

4   Driver Information System (DIS) 

The DIS is not only the HMI of the platoon system, it also acts as information man-
ager between the truck driver and the ADAS as well as the central server. Via touch 
screen, the user input of the truck driver is processed by the DIS, and in dependency 
of the user input the data is given to the technical systems. Vice versa, the DIS proc-
esses the data of the technical systems and informs the driver in all platoon phases 
about the current platoon situation (Figure 4). 

During the platoon organization, the driver has to enter the DIS settings, planning 
his route and time schedule and choosing a suitable platoon from an offer list. This 
data is preprocessed by the DIS and sent to the central server via 3G. The most impor-
tant data for the central server is the route information of each truck as well as the 
platoons chosen by the driver. Additionally, the DIS gets a list with suitable platoons 
sorted by economic criteria from the central server. Furthermore, the central server 
immediately informs the DIS about any alterations within the planned platoons.  

Two further tasks of the DIS are the navigation to the planned meeting points/des-
tinations and the warning of danger areas such as road constructions, bridges, motor-
way junctions and tunnels. The platoons have to be dissolved manually by the truck 
driver ahead of these areas. 

During the platoon drive, the drivers have to initiate and respectively confirm all 
platoon maneuvers (connecting, dissolving and lane change). The control signals from 
the driver to the ADAS are sent through CAN-Bus. The DIS permanently informs the 
driver about the actual state of the platoon. This applies to the manual as well as to the 
automated platoon drive. 

4.1   Requirements Specification for the Software Architecture 

In the following, the requirements of the DIS software architecture are indicated with 
the letter “R” (for requirement) and a consecutive number. 

Modularity, Extensibility, Flexibility and Configurability (R1) 
The usual demands made to software architectures for an HMI are modularity, exten-
sibility, flexibility and configurability. In this context, modularity means that certain  
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Fig. 4. The DIS as the Information Manager [9] 

functionalities are combined in well-defined software components. These components 
have to be self-explanatory and exchangeable. The extensibility of the software archi-
tecture has to be as flexible as possible in order to allow additional functions subse-
quently and easily. The whole software system – particularly the graphical design of 
the HMI – is fast to configure and change with a configuration file to avoid alterations 
of the source code.  

Robustness and Reliability (R2) 
The automobile sector has especially high demands on technical systems in vehicles 
concerning robustness and reliability [10]. Therefore, the software architecture has 
to ensure the robustness and reliability through adequate safety mechanisms and 
functions. 

Information and Data Management (R3) 
The DIS as an information manager has to handle and process a large quantity of data 
as well as the transmitting of processed data to the corresponding technical systems. 
Therefore, the system architecture has to support an internal communication, in order 
to support the different software components with the required data. Furthermore, the 
software architecture has to support different functions to manage the data in the in-
ternal memory as well as in data bases.  

External Communication with System Environment (R4) 
The DIS is capable to communicate with their system environment. Accordingly, an 
external communication with appropriate communication interfaces has been imple-
mented. Furthermore, the ease extensibility (also for other technologies e. g. WLAN, 
Flexray) has to be guaranteed by the software architecture (cf. requirement R1).  
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Interaction with the User (R5) 
The DIS is the HMI of the platoon system. The relevant input is made by the driver 
on the user interface (e.g. touch screens). The system architecture handles the user 
input through the user interface and gives the effects of the users’ manipulation back 
to the user interface so that the user can assess the system state.  

Table 1. Requirements for the Software Architecture 

R1 Modularity, Extensibility, Flexibility and Configurability 
R2 Robustness and Reliability 
R3 Information and Data Management 
R4 External Communication with System Environment 
R5 Interaction with the User 

 

4.2   Design of the Software Architecture 

The software architecture comprises software components, the externally visible 
properties of those components and the relationships between them [11]. The choice 
of an architecture pattern, as the base for the software architecture, is a fundamental 
one and also one of the first decisions to make [12]. The decision for an architecture 
pattern was made on the basis of the defined requirements (chapter 4.1).  

The claimed interaction with the user (R5) classifies the DIS as an Interactive Sys-
tem. The DIS has to process all the incoming data (R3) and has to exchange this data 
with the system environment, thereby relying on the external communication inter-
faces (R4). 

Compared to the required aspects of modularity, extensibility, flexibility and con-
figurability (R1), the DIS can be regarded as an Adaptive System, which must run 
robust and reliable in the car (R2). 

Consequently, the defined requirements can be summarized as the claim for a 
modular, extensible, flexible and configurable HMI, whereby especially the aspect of 
extensibility accounts for the modularity and flexibility of the software architecture. 
The denotation of the DIS as a HMI makes the importance of a structured human-
machine interaction obvious, so finally the Model-View-Controller architecture was 
chosen for the development of the DIS as an Interactive System [12].  

Model-View-Controller (MVC) architecture 
The component concept of the DIS is build on the basis of the Model-View-Controller 
(MVC) pattern introduced before. In some cases, the functionality of the software 
components is slightly different from the ones in the MVC literature. The architecture 
– following the MVC architecture pattern – is based on three core components, a 
Controller-, a View- and a Model-Component [15]. 

The Model-component serves as a collection of abstract data structures which ad-
ministrates the data. Unlike the MVC pattern, where the Model-component is  
responsible for manipulating the dates, the Model-component in the adapted MVC 
pattern has solely administrative tasks. These tasks are primarily the access control 
and thread backup. The other components (Controller and View) are unknown to the 
Model-component. 
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Along the lines of the general MVC pattern, the View-component displays the infor-
mation provided by the Model-component. Data manipulation or other alterations by user 
interaction are communicated to the View-component by the Controller-component. The 
View-component knows the Model- as well as the Controller-component in order to 
readout data about user interaction. Simultaneously, it administrates the various GUI-
components. These comprise graphical elements, which visualize selected data from the 
Model-component for the user.  

The logic and functionality of the software is located in the Controller-component. 
This component evaluates user interactions and manipulates data. In addition, the 
Controller informs the View-component about data manipulation or special requests 
of the user leading to a new or modified notation of a GUI-component (e.g. change of 
notation, deactivation of functionality). The Controller-component also administrates 
Logic- and Communication-components. The Controller extends the program logic on 
the one hand, and on the other hand enables the possibility of external communication 
(e.g. CAN, 3G).  

4.3   Implementation of the Software-Architecture 

Figure 5 shows a simplified UML class diagram of the DIS software architecture. The 
components Model, View, Controller, Logic, GUI, Comm and ModelData are real-
ized through several classes. To avoid complexity, a well arranged overview is given 
in the figure, by excluding the attributes, methods and multiplicities of the classes.  

Core 
components

Concrete
extension-components

Abstract
extension-components

Auxiliary 
components

 

Fig. 5. UML class diagram of the DIS software architecture [9] 

Basically, the software architecture is divided into core components, abstract exten-
sion-components, concrete extension-components and auxiliary components. This con-
cept enables - next to the chosen software architecture - a high flexibility concerning the 
extensibility with program logics, data models and design elements. In addition, dynamic 
libraries are used to uncouple the core source code of the concrete extension-components 
from the main program of the DIS. Also, a static library for the DIS is used, where all 
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necessary definitions (e.g. classes, auxiliary classes) for the implementation of the soft-
ware system are included. In the following, the realization of the different software com-
ponents will be explained. 

Core Components 
The core components inherit from interface definitions (IModel, IView and IController), 
so that some functionalities are concealed to the extension- and auxiliary components and 
access is only allowed to designated functionalities. The overall functionality (according 
to the visibility of the methods of the classes) is only known to the core components 
among themselves and can only be used by them. 

The internal communication between the Controller- and the View-components are 
done with an interprocess communication. Asynchrony, messages are saved into mes-
sage queues until the recipient retrieves them. Both core components have their own 
message queue.  

The DIS has to handle different threads during the runtime. In such a multithread-
application, thread safety is very important. A piece of software code is thread-safe if 
it functions correctly during simultaneous execution by multiple threads [15]. 

In the software architecture, the message queues as well as the model-components 
are thread-safe implemented. For this purpose the synchronization mechanism 
CSingleLock and CMultiLock from the Microsoft Foundation Classes (MFC) of Mi-
crosoft was used. A lock is used to ensure that only one resource respectively one 
critical section in a software component can be used by a thread. The other threads 
have to wait – due to the closed locks – until the critical sections are opened for the 
next thread. 

Abstract Extension-Components 
An abstract extension-component is an abstract class, i.e. a class not completely im-
plemented concerning the method definitions. In an abstract class some methods are 
defined, other methods – so called “pure virtual functions” – are not declared. More 
precisely this means that from an abstract class no object can be derived. In the DIS 
software architecture the Model-component is extended with ModelData-components, 
to add, remove or read out data. The View is extended with the abstract class CGui. 
The Controller is extended with two abstract extension-components: The class 
CComm for the external communication (e.g. UMTS, CAN) and the class CLogic for 
the core functionality of the software system. The class CComm also has a message 
queue, which was described in the previous section. All abstract classes have to be 
extended with concrete classes. 

Concrete Extension-Components 
Concrete extension-components are concrete classes which extend the software system 
through logic functionalities (Logic-components: e.g. the functionality to organize and 
operate truck platoons), data (ModelData-components: e.g. to manage the convoy state) 
and views (GUI-components: the different elements for the graphical user interface, for 
instance pictures, buttons, labels etc.). To reach this goal, the concrete extension-
components inherit from the abstract extensions components and complete the non-
defined methods of the abstract classes. The abstract extension-components provide a 
quantity of code for the internal communication and processing within the software 



144 R. Kunze et al. 

 

system, so that during the development of a concrete extension component, the relevant 
part of the component can be focused. Moreover, this procedure secures that every 
concrete extension component makes the required interfaces available. Most of the 
concrete extension-components are implemented in Dynamic Linked Libraries. 

Auxiliary Components  
The DIS software architecture provides a set of auxiliary components in a static li-
brary. Static libraries, unlike dynamic ones, are not linked with the program during 
runtime of the application, but already during compilation. As shown in figure 3, the 
static library includes the interfaces of the core components (IModel, IView, IControl-
ler), the abstract extension components (CLogic, CComm, CGui, CModelData) and 
some auxiliary classes, for instance to support Double-Buffering (CMemDC, CDC), 
thread safety (CMessageQueue),  manipulating text strings (CString) and timer 
functions (CTimer). 

Configurability of the Software System with XML-Files 
The design of the software architecture intends the configuration of the software system 
with a XML configuration file. In this XML-file the configuration of the extension-
components, the behavior of the software systems by user interaction, the functionality of 
the core components and the design of the graphical user interface is specified. 

4.4   Trial Implementation  

The V-Model has been subject of the development process of the KONVOI-System. 
The KONVOI-System had been developed according to final specification. Internal 
and external reviews have been implemented during the development to evaluate parts 
of the KONVOI-System, such as the software-architecture of the DIS. In the very 
beginning of the development process a preliminary hazard analysis had been taken 
place. A variety of systems test were carried out during the project to prove the ro-
bustness and reliability of the system. Additionally thread safety had been imple-
mented. Finally, the KONVOI-system had to meet the IEC 61508 standard. The IEC 
61508 “Functional safety of electrical/electronic/programmable electronic safety-
related systems” is an international standard, which include a Failure Mode and Ef-
fects Analysis (FMEA) and a Fault Tree Analysis (FTA). 

The development of the KONVOI-System is accompanied by a trial implementa-
tion in four steps. First, the whole platoon system and all of its components are com-
pletely implemented into a truck driving simulator at the RWTH Aachen University. 
An integrative part of the simulator is a software- (sil) and hardware-in-the-loop (hil) 
development environment. All test procedures (unit, integration, system and accep-
tance tests) as well as the optimization of the different system components were car-
ried out in the simulator. This helps to increase the speed and quality assurance during 
the development. In addition to the technical development and testing the second step 
includes another work package: the examination of both the acceptance of the ADAS 
and the arising stress of the truck drivers. In a third step, the trial implementation on 
test tracks has taken place and the trial implementation on motorways has taken place 
in the second half of the project. After this, an evaluation phase on motorways in real 
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traffic with all four experimental trucks followed to confirm the effects determined by 
simulation and test drives. 

For the system tests the DIS was first implemented into a truck driving simulator 
which was used as a test environment for the module, integration and system tests. The 
tests with 30 truck drivers from the freight forwarding companies of the project consor-
tium showed a consistently positive assessment and proved the functionality as well as 
the reliability of the software system. After a sufficient testing of the ADAS in the driv-
ing simulator, the platoon system was tested with experimental vehicles on test tracks. 
Already thousands of miles were driven with the platoon system on test tracks during 
the trial runs. The development team worked for more than 60 days on test tracks and 
proved successfully that the platoon system runs absolutely safe and free from errors. 

After the trial runs on test tracks were successfully finished in December 2008 the 
test runs on German motorways started in March 2009 (Figure 3). The test runs were 
completely realized on public motorways to measure the effects of the platoon system 
on the traffic flow, the economic efficiency and the acceptance of the truck drivers. 

5   Conclusion 

In this paper, an introduction into electronically coupled truck platoons with Ad-
vanced Driver Assistance Systems was given. Furthermore, the requirements for the 
software architecture of the Driver Information System as the HMI and information 
manager of the platoon system were derived and transferred into a software design. 
Finally, the implementation of the architecture was described in detail. 

The presented software architecture fulfills all the fundamental demands for the 
development of interactive software systems in the automotive sector. Hereby, the 
architecture ensures the user interaction between the driver and the technical systems 
as well as the data processing between the different system components in the vehicle. 
This architecture guarantees a modern, flexible, extensible and easily configurable 
system, especially for HMI of driver information and assistance systems. Due to its 
interactive and adaptive characteristics, the presented architecture could be moreover 
seen as a generic software architecture framework for Driver Information System of 
platoon systems. 
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Abstract. Many high level navigation methods exists for autonomous rovers.
Usually, fixed methods is choosen for the rover to follow its trajectory. In some
cases, a rover can have several embedded navigation methods, but there is cur-
rently no automatic approach to select the best method. In this paper, we propose
an automatic navigation method selector using Markov Decision Process (MDP)
framework. Navigation method are modelized in the MDP transitions functions.
Results we achieved were promissing.

1 Introduction

In the robotic application fields, robots often have several actuators and sensors in or-
der to interact with the environment (cameras, telemeters, GPS, wheels, arms...). Some
high-level methods are then implemented in the robot’s kernel to produce complex be-
haviours. For example, some robots recognize objects (methods) with a camera (sensor)
in order to follow or grab them (behaviour). Many methods can also produce the same
behaviour with different sensors.

We consider here the problem1 of a robot that have to follow a given trajectory. The
trajectory is composed of points that the rover must approach as best as possible. There
exist many methods to go from one point A to another point B. A robot can move
forward by using only its odometer, or by following a wall detected with a telemeter.
These methods produce more or less good results but they are more or less difficult to
get start. Following a wall by using the telemeter has a cost because at the same time,
the robot can not use it to perform an other task. The main problem in this context
is to select the appropriate method to perform the desired behaviour, i.e. follow the
trajectory. In our case the methods are : move towards an object, move along a wall
and move without help except the robot odometer. Some objects in the environment can
then help the robots : walls, trees, houses, other vehicules. Methods are implemented to
use these objects in order to follow this path. We do not present these methods in details
but we are concerned with the module that permits the robot to select the best method
at the right time.

1 This work is supported by DGA (Délégation Générale pour l’Armement) and THALES
company.

M. Xie et al. (Eds.): ICIRA 2009, LNAI 5928, pp. 147–156, 2009.
c© Springer-Verlag Berlin Heidelberg 2009
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Markov Decision Processes (MDP) [Bel57, Put94] are used to modelize this selec-
tion problem [LMC08],[MZ00]. Even if most of the time the policy computation is
”only” quadratic in the problem state space, the state space is generally huge. More-
over, if a new useful object appears in the environment, the policy must be recomputed
online. We tackle this two problems in this paper with an acyclic directed graph in the
MDP.

The first part of this article shows the autonomous rover context. Then we modelize
the problem into an MDP. We describe the algorithm that produces the policy. In the
same section, we show how to recompute a part of this policy when a new object appears
in the environment. Finally we present some experimental results

2 The Target Application

This work is developped in a project in collaboration with THALES company under
grant of DGA. The project consists of an autonomous rover has to follow a given tra-
jectory. This path is defined as a set of points (see Fig. 1). The objective for the rover
is to pass throw these points or as near as possible. It has three high-level methods to
move to the next point. The first method is to use an odometer that is quite imprecise.
The second method is to recognize a particular object in front of the rover, it will then
move toward this object during some time [CBC+05], [SRC06], [BM07]. The third
method is to detect a wall on the side. The rover has to move along the wall.

The three methods end up with in the same behaviour which is to move toward a
particular point. The first method is less precise than the others but the environment
does not always provide good objects to use. Between some points, the method to apply
is fixed. For example, during the first part of the trajectory depicted in Fig. 1, the rover
must move along the wall. In some region, no methods are selected (third part in Fig.
1). We propose in this case an automatic navigation method selector, We formalize this
problem with an MDP. In addition, the rectangles offers a simple strucutre to perform
easily computation since it allows us to transform the space as a grid. If the rover is far
from it’s path, we consider it is in a failed state. We define a rectangle around each pair
of points. Beyond these rectangles, the rover is in a failed state.

We also suppose that the rover never turn back. This assumption is important because
it permits us to have an acyclic structure problem. We will show in the next section how
to use this acyclic property to solve the problem more efficiently.
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Fig. 1. The rover must follow a trajectory and select navigation methods
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3 Formal Framework

The problem is formalized in a Markov Decision Process MDP model. We calculate a
policy with this model that indicates the action to select given a particular state.

3.1 Background : MDP Model

An MDP is a tuple S, A, T, C where

– S is a finite set of states,
– A is a finite set of actions,
– T is a transition function. It gives the probability of being in the next state given the

selected action and the current state,
– C is a cost function. This cost includes many features like distance and changing

action.

Actually a state is the rover position combined with its orientation. S = R2×] − π, π].
But not all states are accessible according to the previous assumption. We transform the
state space into an acyclic graph that is much easier to solve with an MDP. As shown
in Fig. 1 (right side), we transform every single segment of the path into a rectangular
shape area. States that are outside these boxes are failed states. All the failed states are
considered as a unique failed state.

At this point the transformation is not finished. We combine three geometrical tran-
formations (rotation, scale, translation) in order to obtain a simple grid for each rectan-
gular shape. The grid ratio Δ transforms a l × L rectangle into a M × N matrix where
M = L/Δ and N = l/Δ. An α rotation is needed to straighten up the grid. Finally,
the left lower corner is moved to the origin (translation). We do this transformation for
each rectangle.

The graph is not yet acyclic. To reach this, we only keep angles that are not moving
backward. We select Nω angles (for example five in Fig. 2) appropriate to our target
application. The state space is now composed by n M × N × Nω matrix. The state
space is acyclic : while moving forward, the rover cannot not enter the same state twice.

l/ Δ

L/Δ

Tra
jec

to
ry
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Δ

Grid

Fig. 2. Transformation from a continuous state space into a 3D discrete M × N × Nω matrix
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There are 3 kinds of actions

1. am consists of moving along the path without help (except an odometer),
2. aoi consists of moving towards the object i,
3. awj consists of moving along the wall j.

In each rectangle/grid, the rover can only follow one of two possible objects or one of
two walls. Thus, the rover can perform 5 actions in a given grid am, ao1 , ao2 , aw1 , aw2 ,
where o1, o2, w1, w2 are respectively object 1, object 2, wall 1 and wall 2. The transition
function represent the uncertainty model the uncertainty reliable to the rover movement
method. When the rover helps itself with an object or a wall we consider the transition
as perfect (i.e. deterministic)

T (〈x, y, ω〉, ao, 〈x + v. cosω, y + v. sin ω, ω〉) = 1. (1)

where v represent the rover speed.
Without helping, the Transition is uncertain. The rover can deviate from δω

T (〈x, y, ω〉, am, 〈x + v.cos(ω), y + v.sin(ω), ω〉) = 1 − 2p (2)

T (〈x, y, ω〉, am, 〈x + v.cos(ω + δω), y + v.sin(ω + δω), ω + δω〉) = p (3)

T (〈x, y, ω〉, am, 〈x + v.cos(ω − δω), y + v.sin(ω − δω), ω − δω〉) = p (4)

where v represents the rover velocity.
The cost function C is a sum of four atomic cost functions:

1. the distance cost Cd(〈x, y, ω〉) measures the distance between the current state and
the ideal path

2. the cost of using an action a Ca(a) occurs each time the rover performs the action.
3. the changing cost Cc(a, a′) is paid each times de rover changes its current action
4. the distance Ci(〈x, y, ω, n〉) that we will discuss later on.

In this context, T and C are sligthly different from the usual definition because we have
to take the cost of the action change into account. We will detail all costs in the next
section.

To solve the MDP we have to calculate a value function. This Value function V is
as usually calculated with the Bellamn Equation. But in our context, we have to take
the change cost into account. Thus, in order to memorize the last action, we calculate Q
values on pairs of (state, action). The objective here is to minimise the cost.

Q(s, a) = min
a′∈A

∑

s∈S

C(s, a, s′, a′) + T (s, a, s′).Q(s′, a′) (5)

We compute the Cost value to the last line of the last grid. Then, the calculation is done
backward from the last grid to the first one. In the last grid, the algorithm computes the
cost value to the last line. Then, the entire Q-Value function is calculated backward on
the grid according to the previous equation. The policy is finally saved in a file. Then,
the algorithm step back to the previous grid until the first grid is reached.

π∗(s) = argminaQ(s, a) (6)
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Only grid Gi+1 remains in memory during the calculation of grid Gi’s values. All
previous ones are freed after being saved in a file. The state space is strutured on ordered
grids where each grid is a subpace that can be considered solely for computation. This
is an advantage of having an acyclic graph structure. The program does not need a
lot of memory, since the memory space is an important issue of the trooper rover from
THALES. Some states are sometimes declared two times when many rectangles overlap
each other. In this case, the algorithm does consider the latest state, i.e. the one in the
grid Gi+1.

Once the policy is entirely calculated, the rover only has to read the files in order to
select the best action.

3.2 Cost Functions

The cost function is divided into four parts.

1. the distance cost Cd(〈x, y, ω〉) measures the distance between the current state and
the ideal path

2. the cost of using an action a Ca(a) occurs each time the rover performs the action.
3. the changing cost Cc(a, a′) is paid each time the rover changes its current action
4. the distance cost Ci(〈x, y, ω, n〉).

Cd measures the distance cost between the current state and the ideal state. Equation 8
calculates this cost (also see Fig. 3). This measure is divided into two parts. It measures
first the euclidian distance from the straight line Δi in relation to the rectangle width l.
Secondly, it measures the angle deviation from the current ideal orientation αi. There is
no penalty when the angle brings the rover closer to the straight line Δi. Thus, equation
8 is applied to the left part of the rectangle only. We introduce a β weighting factor
(generally equal to 0, 5) in order to give more importance to the distance or to the
deviation.

Cd(〈x, y, ω〉) = β.
d((x, y), Δi)

l/2
+ (1 − β).

max(0, ω − αi)
αmax

(7)

In order to avoid to use the odometer that is quite imprecise, we introduce a using cost
for each action. Ca(a) is a constant positive integer. When the rover activates an high-
level method like move toward an object, it monopolizes an effector like a camera. It
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also takes some time to locate the target. To take this into account, we define a change
cost Cc(a, a′) as a 2 dimensionnal matrix.

Finally all costs are added together to form the global cost. Factors wd, wa, wc (and
wu) weight this sum, they could be adapted during a learning step.

3.3 Object Eligibility

The rover can only move toward an unique object at a given time. But it has many
sensors (or camera) ready to capture an object. Thus in each rectangle of the path, we
have to select 0, 1 or 2 objects. This selection is made like it is shown in Fig. 4. All
objects outside a π/6 angle are excluded from the selection. Then we keep the two
closest objects if there are any. In this Fig., object 2 and 3 will be selected.

The Wall selection is quite similar. We select the closest wall from the left/right side
of the rover if it is not too far from the trajectory (e.g. three meters).

3.4 Including Uncertainty in the State Description

While moving with the help of the odometer, the rover has an uncertain position. The
longer it moves without assigning a helping object, the more uncertain it will be about its
the position. To modelize this, we define Nu levels of uncertainty. Thus we add a variable
to the state. It becomes 〈x, y, ω, u〉 ∈ R×R×]−π, π]× [1, Nu]. Each uncertainty level
corresponds to an elliptical area E that represents where the rover can be. A normalized
gaussian curve indicates the position probability (P (〈x, y, ω〉) →]0, 1]). In Fig. 5, there
are 4 level of uncertainty. At the 4th level, the rover could be in a failed state. Each time the
rover moves with the odometer, the uncertainty increases to the next level (s1, . . . , s4).
If the uncertainty level is equal to the maximum Nu, the level stays at this maximum.
Elliptical range and their associated gaussian are predefined (as the number Nu).

With this uncertainty level, we can introduce the uncertainty cost. It is the probability
for being in a failed state mulitplied by the failed state cost.

Cu(〈x, y, ω, u〉) = VFAIL

∫ E×]−π,π]

x,y,ω

P (〈x, y, ω〉 = FAIL).dx.dy.dω (8)
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Where FAIL is the failed state and VFAIL a constant value. It has an high cost. When the
rover uses an high-level method, uncertainty automatically decreases to 1. The object
and the walls give a good localization to the rover. This cost is in our opinion more
realistic that the cost Ca. But it also increases the algorithm complexity.

3.5 Complexity

The algorithm we presented previously is linear in the state space. The result of this
policy is a policy that the rover must follow once it is calculated. Thus the complexity
depends on the path total lenght LT , the channel width l, the grid ratio size Δ, the
angle number, the uncertainty levels and the action number (here 5). This leads to the
following complexity :

LT ∗ l/Δ2 ∗ Nα ∗ Ni ∗ A (9)

In order to have a very precise policy, we can increase Nα and Ni or decrease Δ. This
model is interesting because it’s adaptive. The policy can be calculated very quickly if
necessary. Drawback of MDP model is their lack of adaptivity when th environment
changes after the policy has been calculated. In this paper, we can take some changes
in the environment into account without calculating the policy entirely.

4 Dynamic Environment

During the exploration mission, the path never changes. But sometimes, new objects
or walls that the rover had not detect yet could appear and be very helpfull. Generaly,
problems modelized with MDP model calculates a definitive policy that indicates the
rover the action to select during execution time. But here, the graph induced by the
MDP is acyclic. Thus, if something change the policy or the value function in the ith

rectangle of the path, only the ith first rectangle of the path are affected. Moreover, if
this change appears during the mission, the change affects the rectangle from j to i if the
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Fig. 6. A new object in the environment does not affect the entire policy
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rover is currenctly in rectangle j. Fig. 6 explains this principle. The rover in rectangle 2
has detected a water tower in the distance. This object can not be usefull for now. But it
will be for rectangles 4, 5, 6, and 7. Then it has to calculate a new policy from rectangle
7 to rectangle 2.

When a new interesting object is detected, we first search the first rectangle where
this object is eligible. If no rectangle is affected, the policy does not change (this object
was not so interesting). Otherwise, we load the policy in rectangle i+1 and calculate the
new policy from i to j very quickly. Then, the rover selects new actions according to the
new policy.

5 Experimental Results

We develop a C++ program that calculates the MDP policy on a given trajectory. We
have included a graphical interface that shows the policy and also the Q-Value functions.

5.1 Interface

Fig. 7. A trajectory and the corre-
sponding channel

This is a very helpful tool to simulate the rover’s
behaviour. With this graphical interface, you can :
load a trajectory from a file, see the corresponding
channel and rectangle around this trajectory, add a
new object or a new wall, calculate the Q-Values
and the policy, see the Q-Values and the policy,
change the parameters Δ, Nα . . .

A trajectory file is a set of points. After being
loaded into the main application, the user can see
the corresponding channel inside which the rover
has to move (Fig. 7 ).

We define a color gradient green, yellow, or-
ange, red that represents values. Green corre-
sponds to 0 while red corresponds to VFAIL. Value functions are painted for different
reasons.

1. showing the policy value function, i.e. the value of the best action for each state.
2. it also shows all QValue function values, in order to see the values for a particular

function.

The goal is to minimize the cost. Thus the typical result is to have a red on the channel’s
border and green in the middle. The beginning of the path is more red than the end
because the state’s values are an accumulation (or sum) of atomic using costs (plus
other costs). The value function decreases slowly from the beginning to the end of the
path.

The parameters can also be changed directly in the interface. When Δ is very small,
there are lots of states. In this case the solution comes slowly. The cost function weight-
ing factors wd, . . . wu can be changed before calculating the policy. It has a great influ-
ence on the value function. We tuned this parameters in order to have a ”good” value
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Fig. 8. A value function
without object

Fig. 9. With an Object Fig. 10. Policy

function. We do not want to have a completely red value function neither a completely
green function but a gradation of colors. Without helping objects , we obtain the value
function shown in Fig. 8.

In Fig. 9, the rover follow the tree in the dotted rectangle area. We see that the values
are lower in this region than in Fig. 8. The policy of the first case (Fig. 8) is not depicted
because there is only one action : trust the odometer.

5.2 Running Time and Memory Requirements

We measure time and memory required for some cases.

Total length LT (meter) 1672,64 1672,64 3092,43 3092,43
Channel width l (meter) 20 20 20 20
Grid ration Δ 10 1 1 1
Number of angle Nα 21 21 21 5
State space 8.105 4.106 7, 3.106 1, 7.106

running time (s) 1 62 119 27

We used a 2.60GHz CPU to perform these tests. The function that take the more time
is the state’s transformation. The memory requirement is not so huge because grids are
saved into file one per one during the calculation.

5.3 Behaviour Analysis

We add some objects in order to see whether the behaviour change or not. In this exam-
ple, we add an object in the rigth up corner. It can help the rover at the beginning of the
turn. Effectively, it does. The value function turns into green in the rectangle where this
object is elligible. As a result, the corresponding policy also change : the rover move
towards this object when it is on the right part of the rectangles. It does not move to-
wards it on the left side because in this case it would come off [or leave] the channel. In
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Fig. 10, the rover moves towards an object when the states are blue. Otherwise, it just
follows the path without help.

6 Conclusion

In this paper we consider the problem of an autonomous rover that have to follow a path.
This is developped in a project in collaboration with THALES company under the grant
of DGA. The rover has many methods to direct itself. It can move towards object, follow
a wall side by side or use his imprecise odometer. We showed how the rover can select
the best method to use in order to follow the trajectory. This selection is based on a
Markov Decision Process framework. A policy is calculated off-line. On-line, the rover
reads the instructions. MDP framework often suffer from a lack of adaptivity, but we
found a method that transforms the problem into an acyclic structure. Then, the policy
calculation time is linear in the state space. This allows us to consider dynamic changes
during running time : it is now possible to compute a policy with a new environment
quickly. Some experiments have been developped to test running time and memory
requirement. The behaviour of the rover is interesting : it helps itself with objects in
order to follow the path. This automatic selection method is under integration on a six-
wheel Trooper rover soon equiped with these behaviours.
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Abstract. This paper presents a discrete-time adaptive sliding mode controller 
for an autonomous underwater vehicle (AUV) in the presence of parameter 
uncertainties and external disturbance. The controller makes the system stable 
in the presence of system uncertainties and external disturbances. The proposed 
algorithm has a time varying sliding surface which is obtained by parameter 
estimation method. The presented algorithms have been applied to the problem 
of depth control of an AUV. Resulting performances have been tested by 
simulation.  

Keywords: AUV, discrete-time, sliding mode control, adaptive control. 

1   Introduction 

The performance of the control of the autonomous underwater vehicle (AUV) is af-
fected by several elements such as: uncertainty in the model knowledge, presence of 
hydrodynamic effects, coupling effects between horizontal and vertical planes, system 
nonlinearity and so on. An adaptive sliding mode control approach is proposed. First, a 
direct sliding mode control scheme is introduced. This controller is further incorporated 
into the adaptive control strategy. This approach combines the advantages of traditional 
adaptive control with sliding mode control without knowing the accurate dynamic 
model of the system. The introduced controller compensates the structured and un-
structured uncertainty of the vehicle and the environment. It does not require an accu-
rate model of the vehicle dynamics, and ensures robust performance in the presence of 
disturbances and dynamic uncertainty. 

Traditional sliding mode control algorithms are always designed in continuous 
mode, but control algorithms are always ran in discrete time implementation that may 
lead the system to chatter along the desired sliding mode and even to instability. 
Therefore, the discrete-time sliding mode method is needed to counter this problem. An 
adaptive parameter identifier is used to estimate the discrete model. 
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The control system architecture is shown in fig.1. 

 

Fig. 1. Control system architecture 

2   Dynamic Model 

It is supposed that the vehicle is operating around a desired forward speed. Without 
regards to the nonlinear components, the equations of motion can be reduced to the 
following simple forms: 

According to Newton theory: 
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− =
=

                                                      (1) 

The heave force Z and moment M can be described as follows: 

w q w qZ Z w Z q Z w Z q Zδδ= + + + +                                         (2) 

( )sinw q w G B s

w q w q z

M M w M q M w Mq mg z z M

M w M q M w M q W BG M

δ

δ

θ δ

θ δ

= + + + − − +

≈ + + + − +
                        (3) 

At the stable point we have 0 0 0 0qθ φ= = =  so: 
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The heave speed w is very slow, so the dynamics can be written as: 
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The dynamic model for control in the vertical plane yields the general form of state 
equation in discrete time: 

( 1) ( ) ( )x k Ax k Bu k d+ = + +                                            (6) 

where 

1 2

0

0

1 0 0

0 0

a a

A

u

− −⎡ ⎤
⎢ ⎥= ⎢ ⎥
⎢ ⎥−⎣ ⎦

                                                     (7) 

0

0

b

B

⎡ ⎤
⎢ ⎥= ⎢ ⎥
⎢ ⎥⎣ ⎦

                                                           (8) 

[ , , ]Tx q zθ=                                                    (9) 

u is the elevator angle, and d represents the system disturbance vector. A control law 

can be designed using this simplified equation.  

From the state space equation (6) we can deduce the input and output model of pitch 
angel θ :  

1 2( 2) ( 1) ( ) ( )y k a y k a y k bu k d+ = − + − + +  

y θ=                                                         (10) 

The coefficients, a1, a2 and b verify according to the vehicle speed. Due to the diffi-
culty of modeling the system disturbances d and handling the coupling effects, a robust 
controller is needed to control the vehicle in the presence of system uncertainties.  

3   Sliding Mode Controller Design 

The discrete-time sliding mode control is briefly described in this section. A sin-
gle-input multiple-output discrete system is described by: 

( 1) ( ) ( ) ( ) ( )x k A k x k B k u k+ = +                                        (11) 

Where x(k) is a n dimensional state vector and u(k) is a scalar control input. It is as-
sumed that the matrix ( )B k  is a known constant B and the system matrix ( )A k is 
modeled as a system model 

0A  with uncertainties AΔ  at time step k. 
If the system uncertainty satisfies the matching condition AΔ  is reduced to: 

( )TA Bd kΔ =                                                  (12) 
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Where 1 2( ) [ , , ..., ]k k knd k d d d= . It is assumed that the uncertainties are bounded 
and the maximum bound of each component is known. Define a vector 

1 2[ , ,..., ]T
nD D D D=                                               (13) 

Where each iD  is a positive constant satisfying the following condition:  

| |i kiD d>  k=1,2 to n                                                (14) 

If the desired trajectory r(k) is given at each time step, the error vector will be obtained 
as 

( ) ( ) ( )e k x k r k= −                                              (15) 

The switching hyperplane s(k) is defined as 

( ) ( )Ts k G e k=                                                 (16) 

Where the TG is designed such that the system is stable on the hyperplane ( ) 0s k = .  
It is supposed that the control input is composed of equivalent control and switching 

control. The switching inputs are exclusively available in the outside of an equivalent 
control region, which is a sector near the switching hyperplane. 

By applying the condition: 

( 1) ( )s k s k+ =                                                (17) 

which is analogous to the sliding mode condition 0s = in the conventional sliding 
mode controller, the equivalent control reduces to  

1 1
0( ) ( 1) ( ) ( )T T

eu k G r k G A I x kα α− −= Δ + − −               (18) 

Where TG Bα =  and ( 1) ( 1) ( )r k r k r k+ = + −                (19) 

A switching control law for the system to track a reference trajectory and to keep the 
state on the hyperplane in the presence of the uncertainties is suggested as follows: 

1 1
0( ) ( 1) ( ) ( ) si ( ( ))T Tu k G r k G A I x k k gn s kα α− −= + − − + | |Tk D x>     (20) 

where the first two terms on the right side is the equivalent control, and the last term is 
the switching control for robustness improvement. 
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Proof: 

The sliding mode existing condition can be stated as follows: 

( ) ( 1) 0s k s kΔ + <                                               (21) 

( 1) ( 1) ( )

( ) si ( ( ))

( ) ( ) si ( ( ))

( ( ) si ( ( )))

T T

T T

T T

s k s k s k

G Ax k G BK gn s k

G Bd k x k G BK gn s k

G B D x k K gn s k

Δ + = + −
= Δ +
= +
≤ +

                         (22) 

When | |Tk D x>  we have 

( ) ( 1) 0s k s kΔ + <                                              (23) 

The upper limit of each switching gain   guarantees the stability of the discrete-time 

quasi-sliding mode control. 

A saturation function is used to reduce the control chatter and transient performance 
of the system. 

1,

( / ) , | |

1,

s

sat s ks s

s

> Δ⎧
⎪Δ = < Δ⎨
⎪ − < Δ⎩

   1/k = Δ                                       (24) 

4   Self-tuning Sliding Mode Control 

The algorithm designed above assumes that the coefficients a1, a2 and b are known 
before and change slowly. This condition is not always satisfied. When coefficients 
uncertainties are present in the plant, the performances of the sliding mode control 
system may chatter badly and even becomes unstable. 

The performances of the system can be improved by updating the control law pa-
rameters through on-line estimation. 

We use least squire method in this paper with dead zone modification. 

1 2
ˆ [ , , ]k a a bθ =                                                     (25) 

1 1 1
ˆ ˆ ( )( )k k k k k kK k y qθ θ α θ+ + += + −                                   (26) 
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1
1 1 1( )T T

k k k k k kK P q q P qρ −
+ + += +                                     (27) 

1 1( ) /k k k kP I K q P ρ+ += −                                        (28) 

                     
1 1

1 1

1,| |
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0,| |
k k k

k k k
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θ
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θ
+ +
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− >⎧
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Dead zone parameter g can be chosen according to the level of sensor noise。 
The parameters of vertical dynamic model (10) can be updated using k̂θ 。 

5   Simulation 

Simulation has been made to verify the effectiveness of the controller presented above. 
The disturbances are caused by the variation of forward speed, sensor noise, coupling 
forces, and the current. The switching gains and the disturbances are chosen as 

[1,0.15,0.0001]TG = and [1,1,1]TD = . The estimator parameter are selected as 
ρ =0.99, ( )kα =1. The switching gain K is 0.15.  

Figs.2,3 show the step responses of  the vehicle with the adaptive sliding mode 
controller in the presence of system uncertainty and environment disturbance. The 
desired depth is 10 meters. The total simulation time is 50 seconds, and at the 25th 
second a  parameter  variation  of  25%  with  respect  to  the  nominal value  has  been  
applied  to  all  the parameters appearing in the model (30) and a 0.5 meter sudden 
variation to depth is simulated. 

Figs. 2 depicts the desired depth and real depth response. Solid line denotes the de-
sired value and dashed line denotes the real value. 

 
Fig. 2. Vehicle depth response 
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Figs. 3 depicts the theta angle response. Solid line denotes the desired value and 
dashed line denotes the real value. 

Figs. 4 shows the elevator input. 
Figs. 5 shows the parameter tracking error. 

 

Fig. 3. Vehicle theta angle response 

 

Fig. 4. Vehicle elevator input 

  

Fig. 5. Parameter estimating error 
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The figures show that the controller generates stable control signals, which are ro-
bust to uncertainty of system parameters and environment disturbance. 

6   Conclusion 

The adaptive parameter identifier estimates the input-output model, and the sliding 
mode controller compensates external disturbances. No state feedback is needed, but 
only output measurements are fed to the controller. The robustness of the algorithm is 
ensured both by the sliding mode mechanism and by the adaptive characteristics of the 
control law. The controller provides robust performance of coordinated control in the 
presence of uncertainties about the dynamics and the hydrodynamic disturbances. 

Extensive computer simulations are performed to verify the feasibility and effi-
ciency of the proposed control algorithm. The results show the estimated parameters 
are converged and the robustness and accuracy are obtained.  
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Abstract. This paper focuses on the implementation and evaluation of a set of
integrated models for the representation of emergent behavior control patterns
in robotic environments. The models have been validated on a custom devel-
oped emergent behavior simulator and tested using the CORE-TX (COllaborative
Robotic Environment - the Timisoara eXperiment) prototype platform. Four met-
rics (pheromone intensity, path affinity, reachability and liveness) are introduced
and used to evaluate the performance of the proposed control patterns. Experi-
mental results for an environment which employs ant colony behavior patterns in
obstacle avoidance applications show that the emergent behavior of the robotic
collective is triggered by a number ranging from 9 to 11 entities. The results are
also consistent with the theoretical model-based predictions. When doubling the
number of entities, the performance of the system can be further increased by
19.3%. On the other hand, a high concentration of entities has been noted to af-
fect the emergent behavior of the system and, thus, its performance, mainly due to
the interaction overhead. An upper bound to the number of individuals has been
computed, based on a set of parameters which model each particular application.
The experimental validation of the proposed behavior control patterns endorses
them as a good framework for the analysis and development of complex appli-
cations which require collaborative and distributed intelligence, perception and
operation.

1 Introduction

The evolution of information processing equipment and the need of adaptable digital
control systems generate an extraordinary spreading of digital equipment in all fields
of life including military applications, service industries, space exploration, agricul-
ture, mining, factory automation, health care, waste management, disaster intervention
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and domestic applications. Most of such equipment is needed to be more or less au-
tonomous, meaning that some degree of intelligence must be embedded into them. The
trend of miniaturizing electronic devices often leads to the necessity of small, relatively
independent entities which can interact with each other and with other entities.

The field of emergent behavior is mainly based on the study of the natural world in
order to retrieve simple natural algorithms that can be applied in other fields of inter-
est. The simplicity of these patterns and the interaction between them can solve some
of the most important problems in embedded systems: energy consumption, communi-
cation protocols, efficiency and reliability features, obstacle avoidance algorithms etc.
Emergent phenomena are usually unpredictable, representing non trivial results of sim-
ple interactions between simple entities. As a result, there are several combinatorial
complexity problems for which finding an optimal solution is difficult or sometimes
impractical because of the high dimensions of the search field or because of the com-
putational requirements involved by the existing constraints.

This paper describes the implementation and evaluation of a set of integrated mod-
els for the representation of such emergent phenomena in robotic environments. These
mathematical models have been validated both by using the Mathematica calculation
software package and a custom developed emergent behavior simulator called eBMS
(Emergent Behavior Model Simulator). They have also been tested using the CORE-TX
(COllaborative Robotic Environment - the Timisoara eXperiment) prototype platform
[1].

2 Related Work

An algorithm which uses a population of agents which can cooperate in order to reach
their goal (solving combinatorial optimization problems) is presented in [2]. The algo-
rithm uses Ant Colony Optimization (ACO) techniques. The pheromone is implemented
using shared memory; also it decays over time. In [3], an algorithm based on ACO is
successfully used for solving the resource-constrained project scheduling problem. In
[4], another ACO based algorithm is used for solving Single Machine Total Tardiness
Problem (SMTTP).

In order to solve combinatorial complexity problems heuristic techniques are pre-
ferred, to generate solutions which are not always optimal ([5], [6], [7]). The meta-
heuristics used are optimizations based on ant colonies studies (Ant Colony Optimiza-
tion [8]) and global convergence (Global Convergence [9]) in which case a great number
of emergent behavior systems are exponentially converging to the required result, the
convergence rate increases with the number of entities involved. Another extremely im-
portant domain of applicability of emergent behavior patterns is represented by NASA’s
future spatial missions involving new exploration technologies based on swarm emer-
gent behavior [10], [11].

Although these meta-heuristics are sustained by a significant mathematical basis,
there are no formal descriptions of the emergent behavior patterns used, just some par-
tial representations mostly seeking the global effect of the patterns. The triggering of
the emergent behavior patterns is not sufficiently presented. Also, there are no mod-
els to be used to calculate the conditions which are necessary to trigger the emergent
behavior patterns.
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3 The Emergent Behavior Model

The nondeterministic emergent behavior of natural systems if formed by the behavior
of simple agents which follow a limited set of simple rules, based on their local view of
the system. The individual agents are not aware of the global state neither of the system
nor of the final functional purposes of the system.

The pheromone exchange is one of the most used ways of communication in emer-
gent natural systems. Ant colonies are a very important example of a decentralized
system that has a pheromone based communication. Individual ants form a local im-
age of the whole system based on the pheromone exchange between them and the ants
they meet. Different types of information correspond to different types of pheromones;
ants also extract information from the intensity of the pheromone. By extracting infor-
mation from pheromones, the ants determine the behavior of the neighboring ants and
thus determine their own role without establishing any dialogues or any other type of
negotiation.

One of the most frequent class of applications which can be approached with ant-
inspired emergent behavior patterns is resource gathering with obstacle avoidance. This
will be used in the following paragraphs to exemplify some of the principles of the
emergent behavior model.

The study of real-world ant colonies reveals that ants are capable of identifying the
path between their colony and the food source without using any visual indicators.
The ants deposit certain amounts of pheromones on the objects of interest or on their
path, thus marking them for further use. Usually, ants follow the path with the greatest
intensity of pheromones. As seen in Fig. 1, if an obstacle obstructs the path, the ants
try to go around the obstacle in search of the lost pheromone path until they reach it on
the other side of the obstacle. Considering that all the ants move at the same speed, the
ants which, by chance, have chosen in the beginning the shortest path, will arrive on
the other side and to the goal faster. By doing this, the ants deposit larger amounts of
pheromones of the shortest path, thus forcing the rest of the ants to follow that path.

The emergent behavior model which is presented in this article is based on the study
of ant colonies and formalizes a system of independent entities which have limited

Fig. 1. Obstacle on the pheromone path
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knowledge of their surroundings (local knowledge of the environment) and may interact
which each other. Some fields of application for this model are: obstacle avoidance,
exploration, resource gathering etc.

This model can be used to calculate the minimal number of entities which are nec-
essary to trigger the emergent behavior, the time it takes for those entities to develop
the emergent behavior and the time needed for the completion of the goal. The model
is based on a series of application-dependent parameters, such as the entry rate, path
affinity, goal and so on.

The system of entities which is represented by the model is an open system in which
entities enter the system at a certain rate R (i.e. at a certain number per time unit). NE

represents the current number of entities within the system at a given time.
The number of entities which are currently on a given path is denoted as N. In the

resource gathering with obstacle avoidance example, there numbers associated to each
existing paths: NS for the shortest path and NL for the longest path.

Each path that an entity may use has a value, A, indicating the degree of preference of
that entity for the respective path. That value is called the path affinity. For the resource
gathering with obstacle avoidance class of applications, there is an affinity calculated
for each of the existing paths: AS for the shortest path and AL for the longest path.

Assuming that the affinities of the paths are equal in the obstacle avoidance example,
the entity may choose any path randomly with a given probability P. This paramter is
also associated to each of the path: PS representing the probability to choose the shortest
path and PL representing the probability to choose the longest path.

A certain amount of time t is necessary in order to avoid the obstacle by any entity.
The parameter tS is the time it takes one entity to go around the obstacle on the shortest
path and tL the time it takes one entity to go around the obstacle on the longest path. The
path affinities AS, respectively AL will be affected only after tS, respectively tL seconds
as those are the minimal times that one given entity can go around the obstacle and
increase that path’s affinity. This established the model’s initial conditions.

Depending on the application which is modeled, the goal function, Γ , may have
different interpretations. In obstacle avoidance applications, goal is arriving to a set of
target coordinates with a minimal number of entities and

Γ = ((xc − xg)2 + (yx − yg)2)−1 (1)

where(xc, yc) represent the current coordinates and (xg, yg) the target coordinates.
In exploration applications, goal is covering the most of the enviroment with the

minimal number of entitites. Resource gathering applications, which are a combination
of the two types presented above, have a goal function which also implies that the entity
returns to a home positions.

The model represents NS as a recursive function which is calculated at each step i
from a function of its previous values.

Then

NS(i) = Γ ∗

⎧
⎪⎪⎨

⎪⎪⎩

NS(i − 1) + λ, AS(i − 1) > AL(i − 1)
NS(i − 1), AS(i − 1) < AL(i − 1)
NS(i − 1) + λ, AS(i − 1) = AL(i − 1), PS > PL

NS(i − 1), AS(i − 1) = AL(i − 1), PS ≤ PL

(2)
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with the initial conditions

NS(0) = 0, NS(1) =
{

1, PS > PL

0, PS ≤ PL
, NS(2) =

{
0, PS > PL

1, PS ≤ PL
(3)

where

λ =
dNe

dt
r(1, PS , 0, PL) . (4)

and λ represents the number of entities which may choose the shortest path in the unit of
time and r(a, Pa, b, Pb) randomly picks either option a or option b with the occurrence
probabilities of Pa, respectively Pb.

Similarly to (2),

NL(i) = Γ ∗

⎧
⎪⎪⎨

⎪⎪⎩

NL(i − 1), AS(i − 1) > AL(i − 1)
NL(i − 1) + , AS(i − 1) < AL(i − 1)
NL(i − 1), AS(i − 1) = AS(i − 1), PS > PL

NL(i − 1) + , AS(i − 1) = AL(i − 1), PS ≤ PL

(5)

with the initial conditions

NL(0) = 0, NL(1) =
{

0, PS > PL

1, PS ≤ PL
NL(2) =

{
1, PS > PL

0, PS ≤ PL
(6)

where

=
dNe

dt
r(0, PS , 1, PL) . (7)

and represents the number of entities which may choose the longest path in the unit
of time.

Using a set of helper functions, (2) becomes

NS(i) = NS(i − 1) + λl(PS − PL)eq(AS − AL) + λl(AL − AS) (8)

where l(x) is 1 if x > 0 and 0 otherwise and eq(x) is 1 if x = 0 and 0 otherwise.
Similarly, (5) becomes

NL(i) = NL(i − 1) + λl(PL − PS)eq(AS − AL) + λl(AS − AL) (9)

In real life situations some of the entities may be lost in the environment due to a number
of possible failures so the number of entities which are necessary for the trigerring the
emergent behavior is calculated from minimizing the function:

NS + NL + = NE (10)

where represents the number of entities which are lost in the enviroment.
The amount of time necessary for achieving the emergent behavior can be calculated

by integrating (10) with the time variable, t.
The emergent behavior model is composed of the NE, A, N, t, P parameter together

with (8), (9) and (10).
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4 Validation of Model

The model presented in the last chapter has been formally validated using the math-
ematical, computational software package know as Mathematica. The model has also
been simulated using a specially developed software simulator, called eBMS.

4.1 Formal Validation of the Model Using Mathematica

Case1: Real Life Example. In the first case the parameters tS and tL have very different
values(the old pheromone path is more than a half away from the middle section of the
obstacle). Also the probability of choosing either paths are very similar (as they would
be in real life situations). The model parameter values are tS = 4, tL = 10, PS = 0.5, PL

= 0.5. As shown in Fig. 2 all the entities rapidly decide to follow the shortest path. A
number of 9 entities is neccessary to trigger this emergent behavior.

Case 2: Worst Case Scenario. The second case is the most disadvantageous case
presented, in which the parameters tS and tL have similar values(the old pheromone
path crosses almost the middle of the obstacle). Also the probability of choosing the
”wrong” path is much greater than the probability of choosing the ”good” path. All
these conditions mean that becase the first entity who has chosen the shortest path will
arrive on the other side almost at the same time with the first entity who has chosen the
longest path, in this time interval a greater number of entities would have chosen the
longest path, thus increasing its affinity more. The model parameter values are tS = 9,
tL = 10, PS = 0.1, PL = 0.9.

As shown in Fig. 3 although during the initial unstable phase of the system the enti-
ties are undecided choosing either the shortest or the longest path (because of the high
probability of choosing the longest path), after 11 entities have entered the system, it
stabilizes and all further entities which are entering the system choose the shortest path.

4.2 Simulating the Model Using eBMS

A custom developed emergent behavior simulator, called eBMS (Emergent Behavior
Simulator) has been used for validating the model in (10).

Fig. 2. The first test case validated on Mathematica
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Fig. 3. The second test case validated on Mathematica

The simulator is an object oriented application written in C++ which takes as inputs
a list of Entity objects each entity having the following parameter: the current position,
the goal, sensor array (touch sensor, positioning sensor) and physical dimensions. The
simulator uses the list of entities to simulate their behaviour according to a eBML file
attached to each entity.

The application uses a simulated environment (the width is 10m, the length is 10m)
and a standard entity size of 10cm. The simulated environment also has randomly
placed objects.

The same cases have been simulated and the results are presented next.

Case 1. The model parameters have the same values as the ones presented in the corre-
sponding case of formal validation As shown in Fig. 4, the simulator yields similar results
to the respective case validated in Mathematica. A number of 10 entities is necessary to
trigger the emergent behavior in this case. The small difference between this value and
the one from Mathematica is explained by the possible collisions between the entities.

Case 2. Also in this case, the simulator yields similar results to the respective case
validated in Mathematica. A number of 12 entities is necessary to trigger the emergent
behavior in this case.

Fig. 4. The first test case validated using the custom simulator
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Fig. 5. The second test case validated using the custom simulator

Fig. 6. Liveness of the system

4.3 Performance Evaluation

Validating the model in the simulator has presented an upper bound to the number of
entities which can be used to trigger the emergent behavior. A high concentration of
entities greatly affects the emergent behavior of the system and, thus, its performance,
because of the interaction overhead and possible collisions in the system.

This upper bound to the number of individuals has been computed, based on the
particular set of parameters of the simulator. As seen in Fig. 6 the liveness of the system
drops when the number of entities increases over 30. Inside the calculated interval of
9 to 30 possible entities, increasing he number of entities further increases the overall
performance of the system. When doubling the number of entities from 9 to 18 increases
the performance by a maximum of 19.3%.

5 Conclusions

This paper introduces new formalisms which offer a mathematical background for the
modeling of emergent behavior control patterns and demonstrates their use in modeling
emergent behavior by presenting an obstacle avoidance algorithm.

These formalisms represent the mathematical background for analysing and evalu-
ating the interactions and the degree of cooperation in robotic systems and intelligent
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sensor networks. The resulting model can also be used as a basis for developing ad-
vanced control techniques on autonomous vehicles.

The set of models have been validated using both the Mathematica calculation appli-
cation and the eBMS custom designed simulator. Both methods yielded similar results,
thus proving the models.

The experimental results of the model applied to an obstacle avoidance algorithm
have presented an interval in which the emergent behavior can be triggered with a lower
bound of 9 entities and a upper bound of 30 entities.

The experimental validation of the proposed behavior control patterns endorses them
as a good framework for the analysis and development of complex applications which
require collaborative and distributed intelligence, perception and operation.
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Abstract. This paper presents a precise and robust road model for Map Match-
ing (MM). Map matching approach is generally used to move vehicle localization
output to the nearest road segment in order to improve the accuracy of vehicle lat-
eral localization. Most of the MM approaches adopted piece-wise line segment
road network model, which will generate large bias at curve segment or turning
point on the intersection. In this paper, a two-dimensional parabola road network
model is employed in order to correctly represent vehicle’s real state (position
and orientation). Furthermore, an advanced longitudinal MM approach is also
proposed here by comparing current road geometry model with visual lane de-
tection results to improve longitudinal accuracy. Simulation and real road tests
verified the proposed approaches.

1 Introduction

GPS-based vehicle localization algorithms were well studied and widely applied in car
navigation market since Pioneer R©introduced the first commercial in-vehicle navigation
system in 1990s. Figure 1(a) shows an example of original car navigation system out-
put. In order to improve localization accuracy, Global Positioning System (GPS) data
is always fused with Dead Reckoning (DR) systems [1] [2] [3] to provide supplement
when GPS signal is not available. Other approaches like Differential GPS [4] decrease
the effect of S/A (selective availability) and improve GPS performance significantly.
Meanwhile, Kalman Filtering (KF) [5], Extended Kalman Filtering (EKF) [6], Parti-
cle Filtering (PF) [7] and other fusion algorithms are widely introduced in navigation
system to estimate the vehicle’s state robustly.

Some advanced navigation applications like VICNAS [8] requires to have more pre-
cise and faster localization results. VICNAS superimposes virtual indicators on the over-
lay of real scene directly (Figure 1(b)), which requires real time continuous localization
results. Dead reckon method combining with GPS, 3D gyroscope and speedometer was
employed to estimate vehicle localization in the previous system [9]. To further improve
both lateral and longitudinal accuracy, we considered to use MM approach in our system.

Prevalent digital road maps are consisted of node points and links. Node points are
generally representing road intersections or some key points on large curve segments.
Links are road segments linking node points, are normally treated as straight lines.
Therefore, the digial road model can be represented by a network of straight lines.
However, referring to road design standard, road geometry models can be described as
the combination of straight line segments, constant curvatures [14], or more complex,
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(a) Traditional navigation system (b) Prototype driver interface of VICNAS system

Fig. 1. Car navigation system

like parabolas [15], low-order polynomial, splines [16], or even clothoids [17]. And
curvature is usually parameterized to denote each part of road network.

In conventional MM approaches, vehicle position is required to locate on the ’clos-
est’ link which assume that vehicle only runs on the road. More recent MM algorithms
such as point-to-point, line-to-line [12] and point-to-curve, curve-to-curve [13], were
proposed for higher precision. In these MM approaches, only position data is considered
to locate the nearest link. Orientation data is only considered when vehicle approaches
to the intersection where distances to different links are almost the same.

In this paper, a two-dimensional parabola road network model is introduced in the
MM approach to correctly represent vehicle’s real state (both position and orientation).
Furthermore, an advanced longitudinal MM approach is also proposed here by compar-
ing current road geometry model with visual lane detection results to improve longitu-
dinal accuracy.

In the following sections, we will introduce road model in detail with comparison
with previous network in Section 2.1. New road model including line and curve segment
is proposed in Section 2.2. In Section 2.3 and Section 2.4, MM approach for lateral and
longitudinal are introduced. Finally, we testify our approach by simulation results and
outdoor experiments in Section 3.

2 A New Road Model for Map Matching

Here are some assumptions used in the proposed approach.

i. Only two-dimensional road model is considered in this paper.
ii. Road model is defined by its centreline and multi-lane road model can be easily

deduced by shifting and scaling Affine transformation.
iii. Node point positions are assumed to be accurate and reliable.

According to the road design standard, a road model should combine both straight lines
and curve segments (figure 2). Straight line segment is connected by two node points
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Fig. 2. General road network

with a constant orientation and zero curvature. Curve segment is more complicate with
curvature variance consideration. In the practical situation curve segment is not easy to
be concluded by a single geometrical model. Circular, clothoid and arbitrary polynomial
are the most popular models.

2.1 Conventional MM Approaches

With the straight line road model, conventional MM methods are carried out by search-
ing ’closest’ line segment. An example is shown in figure 3 (a). According to vehicle
position (vy, vy) and road node points (IP0, IP1), the ’closest’ position (mx, my) is
calculated by looking for the perspective projected point on the line segment.

Road orientation is calculated by Eq.1 between two node points Figure 3(b) shows
the orientation output of MM result, where you can see some significant discontinuous
orientation outputs. Therefore, the conventional MM output cannot be used in the real
time navigation applications like VICNAS.

orientation = arctan
y1 − y0
x1 − x0

(1)

2.2 Our Road Model

Our road model here is consisted of two parts, straight line and curve. To cover most of
road situations, parabolas function is selected to represent road model, which is able to
approximate circular arc or clothoid curve by the vertex of parabola [18]. Straight line
segment can also be expressed with the zero value of curvature. The general road model
is expressed as follows:

L(x, y) = kΔL +
Cr

2
ΔL2 (2)

where L(x,y) is position by road model and ΔL is related variance. k is linear parameter
and Cr is curvature according to road model. This model could denote both straight and
curve segment.
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(a) Map matching on previous road model (b) Orientation outputs after map matching

Fig. 3. Conventional map matching approach

Since the road model is expressed by Eq.2, orientation function could be acquired by
derivative of Eq.2.

orientation(ΔL) = k + CrΔL (3)

Here is an example to explain how to calculate parameters of linear and curvature seg-
ment using existing node points. All road node points are denoted with the local co-
ordinate system (X − Y). The segment between IP0 and IP1 is a straight line and the
segment between IP1 and IP2 is a curve segment. To calculate the parameters of curve
model, we need to translate and rotate the current local coordinate system (X − Y) to
the new coordinate system (X’−Y’) which origins at IP1. The procedure of calculation
is as following:

i. Calculate rotation angle θ between X − Y and X’ − Y’

θ = arctan
y1 − y0
x1 − x0

(4)

And the linear parameter could be expressed.

k = tan(θ) (5)

ii. Rotation matrix R from X − Y to X’ − Y’ will be:

R =
[

cos(θ − π/2) sin(θ − π/2)
− sin(θ − π/2) cos(θ − π/2)

]
(6)

iii. Transfer road node points in X’ − Y’ and IP1′(x1
′
, y1

′
) locate at original point

(0, 0)

IP2
′
(x2

′
, y2

′
) = R ×

[
x2 − x1
y2 − y1

]
(7)

iv. Curvature calculation by parabolas function

Cr =
2(y2

′ − y1
′
)

x2′ − x1′ (8)
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2.3 Map Matching in Lateral Direction

In section 2.2, we have shown the detailed transformation relationship between local
coordinate system X − Y and related curve coordinate system X’ − Y’. Because road
model is set up in curve coordinate system, map matching is proposed to carry out in
same coordinate system.

i. Transformation of vehicle position (vy , vy) to X’ − Y’ referring to rotation matrix
T

[
v

′
x

v
′
y

]
= R ×

[
vx

vy

]
(9)

ii. Map matching in X’ − Y’
(v

′
x, v

′
y) in X’ − Y’ finds the closest point (m

′
x, m

′
y) on new road model

iii. Transform the map position (m
′
x, m

′
y) to X − Y

[
mx

my

]
= R−1 ×

[
m

′
x

m
′
y

]
(10)

iv. Orientation map matching
According to road model, road orientation is in continual distribution. The orienta-
tion variance Δori is determined by road curvature.

Δori = Cr • ΔL (11)

Multi-lane road model can be easily deduced from this road model by shifting and scal-
ing Affine transformation(shown in figure 4). Consequently, road network is not only
consisted of road centerline, but also multiple parallel straight and curve line models.

Fig. 4. Map matching on each lane

2.4 Map Matching in Longitudinal Direction

The geometry of road ahead is fused with visual lane detection result to estimate local-
ization in longitudinal direction in our approach. Figure 5 shows vehicle localization on
the road network and real scene taken by camera at same moment. Vehicle Coordinate
System (VCS) and Image Coordinate System (ICS) can be simply calibrated off-line or
on-line [8].
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(a) Vehicle is located on road net-
work

(b) Real scene in front of vehicle

Fig. 5. Vehicle localization, road network, real scene

(a) Results on real scene (b) Results on VCS

Fig. 6. Comparison results between lane detection and road geometry ahead of vehicle

Firstly, road geometry could be estimated relying on vehicle localization and road
node points (see Figure 5 (a)). In our approach, all node points should be transformed
into VCS. After MM processing, vehicle is supposed to locate on the road centerline and
vehicle central axis is parallel to the tangent direction of road centerline. Node points in
front of vehicle will be approximated by the proposed road model (Section 2.2). Road
geometry will be continuously estimated while vehicle is moving along the road. An
example of the road geometry estimation result is expressed as red line in figure 6 (a)
of ICS and figure 6 (b) of VCS.

Secondly, lane detection algorithm in VICNAS assumes in a horizontal plane and
vertical curve part is ignored. Road shape parameters (road width and horizontal cur-
vature) and camera posture (pitch and yaw) are concluded in lane detection model
as vector. However, information for road geometry estimation is considered in our
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(a) Vehicle localization ad-
justment along road network

(b) Relate geometry reconstruction on
VCS

Fig. 7. Road geometry reconstruction with adjustment of vehicle localization

approach. Visual detection result is shown in as green line in figure 6 (a) of ICS and
road geometry estimation result is expressed as blue line in figure 6 (b) of VCS.

MM approach in longitudinal direction estimates difference of road geometry recon-
struction from each information. Since vehicle localization is a key issue for geometry
shape, it could be adjusted for the best matching with lane detection results. Figure 7
(a) is adjustment of vehicle position along the road network which means adjustment in
longitudinal direction. And results of road geometry are shown in figure 7 (b).

3 Simulation and Experiment Results

In this paper, we choose the Super Mapple ver.6 (Shobunsha R©, Japan) as digital road
map database. Here, X and Y are local plane coordinates transformed from Longi-
tude/Latitude data. And the test place (Kumamoto, Japan) is located at second district
plane of Japan.

3.1 Map Matching on Curve Segment

In figure 8, 14 road node points are divided into 4 different curves and road curvature
is calculated according to own curve coordinate. The positive of curvature value means
left turning and the negative one means right turning. There are two ’S’ shape curves in
this route, from curve 1 to curve 2 and from curve 3 to curve 4.

We have discussed in section 2.2 that road model based on parabolas function could
not recover the curve perfectly and road node points could not located on new road
model exactly. By simulation results, figure 9 (a) shows recovery curve 2 ’.’ and road
node points ’*’ in curve coordinate system. Although there are excursion errors between
road model curve and node points, these errors could be ignored. And figure 9 (b) is two
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Fig. 8. Example of curve segments on digital road map

(a) Matching results on curve segment (b) Map matching results between previ-
ous model and our approach

Fig. 9. Map matching results by our approach

results individually by pervious method and our model. Red points on the graph are road
node points and the green lines are supposed as matching results if using the previous
road model. Blue pints are matching results on the curve based on our approach.

3.2 Extended Road Model and Matching Results

Extended road model has been mentioned in the section 2.3. Lane number and width
are utilized to extend road network on the each lane. Figure 10 shows matching results
on digital map directly. Comparing to traditional results on centerline (figure 10 (a)),
results by extended road model provide are more accurate and reasonable.

3.3 Matching Results in Longitudinal Direction

Referring to result shown in figure 7, the best position in longitudinal direction needs
back around 1.3 meters and it could match with lane detection results. Figure 11 (a)
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(a) Matching results on centerline (b) Matching results on each lane
center

Fig. 10. Map matching results by extend road model

(a) Successful example for correct
matching

(b) Bad example for failed match-
ing

Fig. 11. Visual lane detection and road geometry on real scene

is another good example to estimate vehicle position along road network. The best
position needs around 2.5 meters back. Green line is visual lane detection result and red
line is recovered by current localization and digital map. Pixel error on the image less
than 10 pixels is accepted in off-line processing.

However, method for longitudinal map matching is only implemented in simulations.
In practical situation, two kinds of error need to be concerned. The first one is error of
digital map. It depends on the type of digital map for car navigation. And the second one
is error by lane detection result. It might cause big problem for vehicle localization if
the result is not correct. Figure 11 (b) is bad example for MM approach in longitudinal
direction.

Besides, camera posture, 3D road surface situation and so on will cause the error of
matching result. That is why all tests are implemented in off-line and it is still lots of
problem until application for practical situation.
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4 Conclusion and Discussion

This paper concluded existing road network and its MM approach for car navigation
system. To improve accuracy of vehicle localization, new type of road model with curve
segment was introduced here and it would provide more accurate vehicle localization on
road network as a stable reference for DR system. Besides road model was extended and
MM approach could be realized on each line. MM approach in longitudinal direction
was considered and algorithm was proved in this paper.

Nowadays, digital map is most reliable element in car navigation system. Despite
road network and MM approach have been already employed in commercial applica-
tion, more and more possible works could be brought forward for advanced application
if combing with other sensors. In future, road geometry for longitudinal matching is the
big challenge for our research.
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Abstract. According to analyze vision system of hazard cameras for lunar rover 
BH2 and characteristics of working environment, firstly, intrinsic and extrinsic 
parameters of camera are accurate calibrated and image distortion is corrected 
in this paper; Secondly, images are processed according to Bayer filter, image 
rectification, LoG filter, pyramid delaminating, photometric consistency dense 
matching; Finally, the paper can obtain high precision and dense disparity map. 
Furthermore, the paper uses three sets of experiment results on obstacle avoid-
ance cameras vision system of lunar rover BH2 to validate the scheme. the  
experimental results show that the system possesses the features with less calcu-
lation amount, high reliability, robustness of illumination change and environ-
mental noise, which can quickly and reliably achieve dense disparity map and 
meet the real-time avoid obstacle requirement of BH2.  

Keywords: Lunar rover, stereo vision, disparity map, obstacle avoidance. 

1   Introduction 

Lunar exploration is key research focus of many research institutions and colleges and 
universities in china. Beijing University of Technology has also carried out lunar 
rover research works and developed the six-wheeled lunar rover BH1 and BH2. The 
paper mainly introduces BH2, which as shown in Fig.1 (a). BH2 has a mass of about 
40 kg, is 1.1 m long, has a wheelbase of 0.85 m, and is 1.5 m high. Folded BH2 is 
only 0.95 m long and 0.4 m high. BH2 includes three parts: mobile structure, sensing 
system and control system. Sensing system perceives surrounding unknown environ-
ment and provides necessary information to autonomous navigation of BH2. The 
ground mobile robot can use laser, ultrasonic, infrared and radar ranging sensors and 
so on. However, laser demands higher energy; ultrasonic can not be used due to vac-
uum environment on the moon; infrared can only detect shorter range, and radar rang-
ing sensor is heavy [1]. Meanwhile, computer vision has and will continue to play an 
important role in increasing autonomy of both outdoor mobile robots and planetary 
rovers. For example, the vision sensors have been successful used in NASA's Mars 
Exploration Rover (MER) [2] [3]. Matthies presents a six-wheeled binocular outdoor 
mobile robot which use thresholding scene points heights to detect obstacles [4]. The 
autonomous navigation process developed at CNES MER is based on stereo cameras 
perception, used to build a model of the environment and generate trajectories [5]. 
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CMU has developed a binocular stereo system for a four-wheeled lunar rover Ratler 
by using window selection and partial sub-sample [6] [7]. Besides Ratler, CMU has 
also developed a binocular stereo vision system for HMMWV [8]. Unlike Ratler, the 
system on HMMWV adopts a vertical baseline configuration to increase the field of 
view. Its stereo system provides good range information and allowed for autonomous 
navigation in field trials. The European Space Agency (ESA) has developed a binocu-
lar stereo vision system for Nanokhod by using automatic calibration procedure to 
recover the relative orientation of the cameras and pan and tilt axes [9]. These could 
make vision sensors as the environment sensing means of BH2 [10] [11]. BH2 has 
carried a total of eight cameras for four various types. There is a stereo pair of high 
dynamic range panoramic CCD cameras. This CCD is a 1024×1024 array of 10.6 μm 
pixels; the two stereo pairs of color cameras for hazard avoidance. These CCD are 
782×582 array of 8.3 μm pixels; And a stereo pair of fisheye Sun senor cameras. This 
CCD is a 1280×1024 array of 6.0μm pixels. The panoramic cameras (PanCams) are 
installed on the mast. The stereo cameras separation is 300 mm. And the lens focal 
length is 12mm; In the lower of both ends of BH2, there are stereo pairs of hazard 
cameras (HazCams). One pair faces forward, the lens focal length is 12 mm. and one 
pair faces backward, the lens focal length is 8 mm. The stereo cameras separation is 
160 mm. It is necessary that the absolute three-axes orientation of BH2 be known to 
enable the high-gain radio antenna dish to be accurately pointed at Earth. The direc-
tion of the Sun will be measured by a special camera called the SunCams, the lens 
focal length is 8 mm. The paper mainly introduces the forward-looking vision system 
of HazCams which uses stereo vision as shown in Fig.1 (b). The key of stereo vision 
is matching algorithm. On the hand, the Sunlight straight to the lunar surface without 
refraction and reflection light so that the lunar environment has strong light feature for 
without atmosphere on the moon. On the other hand, photometric consistency dense 
matching algorithm can have few effects of illumination and obtain dense disparity 
map and depth map, and which is easy to implement and meet real-time avoid obsta-
cle requirement by using the pyramid delaminating [12]. As a result, BH2 uses 
photometric consistency dense matching algorithm. 

  

Fig. 1. The lunar rover BH2 and hazard cameras 

Based on above reasons, this paper introduces the algorithm process of the for-
ward-looking vision system of HazCams is shown in Fig.2, which includes the fol-
lowing  steps: (1) grabbing image; (2) Bayer filter; (3) image rectification using off-
line calibration result; (4) pyramid delaminating; (5) LoG filter; (6) ZSAD matching; 
(7) ordering constraint and uniqueness constraint; (8) achieving dense disparity map; 
(9) achieving 3D information; (10) offline calibration. 
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Fig. 2. The flowchart of obstacle avoidance camera vision system 

The remain of this paper is structured as follows: In section 2, we introduce camera 
calibration, Bayer filter, image rectification, and photometric consistency dense 
matching, describes the proposed algorithm in this paper. In section 3, we give the 
results of experiment with actual test images which show the method is effective. 
Finally, section 4 concluded some ideas of this paper for future. 

2   Algorithm Description 

The key part of vision system of HazCams for lunar rover BH2 lay in camera calibra-
tion and stereo matching, camera calibration should accurate, and the matching algo-
rithm should fast and accurate obtain disparity map as far as possible. The proposed 
scheme in this paper include step 4: camera calibration; Bayer filter; image rectifica-
tion; and photometric consistency dense matching. 

2.1   Camera Calibration 

The two cameras can not be parallel placed so that can not meet the standard stereo 
vision system in practice, moreover, due to the lower precision of camera lens and 
some reasons, the process of the camera to obtain image can not strictly meet the 
pinhole imaging model, and the sampled images have distortion. As a result, firstly, 
camera calibration result is carried out; secondly, the standards stereo vision system 
and image distortion rectification can be achieved by using calibration results. The 
key of camera calibration is how to choose a calibration object? Comparing to 3D 
calibration object with high costs and poor machining accuracy, the paper using 
Zhengyou Zhang proposed 2D planar calibration pattern method [13]. It only requires 
camera to observe a planar pattern shown at a few (at least two) different orientations. 
However, Zhang’s method requires planar calibration pattern to meet plane require-
ment as far as possible for homography transformation. Therefore, the paper uses the 
LCD screen of notebook as a 2D planar calibration pattern to meet calibration re-
quirement, which display calibration points on the LCD screen. Fig.3 shows different 
angle calibration images. 

Raw image 

Dense disparity map 

Bayer filter 

Ordering constraint

ZSAD matching 

Pyramid delaminating

LoG filter

Camera calibration (off line) 

3D coordinate Uniqueness constraint

Image rectification



188 G. Wang, H. Ju, and H. Feng 

 

(a) left image 

 

(b) right image 

Fig. 3. The different view calibration image 

The camera calibration in this paper include step 4: introduces camera parameter; 
the calibration results of camera intrinsic parameter; the calibration results of camera 
extrinsic parameter; and analysis of calibration results. 

Step1: the model of the forward-looking HazCams is JAI-CV-A70CL. the parameters 
of forward-looking HazCams are shown in the Table 1. 

Table 1. The Camera Parameters 

Camera Parameters 

Color Resolution Pixel Size Baseline
baselinel  

Bayer 782×582 8.3 μm 160 mm 

 
Step2: the calibration results of the forward-looking HazCams intrinsic parameter are 
shown in Table 2, which list out one distortion factor for simplifying page length. 

Table 2. The Calibration Results of Intrinsic Parameter 

Camera xf  yf  
xu  

yu  
1k  

Left 1459.752 1450.536 385.543 251.749 -0.0045562 
Right 1464.471 1455.739 371.121 268.378 -0.042636 

 
Step3: the paper uses Euler angle expressing rigid rotation transformation: roll an-

gleφ , pitch angleθ , yaw angleψ . The rotation matrix follows (1). 
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However, the calibration result is rotation vector. According to Rodrigues formula (2) 
rotating vector is transferred into rotation matrix [14]. 
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rreR r

θ
θ

θ
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Where [ ]Tzy,x,=r , [ ]×r is anti-symmetric matrix, 
3I  is unit vector, 

rzyx =++= 222θ  . 

The calibration results of camera extrinsic parameter are shown as follows. 
Translation Vector： [ ]0.187912.07768160.49870-=t . 

Table 3. The Calibration Results of Extrinsic Parameter 

Calibration Results of Extrinsic Parameter 
Yaw angel calψ  Pitch angel calθ  Roll angel calφ  Baseline cal

baselinel  

-0.0058 -0.0069 0.0248 160.49870 

 
Step4: analysis of the calibration results. The forward-looking HazCams uses 12mm 
lens ( mmf 120 = ). Regardless of the nominal value error, the absolute error and rela-
tive error can be obtained. 

mm
ff

f 0777.123.8
2000

536.1450752.1459

2000

dydx yx
left =×+=

⋅+⋅
= ; 

mm
ff

f 1189.123.8
2000

739.1455471.1464

2000

dydx yx
right =×+=

⋅+⋅
= ; 

Moreover, yaw angle ( 00 =ψ ), pitch angle ( 00 =θ ), roll angle ( 00 =φ ) in the stan-

dard stereo vision system. 

Table 4. The Analysis of Camera Calibration Results 

Intrinsic Parameter Extrinsic Parameter 
Left camera Right Camera Yaw angel Pitch angel Roll angel Baseline 

leftfΔ  
rightfΔ  ψΔ  θΔ  φΔ  baselinelΔ  

0.0777 0.1189 0.0058 0.0069 0.0248 0.4987 

0

left

f

fΔ  
0

right

f

fΔ
 

π
ψΔ  

π
θΔ  

π
φΔ  

baseline

baseline

l

lΔ  

0.6475% 0.9908% 0.18% 0.22% 0.79% 0.31% 
 

The conclusion inferred from the above results is that relative error less than 1%, 
which suggests that using LCD screen calibration method is effective. 



190 G. Wang, H. Ju, and H. Feng 

2.2   Bayer Filter 

The forward-looking HazCams of BH2 use R, G and B three-color filter camera. Each 
pixel only corresponds to one of RGB three-color, and R, G and B in Fig. 4 represent 
the red, green and blue filters, respectively, and each element of the filter corresponds 
to one pixel of the image sensor. The full-colours image can be obtained by applying 
appropriate de-mosaicing algorithm [15]. 

 

Fig. 4. The Bayer array  

2.3   Image Rectification 

Image rectification is also known as epipolar rectification, for corresponding epipolar 
parallel to horizontal scanning direction, which can eliminate of vertical disparity in 
stereo image, which can makes more quickly and accurately find the corresponding 
points, and which can improve degree of stereo matching accuracy. This paper uses 
the results of camera to correct image [16]. 

2.4   Photometric Consistency Dense Matching 

Due to different physical properties and illumination condition of HazCams them-
selves what can cause different photometric in the images. Meanwhile, comparing to 
SAD pixel-based matching algorithm, ZSAD pixel-based matching algorithm has few 
effects of illumination, and can meet the real-time avoid obstacle requirement of BH2 
by using pyramid delaminating. Thus, the paper uses ZSAD pixel-based matching 
algorithm to implement matching. The problem that needs to be noticed is how to set 
size of matching window when using ZSAD pixel-based matching algorithm? On the 
hand, large matching window may blur border of object, meanwhile, which could not 
present small object and image details in scene. On the other hand, small matching 
window could solve above problems problem. However, which could increase noise 
effect and mismatching. The computational formula as follows: 

( ) ( ) ( )
( )
∑

∈

+−=
n

x,y
Z d,yxx,yx,y,dC

pW
RLSAD II  (3)

Where left image pixel expressed by ( )x,yLI , right image pixel expressed by 

( )d,yx +RI , the neighborhood window centered by ( )x,y  in left image by Pw , dispar-

ity of corresponding pixel can be written as d, and [ ]maxmin , ddd ∈ , mind  and maxd  

could be computed from the minimum and maximum expected distance in the pair im-
ages; ( )x,y,dCZ SAD denotes matching cost, and the minimal ( )x,y,dCZ SAD  corresponding 
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disparity is ideal disparity. We could get quickly and accurate matching point by the 
following constraints and computational optimization technique in [17]: 

Step1: Pyramid delaminating. The method is built up on the basis of multi-resolution, 
which is the process of coarse-to-fine. High-level pyramid image is average sampled 
by regions of low-level image, which is shown in Fig.5. The method can reduce the 
number of pixels and the disparity search range, which can only search the smaller 
disparity range to finish matching in high-level pyramid. For the disparity range is in 
direct proportion to computational complexity, which can greatly reduce matching 
time and the probability of mismatching in the essence. However, the pyramid layer 
unease too many, otherwise which can lose image detail and increase mismatching. 
As a result, the pyramid layer is equal to one in this paper. 

 

Fig. 5. The pyramid delaminating  

Step2: LoG filter. Marr and Hildreth has proposed Laplace-Gaussian (Laplace of 
Gaussian) edge detection algorithm [18], which is LoG filter. The expression of LoG 
filter is shown as (4). LoG filter has the following two characteristics: (1) filtering out 
high frequency noise; (2) integral of LoG filter is equal to zero, which can remove the 
different photometric of image. In addition, Comparing to ground mobile robot, the 
vision system working environment of BH2 has very few obvious regular characteris-
tics. Therefore, this paper use LoG filter to preprocess image. 
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Step3: Ordering constraint. Stereo matching algorithm follow order constraint, if A in 
the left side of B for left image, then A also in the left side of B for right image, and 
theory of uncrossed disparity could be educed. Supposed there are ( )i,jRI  and 

( )ki,j +RI  in the i -th row of right image, in which k> 0, the disparity of ( )i,jRI  

expressed by ( )i,jd , the disparity of ( )ki,j +RI  expressed by ( )ki,jd + , if 

( )( ) ( )( )ki,ji,j dkjdj +++>+ , ( )i,jRI  and ( )ki,j +RI exists crossed disparity; other-

wise, does not exist. 

Step4: Uniqueness constraint. Uniqueness constraint is that searching for matching 
point on left image, taking right image as reference, matching point with left image 
and reference point with right image should be consistent, which mainly detect occlu-
sion region of stereo image pair, if ( )( ) ( )jidji,jdid ,, LRLRLR −=+ , ( )i,jRI  and 

( )ki,j +RI  is a pair of matching point; otherwise, is not a pair of matching point. 



192 G. Wang, H. Ju, and H. Feng 

3   Algorithm Implementation and Experimental Results 

Due to lack of the actual images of lunar topography and geomorphology, the paper 
uses simulation scene to validate vision system of HazCams. Fig.6 shows three sets of 
experiments results: (a) the original grabbing images (640 × 480); (b) Bayer filtered 
images; (c) the rectifying images (648 × 509); (d) Photometric consistency dense 
matching in turn is as followings: pyramid delaminating, LoG filter, ZSAD matching, 
ordering constraint, and uniqueness constraint in the one layer of pyramid image 
structure (324 × 254).  ZSAD matching window size is equal to 9 × 9 in the experi-
ment, and the disparity is in range 100 to 135. The high precision of disparity map can 
be obtained. The results showed that the paper proposed method well solve poor 
matching problems in low texture or similar texture image regions, which could accu-
rately reconstruct outlines of the regular cobble and the irregular stone, which could 
exactly reconstruct locations of the obstacle. Furthermore, for validating vision sys-
tem of HazCams in partial occlusion region; we placed three stones in the scene. Fig.6 
shows the proposed method could exactly reconstruct locations of the obstacle with 
three stones. The conclusion inferred from the above results is that the proposed 
method is feasible and effective in this paper.  

   

(a) Original grabbing images 

   

(b) Bayer filtered images 

   

(c) Rectifying images 

                               

(d) Disparity map 

Fig. 6. The results of experiment 
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The three sets of actual experimental statistics data are shown in the Table 5: From 
Table 5 and Fig. 6, we could see that the paper proposed method increases has higher 
matching rate and less running time. The above results show that the proposed algo-
rithm is feasible and effective.  

Table 5. The Statistics Data for Experiment Result 

Estimation index Test Ⅰ Test Ⅱ Test Ⅲ 

Mismatch% 8.7% 6.6% 9.6% 
Time(second) 64.91 69.04 68.01 

4   Conclusions 

Firstly, this paper presents a feasible vision system of HazCams for BH2, which am-
plify camera calibration, Bayer filter, image rectification, pyramid delaminating, 
photometric consistency dense matching, and extracting disparity map. Finally, the 
results of experiment with actual test images show the method is effective and can 
adapt to obstacle detection of BH2. In addition, this paper points out the next contin-
ued research work is to apply vision system of HazCams to estimation motion of 
lunar rover BH2, that is, sample stereo images at different time, and the same set of 
3D data perform registration for estimating the movement of BH2. The ground mobile 
robots use wheel encoder, inertia unit to estimate itself movement in general. How-
ever, taking into account BH2 wheels spin easily, side slip when turning; and zero 
drift of the inertia unit, which can produce accumulated error, which can seriously 
affect the results of motion estimation. Visual motion estimation increases the compu-
tational complexity [19]. However, visual motion estimation can obtain more reliable 
result and provide necessary information to autonomous navigation of lunar rover 
BH2. 
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Abstract. This work presents a vision-based obstacle avoidance algo-
rithm for autonomous mobile robots. It provides an efficient solution that
uses a minimum of sensors and avoids, as much as possible, computa-
tionally complex processes. The only sensor required is a stereo camera.
The proposed algorithm consists of two building blocks. The first one is
a stereo algorithm, able to provide reliable depth maps of the scenery
in frame rates suitable for a robot to move autonomously. The second
building block is a decision making algorithm that analyzes the depth
maps and deduces the most appropriate direction for the robot to avoid
any existing obstacles. The proposed methodology has been tested on
sequences of self-captured outdoor images and its results have been eval-
uated. The performance of the algorithm is presented and discussed.

Keywords: Stereo vision, obstacle avoidance, autonomous robot
navigation.

1 Introduction

In this work a vision-based obstacle avoidance algorithm is presented. It is in-
tended to be used in autonomous mobile robotics. However, the development of
an efficient, solely vision-based method for mobile robot navigation is still an ac-
tive research topic. Towards this direction, the first step is to avoid any obstacles
through vision. However, systems placed on robots have to conform to the restric-
tions imposed by them. Autonomous robot navigation requires almost real-time
frame rates from the responsible algorithms. Furthermore, computing resources
are strictly limited onboard a robot. Thus, the omission of popular obstacle de-
tection techniques such as the v-disparity, which require Hough-transformations,
would be highly appreciated. Instead, simple and efficient solutions are demanded.

In order to achieve reliable obstacle avoidance, many popular methods involve
the use of an artificial stereo vision system, due to its biomimetic nature. Stereo-
scopic vision can be used in order to obtain the 3D position of the depicted
objects from two simultaneously captured, slightly misplaced views of a scene.
Mobile robots can take advantage of stereo vision systems as a reliable method to
extract information about their environment [1]. Although stereo vision provides

M. Xie et al. (Eds.): ICIRA 2009, LNAI 5928, pp. 195–204, 2009.
c© Springer-Verlag Berlin Heidelberg 2009
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an enormous amount of information, most of the mobile robot navigation systems
use complementary sensors in order to navigate safely [2]. The use of lasers, pro-
jectors and various other range finders is a commonplace. The goal of this work is
to develop a real-time obstacle avoidance algorithm based only on a stereo camera,
for autonomous mobile robots. The core of the presented approach can be divided
into two separate and independent algorithms:
– The stereo vision algorithm. It retrieves information about the environment

from a stereo camera and produces a depth image, i.e. disparity map, of the
scenery.

– The decision making algorithm. It analyzes the data of the previous algo-
rithm and decides the best direction, i.e. forward, right or left, for the robot
to move in order to avoid any existing obstacles.

Both the algorithms have been modularly implemented in C++. The modular-
ity of the system allows the easy modification, easy debugging and ensures the
adaptability of the overall algorithm. Figure 1 presents the flow chart of the im-
plemented algorithm. Besides the decision made, the implemented system stores
input images and calculated disparity maps for possible later offline use.

Fig. 1. Flow chart of the implemented obstacle avoidance algorithm

2 Related Work

Autonomous robots’ behavior greatly depends on the accuracy of their decision
making algorithms. In the case of stereo vision-based navigation, the accuracy
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and the refresh rate of the computed disparity maps are the cornerstone of its
success [3]. Dense local stereo correspondence methods calculate depth for almost
every pixel of the scenery, talking into consideration only a small neighborhood
of pixels each time [4]. On the other hand, global methods are significantly more
accurate but at the same time more computationally demanding, as they account
for the whole image [5]. However, since the most urgent constraint in autonomous
robotics is the real-time operation, such applications usually utilize local algo-
rithms. Muhlmann et al. in [6] describe a local method that uses the sum of
absolute differences (SAD) correlation measure for RGB color images. Applying
a left to right consistency check, the uniqueness constraint and a median filter,
it can achieve 20 fps. Another fast Slocal AD based algorithm is presented in [7].
It is based on the uniqueness constraint and rejects previous matches as soon
as better ones are detected. It achieves 39.59 fps. The algorithm reported in [8]
achieves almost real-time performance. It is once more based on SAD but the
correlation window size is adaptively chosen for each region of the picture. Apart
from that, a left to right consistency check and a median filter are utilized.

Another possibility in order to obtain accurate results in real-time is to utilize
programmable graphic processing units (GPU). In [9] a hierarchical disparity
estimation algorithm is presented. On the other hand, an interesting but very
computationally demanding local method is presented in [10]. It uses varying
weights for the pixels in a given support window, based on their color similarity
and geometric proximity. However, the execution speed of the algorithm is far
from being real-time. A detailed taxonomy and presentation of dense stereo
correspondence algorithms can be found in [4]. Additionally, the recent advances
in the field as well as the aspect of hardware implementable stereo algorithms
are covered in [11].

In the relevant literature, a wide range of sensors and various methods have
been proposed in order to detect and avoid obstacles. Some interesting details
about the developed sensor systems and proposed detection and avoidance al-
gorithms can be found in [12] and [13]. The obstacle avoidance sensor systems
found in literature can generally be divided into two main categories. The first
category involves the use of ultrasonic sensors. They are simple to implement
and can detect obstacles reliably. On the other hand, the second category in-
volves vision-based sensor systems. This category can be further divided into
the stereo vision systems (which is applied to the detection of objects in 3D)
and the laser range sensors (which can be applied to the detection of obstacles
both in 2D and 3D, but can barely used for real-time detection [14]). As far
as the stereo vision systems are concerned, one of the most popular methods
for obstacle avoidance is the estimation of the so called v-disparity image. This
method requires plenty of complex calculations and is applied in order to con-
front the noise in low quality disparity images [15,16,17]. However, if detailed
and noise-free disparity maps were available, less complicated methods could
have been used instead. Considering the above as a background, the contribu-
tion of this work is the development of an algorithm for obstacle avoidance with
the sole use of a stereoscopic camera. The use of only one sensor and specially
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of a stereoscopic camera diminish the complexity of our system and can also be
easily integrated and interact with with other stereo vision tasks such as object
recognition and tracking.

3 Stereo Vision Algorithm

Contrary to most of the stereo algorithms, which directly use the camera’s im-
ages, the proposed stereo algorithm uses an enhanced version of the captured
images as input. The initially captured images are processed in order to ex-
tract the edges in the depicted scene. The utilized edge detecting method is the
Laplacian of Gaussian (LoG), using a zero threshold. This choice produces the
maximum possible edges. The LoG edge detection method smoothens the initial
images with a Gaussian filter in order to suppress any possible noise. Then a
Laplacian kernel is applied that marks regions of significant intensity change.
Actually, the combined LoG filter, with standard deviation equal to 2, is applied
at once and the zero crossings are found. The extracted edges are, afterwards,
superimposed to the initial images. The steps of the aforementioned process are
shown in Fig. 2. The outcome of this procedure is a new version of the original
images having more striking features and textured surfaces, which facilitate the
following stereo matching procedure.

The depth maps are computed using a three-stage local stereo correspondence
algorithm. The utilized stereo algorithm combines low computational complex-
ity with sophisticated data processing. Consequently, it is able to produce dense
disparity maps of good quality in frame rates suitable for robotic applications.
The main attribute that differentiates this algorithm from the majority of the
other ones is that the matching cost aggregation step consists of a sophisticated
gaussian-weighted rather than a simple summation. Furthermore, the dispar-
ity selection step is a simple winner-takes-all (WTA) choice, as the absence of
any iteratively updated selection process significantly reduces the computational
payload of the overall algorithm. Finally, any dedicated refinement step is also
absent for speed reasons.

Fig. 2. Image enhancement steps of the proposed stereo algorithm
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The matching cost function utilized is the truncated absolute differences (AD).
AD is inherently the simplest metric of all, involving only summations and find-
ing absolute values. The AD are truncated if they excess the 4% of the maximum
intensity value. Truncation suppresses the influence of noise in the final result.
This is very important for stereo algorithms that are intended to be applied to
outdoor scenes. Outdoor pairs usually suffer from noise induced by a variety of
reasons, e.g. lighting differences and reflections. For every pixel of the reference
(left) image, AD are calculated for each of its candidate matches in the other
(right) image.

The computed matching costs for every pixel and for all its potential disparity
values comprise a 3D matrix, usually called as disparity space image (DSI). The
DSI values for constant disparity value are aggregated inside fix-sized square
windows. The dimensions of the chosen aggregation window play an important
role in the quality of the final result. Generally, small dimensions preserve details
but suffer from noise. On the contrast, large dimensions may not preserve fine
details but significantly suppress the noise. This behavior is highly appreciated in
outdoor robotic applications where noise is a major factor, as already discussed.
The aggregation windows dimensions used in the proposed algorithm are 19x19
pixels. This choice is a compromise between real-time execution speed and noise
cancelation. The AD aggregation step of the proposed algorithm is a weighted
summation. Each pixel is assigned a weight depending on its Euclidean distance
from the central pixel. A 2D Gaussian function determines the weights value
for each pixel. The center of the function coincides with the central pixel. The
standard deviation is equal to the one third of the distance from the central pixel
to the nearest window-border. The applied weighting function can be calculated
once and then be applied to all the aggregation windows without any further
change. Thus, the computational load of this procedure is kept within reasonable
limits.

Finally, the optimum disparity value for each pixel, i.e. the disparity map, is
chosen by a simple, non-iterative WTA step. In the resulting disparity maps,
smaller values indicate more distant objects, while bigger disparity values indi-
cate objects lying closer.

4 Decision Making Algorithm

The previously calculated disparity map is used to extract useful information
about the navigation of a robot. Contrary to many implementations that involve
complex calculations upon the disparity map, the proposed decision making
algorithm involves only simple summations and checks. This is feasible due to
the absence of significant noise in the produced disparity map. The goal of the
developed algorithm is to detect any existing obstacles in front of the robot and
to safely avoid it, by steering the robot left, right or to moving it forward.

In order to achieve that, the developed method divides the disparity map into
three windows, as in Fig. 3.

In the central window, the pixels p whose disparity value D(p) is greater than
a defined threshold value T are enumerated. Then, the enumeration result is
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Fig. 3. Depth map’s division in three windows

examined. If it is smaller than a predefined rate r of all the central windows
pixels, this means that there are no obstacles detected exactly in front of the
robot and in close distance, and thus the robot can move forward. On the other
hand, if this enumeration’s result exceeds the predefined rate, the algorithm
examines the other two windows and chooses the one with the smaller average
disparity value. In this way the window with the fewer obstacles will be selected.
The pseudocode of the implemented simple decision making algorithm follows:

Decision Making Pseudocode

for all the pixels p of the central window {
if D(p) > T {
counter++ }

numC++ }
if counter < r% of numC {
GO STRAIGHT }

else {
for all the pixels p of the left window {
sumL =+ D(p)
numL++ }

for all the pixels p of the right window {
sumR =+ D(p)
numR++ } }

avL = sumL / numL
avR = sumR / sumR
if avL <avR {
GO LEFT }

else {
GO RIGHT } }

The values of the parameters T and r play an important role to the algo-
rithm’s behavior. Small values of T in conjunction with small values of r favor the



Stereovision-Based Algorithm for Obstacle Avoidance 201

hesitancy in moving forward, ensuring obstacle avoidance but at the same time
being susceptible to false alarms due to noise. On the other hand, the opposite
scenario is less susceptible to false alarms but may be proven risky. The values
of T and r were empirically defined as a compromise between the two aforemen-
tioned behavioral patterns. The decided values were T = 120 and r = 20%. In
the example of Fig. 3 the number of pixels in the central window whose disparity
value is greater than 120 is 40160 which is more than the 20% of all the window’s
pixels (i.e. 8160). Consequently, the robot is not allowed to move forward and
has to examine the other two possibilities. The robot will decide to turn left as
the left window has smaller average disparity values than the right one.

5 Experimental Validation

The performance of the examined methodology for obstacle avoidance has been
examined by applying it on a sequence of 25 stereo image pairs. The experiments
took place in outdoor scenes and the obstacles were natural elements like trees,
bushes, benches, pavements and other objects found in the captured scenes. Var-
ious single image pairs, as well as routes were captured. That is, the algorithm’s
decision concerning a test pair, dictates the next pairs’ capture position. A series
of such linked pairs comprise a route. All the 25 test image pairs are available
to be freely downloaded from [18]. Figure 4 presents a sample route comprising
of 7 image pairs. For each image pair the reference image is shown on the left,
the calculated disparity map in the middle, and the direction decided by the
algorithm is shown on the right. The decision for each image pair dictated the
camera’s next position, as easily deduced by the sequence of Fig. 4.

Fig. 4. A sample outdoor route and the algorithm’s outputs
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(a) Percentage of the algorithm’s correct de-
cision

(b) Percentage of certainty for the
algorithm’s decisions

Fig. 5. Results of the proposed algorithm

The algorithm’s results, when applied on the 25 test image pairs, are sum-
marized in Fig. 5. Figure 5(a) presents the percentage of the algorithm’s correct
decisions for each possible direction. A correct decision is not only one that
avoids collision with an existing obstacle, but at the same time choses the most
preferable direction. As shown, the algorithm is more than 83% of the times
correct, for any direction. Actually the algorithm has been correct in 23 out of
the 25 cases, i.e. 92% of the times.

On the other hand, the certainty of each decision is of interest as well. Due to
the nature of the proposed algorithm, as presented in the previous sections, the
decision about moving forward is based on some parameters’ values and is totally
independent from the other two possible decisions. Consequently, a measure of
certainty would be meaningful only in the cases of the left or right decisions.
As these two decisions are based on the same heuristic, they can be directly
compared. The certainty cert of a direction’s decision which yields an average
disparity avD1 over the other direction which yields avD2 > avD1 is calculated
as:

cert =
avD2 − avD1

avD2
(1)

The results for the left and right decisions of the algorithm are shown in Fig.
5(b). For each decision the pair’s indicating number as well as the algorithm’s
decision is given. The certainty ranges form 0% for no certainty at all, to 100%
for absolute certainty. The bigger the area defined by the resulting points, the
bigger the algorithm’s overall certainty. However, big values of certainty are not
always achievable. In the extreme case when both the left and the right direction
are fully traversable, the certainty measure would become 0%. Despite this fact,
the certainty is useful. Observing the correlation between false decisions and
certainty values, a threshold could be decided, below which the algorithm should
reconsider its decision.
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6 Conclusion

A vision-based obstacle avoidance algorithm for autonomous mobile robots was
presented. The proposed algorithm requires only one sensor, i.e. a stereo camera,
and a low amount of involved computations. The algorithm’s structure consists
of a specially developed and optimized stereo algorithm that produces noise-free
depth maps, and a computationally simple decision making algorithm. The de-
cision making algorithm avoids complex calculations and transformations. Con-
sider as an example, the case of the popular v-disparity implementation where
Hough-transformation is needed in order to compensate for the low quality dis-
parity maps. On the other hand, simpler than the proposed direction deciding
algorithms fail to yield correct results. In this case, consider an algorithm where
the three windows of Fig. 3 are treated equally and the smallest average dis-
parity is sought. This methodology is doomed to fail in the case, among many
others, where only a thin obstacle is close to the robot and other obstacles are
in medium range. Such a naive algorithm would chose the direction towards the
close thin obstacle, avoiding the medium ranged obstacles.

The proposed methodology has been tested on sequences of self-captured out-
door images and its results have been evaluated. Its performance has been pre-
sented and discussed. The proposed algorithm managed to avoid the obstacles
successfully in the vast majority of the tested image pairs. Despite its simple cal-
culations, both during the disparity map generation and the decision making, the
algorithm exhibited promising behavior. The simple structure and the absence of
heavy computational payload are characteristics highly desirable in autonomous
robotics. The real-time collision-free navigation of autonomous robotic platforms
is the first step towards the accomplishment of more complex activities, e.g. path
planning and mapping of an area. Consequently, the proposed algorithm is suit-
able for autonomous robotic applications and is able to provide real-time obstacle
avoidance behavior, based solely on a stereo camera.

Acknowledgments. This work was supported by the E.C. funded research
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Abstract. Rao-Blackwellized particle filters simultaneous localization and 
mapping can yield effective results but it has the tendency to become inconsis-
tent. To ensure consistency, a methodology of an unscented Kalman filter and 
Markov Chain Monte Carlo resampling are incorporated. More accurate nonlin-
ear mean and variance of the proposal distribution are obtained without the  
linearization procedure in extended Kalman filter. Furthermore, the particle im-
poverishment induced by resampling is averted after the resample move step. 
Thus particles are less susceptible to degeneracies. The algorithms are evaluated 
on accuracy and consistency using computer simulation. Experimental results 
illustrate the advantages of our methods over previous approaches.  

Keywords: Simultaneous localization and mapping (SLAM), Rao-Blackwellized 
particle filters (RBPF), unscented Kalman filter (UKF), Markov Chain Monte 
Carlo (MCMC), consistency. 

1   Introduction 

Simultaneous Localization and Mapping (SLAM) is the process by which a robot can 
build a map of the environment and concurrently locate itself with respect to the map. 
Historically the earliest probabilistic SLAM algorithm was introduced by Smith  
et al.[1]. A fully correlated posterior estimate based on extended Kalman filter (EKF) 
has the weakness of computational complexity, nonlinearity and data association. In 
large-scale environments, it is difficult to avoid inconsistency [2].  

Rao-Blackwellized particle filter (RBPF) was introduced by Murphy [3] as an effi-
cient solution to the SLAM problem. Montemerlo et al.[4] subsequently extended this 
frame. The approach uses a particle filter in which each particle carries an individual 
map of features. The posterior over robot pose states are represented by particles, and 
each individual feature is estimated using a separate low-dimensional EKF. RBPF 
SLAM is also called FastSLAM due to its computational advantages over the plain 
EKF SLAM. An alternative approach is based on expectation maximization algorithm 
to address the correspondence problem. Thrun has employed it in occupancy grid 
maps learning with forward sensor models [5] . 

The conventional RBPF SLAM has some drawbacks that lead to filter divergence. 
First, the classical extended Kalman filter is employed in RBPF SLAM to compute 
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the proposal distribution. Due to linearization errors, large errors in the true posterior 
mean and covariance is introduced. Second, at the particle resampling step, a few 
highly weighted samples are copied many times. Since resampling is repeated fre-
quently, the pose history and map estimate associated with each particle tend to be-
come identical. Due to the above two reasons the filter insufficiently encodes uncer-
tainty in the estimation. It is revealed in [6] that RBPF SLAM can produce accurate 
results but will always underestimate its uncertainty in the long-term. Several re-
searches on consistency improvement can be found in [7, 8].   

In this paper we describe a new sampling strategy for RBPF SLAM which im-
proves the consistency of the estimation and the diversity of the samples. The ap-
proach uses the unscented Kalman filter (UKF) to compute the proposal distribution, 
which averts the linearization error. A Markov Chain Monte Carlo (MCMC) move 
step is incorporated to combat the particle depletion after resampling. 

The remaining of the article is structured as follows. In the next section, we review 
the original particle filtering SLAM briefly and analyze the consistency issue. In  
Section 3, we explain the UKF and MCMC resampling，detailing the combined idea 
of the two algorithm. Section 4 provides an illustrative evaluation example for com-
parison with the previous approaches. 

2   Problem Statement 

2.1   RBPF SLAM 

From a probabilistic perspective, SLAM involves estimating the posterior over the 
entire path along with the map concurrently.  

1: 1: 1:( , | , )t t tp x M z u  . (1)

Here , , ,[ , , ]t v t v t v tx x y φ= is the pose at time t , Μ is the map, 1: 1[ ,..., ]T
t tz z z=  and 

1: 1[ ,..., ]t tu u u=  are the measurements and controls respectively. 

It is feasible to reduce the sample-space by applying the Rao-Blackwellization, 
whereby a joint state is factored into a vehicle component and a conditional map 
component. 

1: 1: 1: 1: 1: 1: 1: 1: 1: 1: 1:
1

( ,M | , , ) ( | , , ) ( | , , )
N

t t t t t t t t n t t t
n

p x z u c p x z u c p m x z c
=

= ∏ . (2)

Given the robot path, landmarks are conditionally independent, and each is estimated 
by a small constant-size extended Kalman filter (EKF). 1:tc  are the correspondences of 

measurements and landmarks in the map.  
The basic idea is to employ sequential importance sampling with resampling 

(SISR). The current generation of samples is drawn from the last generation, by sam-
pling from a proposal distribution. i.e.: 

( ) ( )
1~ ( | , , )i i

t t t t tx x x u zπ − . (3)
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Next, FastSLAM updates the posterior over the feature estimates using EKF. Accord-
ing to the measurement likelihood [8, 9], an individual importance weight ( )i

tw  is 

assigned to each particle. 

( ) ( ) ( )
( ) ( ) 1

1 ( ) ( )
1: 1 1: 1:

( | ) ( | , )

( | , , )

i i i
i i t t t t t

t t i i
t t t t

p z x p x x u
w w

q x x z u
−

−
−

∝  . (4)

In a final step, particles are resampled according to their weights in order to give more 
presence to highly-weighted samples. 

2.2   Consistency Analysis 

Consistency means unbiased estimate and estimate variance can be acquired. For an 
available ground truth tx and an estimated mean and covariance ˆ{ , }t tx P  , we can use 

the normalized estimation error squared (NEES) to carry out the consistency test. 

1
t ˆ ˆ( )t t t t tx x P x xε −− −T

＝( )  . (5) 

For the 3-dimensional vehicle pose, a consistent filter over 50 Monte Carlo runs 
should have an NEES less than 3.72 with 95% probability. Details about measuring 
consistency of a filter via the average NEES can be found in [6]. 

In the implementation of the algorithm, EKF is used in the prediction step, which 
can be viewed as providing “first-order” approximations to the optimal terms. The 
linearization, however, can introduce large errors in the true posterior mean and co-
variance of the transformed random variable, which can lead to particle degeneration. 
In this case, resampling is in need. 

Whenever resampling is performed, for each particle replaced, an entire pose his-
tory and map hypothesis is lost for ever. This depletes the number of samples repre-
senting past poses and consequently erodes the statistics of the landmark estimates 
conditioned on these past poses. Such phenomena become worse as time goes on. 
Since particle filtering is always susceptible to particle impoverishment (i.e. the num-
ber of distinct particles decrease) the covariance P of samples will decrease. Thus the 
NEES will increase.  

In a nutshell, filter inconsistency can be induced by particle degeneracies. On one 
hand, linear error in proposal distribution produce particles with skewed weights, on 
the other, samples tend to become degenerate after repeated resampling. 

3   Improvement on RBPF SLAM 

Particle degeneracy can have negative effect on estimation consistency, and the loss of 
sample diversity induced by repetitive resampling is also an essential reason for incon-
sistency. First, improvement is made on proposal distribution to produce tighter mean 
and covariance estimates. The unscented Kalman filter is utilized. Furthermore, a 
MCMC move step is incorporated after resampling to recover the diversity of samples. 
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3.1   Improved Proposal Distribution 

As described in Section 2, one needs to draw particles from a proposal distribution 
π in the prediction step. The optimal proposal distribution takes not only the control 
command but also the measurement tz  into account. According to Doucet [9], the 

distribution can be produced by the EKF. Due to the high nonlinear nature of the 
vehicle and sensor models, the effects of linearization required in this approach will 
yield inaccurate proposal distribution.  

One deterministic approach for the nonlinear propagation of means and covari-
ances is the UKF algorithm. The state distribution in UKF is specified using a  
minimal set of carefully chosen samples (sigma points [ ]iχ and weights) 

[ ] ˆ ˆ{ } [  ( ( ) ) ]i
in Pχ χ χ λ= ± + . The nonlinear model is applied to each point, and the 

weighted statistics of the transformed points capture the posterior mean and covari-
ance accurately to the 3rd order for any nonlinearity [10]. Its efficient implementation 
lies on the elimination of the derivation and evaluation of Jacobian matrix. How to 
choose the sigma points and their weights can be found in [11]. The computational 
complexity of the UKF is the same order as that of the EKF [12] . 

In the application to the SLAM problem, the sigma points are first passed through 
the motion model to predict a prior mean and covariance. When observation is made 
the UKF can be further used to update the first and second order statistics of the dis-
tribution. More accurate estimation of the proposal distribution is achieved. Thus, 
degeneracies in the weights of particles are much less likely to occur.  

3.2   MCMC Methods 

The MCMC methods can be used to increase the diversity of particles. Assume that 
particles are distributed according to a posterior *

0: 1:( | )t tp x z , then applying a Markov 

chain transition kernel with invariant distribution, still results in a set of samples dis-
tributed according to the posterior of interest *

0: 1:( | )t tp x z . The transition satisfies: 
* *

0: 0: 0: 1: 0: 1:( | ) ( | ) ( | )t t t t t tK x x p x z p x z=∫ . However, the new particles might have been 

moved to more interesting areas of the state-space. It is essential to construct the ker-
nel. The standard methods include Gibbs sampler and Metropolis Hastings (MH) 
algorithms [13, 14]. 

We use the MH algorithms on each particle after resampling as follows: 
For 1i = to N  

1) Sample the proposal candidate ( )
1~ ( | )i

t t tx p x x − ; 

2) Draw u from the interval [0,  1]  according to uniform distribution; 

3) If ( ) *( )min{1, ( | ) / ( | )}i i
t t t tu p z x p z x< , then accept the move: ( ) ( )i i

t tx x= , else 
( ) *( )i i
t tx x= . 

3.3   Unscented MCMCPF SLAM  

The Unscented MCMC particle filter (UMCMCPF) is done by performing the follow-
ing steps: 
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We assume that, at time 1t − , the joint state is represented by 
(i) (i) (i) N
t-1 0:t-1 0:t-1 0:t-1 i{w ,x ,p(M|x ,z )} . 

1) Generate augmented mean and covariance sigma points 

( ) ( )
1 1 t tˆ (  v  r )i a i T T

t tx x −=
－

 . (6)

( )
1

( )
1

0 0

0 0

0 0

i
t

i a
t t

t

P

P Q

R

−

−

⎛ ⎞
⎜ ⎟= ⎜ ⎟
⎜ ⎟
⎝ ⎠

 . (7)

where tv is the process noise, which has the covariance of tQ ， tr is the measurement 

noise with covariance of tR . 

2) Generate sigma points 

( ) ( ) ( ) ( ) ( ) ( )
1 1 1 1 1 1ˆ ˆ ˆ[  ( )  ( ) ]i i i i i i

t t t t t tx x L P x L Pα α α α α αχ λ λ− − − − − −= + + − +  . (8)

3) Pass sigma points through motion model and compute Gaussian statistics 

( ) ( ) ( )
| 1 1, 1,( , , )x i x i v i

t t t j t j tf uχ χ χ− − −=  . (9)

2
( ) ( ) ( )
| 1 , | 1

0

ˆ
L

i m x i
t t j j t t

j

x w χ− −
=

=∑  . (10)

2
( ) ( ) ( ) ( ) ( ) ( )
| 1 | 1, | 1 | 1, | 1

0

ˆ ˆ( )( )
L

i c x i i x i i
t t j t t j t t t t j t t

j

P w x xχ χ Τ
− − − − −

=

= − −∑  . (11)

4) Predict observations at sigma points and compute Gaussian statistics 

( ) ( ) ( )
| 1 | 1 | 1( , )i i x i n

t t t t t tZ h χ χ− − −= . (12)

2
( ) ( ) ( )
| 1 | 1,

0

ˆ
L

i m i
t t j t t j

j

z w Z− −
=

=∑ . (13)

5) Update mean and covariance 

| 1,

2
( ) ( ) ( ) ( ) ( )

ˆ ˆ | 1 | 1, | 1
0

ˆ ˆ( )( )
k k t t j

L
c i x i i i T

z z j t t t t j t t
j

P w Z z Z z
− − − −

=

= − −∑  . (14)

2
( ) ( ) ( ) ( ) ( )

| 1, | 1 | 1, | 1
0

ˆ ˆ( )( )
k k

L
c i i i i T

x z j t t j t t t t j t t
j

P w x xχ χ− − − −
=

= − −∑  . (15)

1
ˆ ˆt t t tt x z z zK P P−=  . (16)

( ) ( ) ( )
| 1 | 1ˆ ˆ ˆ( )i i i

t t t t t t tx x K z z− −= + −  . (17)
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( ) ( )
ˆ ˆ| 1

ˆ
t t

i i T
t t t t z z tP P K P K−= −  . (18)

6) Sample from the proposal  

( ) ( ) ( ) ( )
1 1( | , )

N
i j i j

t t t t tx w q x z x− −∼∑
j =1

 . 

where ( ) ( ) ( ) ( )
1 ˆ( | , ) ~ ( , )i i i i

t t t t tq x z x N x P− . 

(19)

7) Measurement update  
For each observed feature, update the mean and covariance according to the drawn 

pose and the observation. 
8) Importance weight: Calculate the importance weight for the new particle. 
9) Resampling 

Our algorithm follows the approach proposed by Doucet et al. [9] to calculate the 
effective number of particles effN to evaluate how well the current particle set repre-

sents the true posterior. This quantity is computed as 

( ) 2

1

1

( )
eff N i

ti

N
w

=

=
∑

 . (20)

The worse the degeneracy the lower the effN  will be. This adaptive resampling re-

duces the frequency at which resampling takes place. Stratified resampling is imple-
mented when effN drops below the threshold of 75%N . 

10)  MCMC move 
MH sampling is implemented and an equal weight of 1/ N is assigned to each 

particles.  
11)  State estimation  

( ) ( )

1

N
i i

t t t
i

x x w
=

=∑ . (21)

4   Simulation Experiments 

4.1    Motion Model and Measurement Model  

The robot motion model is depicted in Figure 1. The robot state is represented by 3 
variables as [ , , ]v v v vX x y φ= . The motion model determines the location state of  

the robot and the state of landmarks. The control set provides an estimate of the 
velocities ( , )u v α= , including a linear velocity and a rotational velocity with white 

Gaussian noise. The state of the robot can be predicted via the odometry motion 
model: 
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－ －

 . (22)

Here tΔ  is the fixed duration to carry out the control, L  is the wheelbase of the vehi-
cle and α  is the steering angle. 

 

Fig. 1. Vehicle motion model 

Under the hypothesis that the environment is static, the feature will stay un-
changed, the state of which is as follows: 

1

1

t t

t t

x x

y y

⎡ ⎤ ⎡ ⎤
=⎢ ⎥ ⎢ ⎥

⎣ ⎦ ⎣ ⎦
－

－

 . (23)

The robot commonly observes the range r and bearing θ  to nearby landmarks using a 
laser scanner. Assuming that the current landmark position stored in the map is writ-
ten as ( , )o ox y , the vehicle pose is described as ( , , )v v vx y φ , and the measurement noise 

in range and bearing is represented by ( , )T
r θε ε ε= . The measurement function can be 

written as the following matrix function: 

2 2

1

0

( ) ( )

( )
tan

o v o v
r

o t o v
v

v

x x y y
r

z h x y y

x x
θ

ε
ε

εθ φ−

⎡ ⎤− + −
⎢ ⎥ ⎡ ⎤⎡ ⎤

= = + = +⎢ ⎥⎛ ⎞− ⎢ ⎥⎢ ⎥ −⎣ ⎦ ⎣ ⎦⎜ ⎟⎢ ⎥−⎝ ⎠⎣ ⎦

 . (24)

4.2   Simulation Results 

In the simulation experiments, the vehicle velocity is 3 /v m s= , the control noise 
is 0.3 /v m sσ = , 3γσ = °  .The observation model used 0.1r mσ = , 1θσ = ° . Controls 
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are updated at 40 Hz and observation scans are obtained every 5 Hz. Experiments 
were performed in the simulated 250m×200m environment consisting of 35 2-D point 
features. Additionally, known data association is considered. 

 Simulations were performed with 100 particles. Each run involved one loop trajec-
tory. All results were obtained by averaging 50 Monte Carlo trials under the same 
conditions. Due to the comparison and a second time sampling in the MCMC move 
step, the computational complexity is increased. 

 

Fig. 2. Root-mean-square of location error. This figure shows the root-mean-square along the 
x-axis component of the vehicle position estimate for the RBPF SLAM (dotted line with cross) 
versus that of the UMCMCPF SLAM (solid line). 

 

Fig. 3. Number of distinct particles. This figure depicts the number of distinct particles of the 
RBPF SLAM (dotted line with cross) and that of the UMCMCPF SLAM (solid line). 

By comparing the root-mean-square between the traditional RBPF SLAM2.0, 
RBPF SLAM2.0 incorporated with unscented MCMC, Figure 2 shows that the loca-
tion error of UMCMCPF SLAM is smaller than the traditional method over time. An 
estimate of the rate of loss of particle diversity is obtained by the number of distinct 
particles. It can be appreciated from Figure 3 that UMCMCPF SLAM exhibits sig-
nificant improvement over RBPF SLAM. The NEES results in Figure 4 indicate that 
UMCMCPF SLAM stays consistent for a long term, whereas RBPF SLAM becomes 
optimistic after 70 seconds shown.  
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Fig. 4. Comparison of the NEES of the RBPF SLAM (dotted line with cross) and that of the 
UMCMCPF SLAM (solid line). The horizontal dashed line indicates the upper bound of the 
95% probability concentration region for a consistent filter. 

5   Conclusions 

Upon analysis we have concluded that the inconsistency of RBPF SLAM is in large 
part due to particle degeneracies and depletion. By applying the UKF to the vehicle 
states we obtain more accurate proposal mean and variance estimate, leading to more 
evenly weighted particles. So there is less need for resampling. The second method, 
an MCMC resampling, improves the diversity of the trajectory samples. In the pre-
sented approach, it is possible to maintain consistency in the long-term. Results of 
simulation experiments show that our approach leads to reductions in estimation error 
and improved consistency over previous approaches. It is preferable in performance 
and implementation. 
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A Deceleration Assistance Control for Collision 
Avoidance Based on Driver's Perceptual Risk 
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Abstract. It is important to judge necessity of deceleration assistance as earlier 
as possible and initiate the assistance naturally in order to reduce rear-end 
crashes. On the other hand, we have derived a mathematical model of driver’s 
perceptual risk of proximity in car following situation and successfully derived 
driver deceleration model to describe deceleration patterns and brake initiation 
timing of expert driver. In this research, an deceleration assistance control for 
collision avoidance will be proposed based on the formulated braking behavior 
models of expert drivers to realize smooth, secure brake assistance. It will be 
shown that the proposed control method can generate smooth profile for various 
conditions. In addition, experimental results using a driving simulator will show 
validity of the proposed system based on subjective evaluation. 

Keywords: Collision avoidance, deceleration assistance control, automotive 
safety, perceptual risk. 

1   Introduction 

To reduce and mitigate crashes in road traffic, driver assistance systems such as warn-
ing system and pre-crash safety system have been developed. Let us consider a sce-
nario in which a driver follows a car in the same lane as shown in Fig.1. Rear-end 
crash occurs when the driver does not notice the approach of the preceding car due to 
driver’s errors etc. In the view point of preventive safety, deceleration assistance 
control is effective when collision risk is high and it is difficult for the driver to avoid 
it. On the other hand, driver can feel anxiety or nuisance against the system if the 
initiation timing of automatic brake and/or deceleration profile is not appropriate and 
it may make the system inefficient. Thus, in order to realize an acceptable and effi-
cient system, it is important to know characteristics of comfortable deceleration be-
havior and apply them to deceleration assistance system. 

Recently, several research studies have been conducted on driver’s deceleration 
behaviors including collision risk for application to driver assistance system. Kondoh 
et al. investigate the risk perception and showed that it can be represented by TTC 
(Time-to-collision) and THW(Time-Headway) [1]. Isaji et al.[2] and Wada et al.[3] 
have proposed a performance index of approach and alienation, KdB as a model of 
driver’s perceptual risk of a preceding vehicle based on area change of preceding  
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Gap  D

Vo Vp

 

Fig. 1. Car following situation 

vehicle on driver’s retina and its another version, KdB_c. These indices have been ap-
plied to modeling of braking behaviors of expert drivers [4]. Kitajima et al. have sur-
veyed such evaluation indices concerning rear-end collision risk [5].  

On the other hand, there are researches concerning design and evaluation of colli-
sion avoidance system and ACC(Adaptive Cruise Control) system. For example, 
Goodrich et al. [6] characterized the behavior in a phase plane of TTC vs. THW. 
Bareket et al. have evaluated efficacy of ACC based on Gipps model that is a car-
following model in traffic engineering [7]. Hiraoka et al. derived car-following model 
for realizing comfortable ACC system by applying concept of minimum jerk model to 
longitudinal vehicle behavior [8]. Suzuki et al. proposed a method to estimate driver 
status in car following situation and its application to driver assistance system [9]. It is 
important to introduce driver’s perceptual risk described before into its design of such 
driver assistance systems in order to realize comfortable and secure system. To im-
plement this concept, we have proposed a deceleration control method of automobile 
based on the perceptual risk [10][11]. 

A deceleration assistance control method will be proposed for preventing rear-end 
crash based on an expert driver's deceleration model derived from driver’s perceptual 
risk. Initiation timing of brake assistance will be determined by driver’s brake initia-
tion timing model. Final target status of two vehicles, say, convergence distance by 
the braking system will be determined based on driver’s risk model. Finally, decelera-
tion profile connecting the brake initiation timing and final target status will be de-
termined by driver’ deceleration pattern model. Validity of the proposed control 
method will be shown by the experiments using a driving simulator. 

2   Deceleration Behavior Model of Expert Drivers Based on 
Perceptual Risk 

2.1   Index of Perceptual Risk of Proximity 

In car following situation as shown in Fig. 1, the driver evaluates the risk against 
approach of the preceding car appropriately and realizes safe driving by operating 
pedals and a steering wheel based on the perceived results. So far, we have hypothe-
sized that drivers detect the approach of the preceding car and recognize the risk by its 
area changes on the retina and determine the operation of deceleration based on it and 
a perceptual risk index KdB has been derived as eq.(1) [2],[3]. 
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where D denotes gap between two vehicles. Relative velocity Vr is defined as eq.(2) 
using velocity of the preceding vehicle Vp, and velocity of the following vehicle Vo. 
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We call this variable KdB “performance index for approach and alienation” at the mo-
ment of the driver’s operation such as deceleration and acceleration. Index KdB is 
increased when the preceding car is approaching relatively to the following car as 
similar as increase of the driver’s visual input. Index KdB is increased when the driver 
does not react to this regardless of cause of risky conditions such as low arousal level, 
inattention or other reasons depending on driver’s status. It has been shown that KdB 
can discriminate between braking behaviors of normal safe driving and those in crash 
accidents that are extracted from micro data of crashes [2], [3]. In addition, it has been 
also shown that KdB can be a trigger to transit following mode to deceleration mode 
in the case that driver’s following behavior is modeled by mode transition model 
based on hybrid dynamical system [9]. 

In addition, another perceptual risk index KdB_c has been proposed as eq.(3) by in-
troducing effect of changes of perceptual risk by preceding vehicle’s velocity into 
account and it has been shown that it can formulate brake initiation timing [4]. 
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2.2   Model of Expert Driver’s Deceleration Pattern 

Model of Deceleration Profile 
Tsuru et al.[11] and Wada et al.[10] showed that deceleration pattern of expert drivers 
can be characterized using risk index KdB as follows based on the results of the ex-
periments with real cars. 

P1) Index KdB is changed with the same slope dKdB/dD=dKdB(tbi)/dD as in phase I or 
constant slope phase in Fig. 2. 

P2) Constant deceleration is held after peak deceleration until Vr=0. as in phase II or 
constant deceleration phase in Fig. 2. 

 
Deceleration Model of Constant slope phase 
Expert driver’s deceleration behavior was modeled by constant slope feature(P1) and 
the peak hold feature (P2). The peak hold feature is difficult to be installed in the 
automatic braking system due to lack of robustness against situation changes. Thus, 
let us focus on P1 for applying deceleration profile generation method. 
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Fig. 2. Schematic image of expert driver’s deceleration model 

Suppose that we deal with only approaching condition because we are considering 
deceleration assist system. And assume that 1|/104| 37 ≥×× DVr

 is satisfied. In this 

case, deceleration profile model and its integration form, say, relative velocity profile 
can be given eqs.(4) and (5). 
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Constant relative velocity situation 
For the sake of simplicity, we deal with the situation approaching to a preceding car 
driving with a constant velocity. In this situation, relative deceleration is zero until 
braking behavior of the following car’s driver. Based on the assumption, substituting 

0)( =bir tv&  into eqs.(4) and (5) leads to eqs.(6) and (7), respectively. 
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where d(t)=D(t)/D(tbi). The derived deceleration profile results in collision with Vr = 0 
under the given assumptions as long as the calculated deceleration can be generated, 
that is, the state is uniquely converged to its equilibrium point  [Vr, D]T = [0, 0]T. Very 
smooth deceleration profile can be obtained with only simple calculation of eq.(6) [10].  
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2.3   Model of Expert Driver’s Deceleration Timing 

We have analyzed expert drivers’ braking timing with experiments with real cars and 
it has been shown that brake judgment line eq.(8) can describe timing of expert driver 
based on the index KdB_c. 

 0log)(),,( 10_ =−−= cDbaKDVV cdBprφ                          (8) 

The coefficients a, b, and c are determined so that the approximated error of the equa-
tion is minimized in terms of least squares. For the experimental results with test 
drivers, a=0.2, b=-22.66, c=74.71 were obtained. 

It has already been shown that the judgment line of brake initiation can discrimi-
nate between normal safe driving and micro data of crashes very well. Probability that 
the plots for the normal driving were located in the upper area than the line is 
0.00694. On the other hand, for the crash data, probability that the crash data was 
located lower than the line is 0 [4]. 

By solving eq.(8) by D, the gap when brake initiation timing is obtained as eq.(9) 
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Fig. 3 illustrates relationship between the gap at brake initiation and Vr for each Vp 
by eq.(9). As seen from this, Larger gap can be obtained in larger Vr and larger Vp. 
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Fig. 3. Relationship between gap at brake initiation and relative velocity 

3   Deceleration Control Method for Collision Avoidance Based on 
Perceptual Risk 

The proposed system aims that the vehicle equipped with the system starts to deceler-
ate automatically and avoid collision if the driver does not decelerate or decelerates 
insufficiently even in high risk situation against the preceding vehicle by driver’s 
failure etc.  
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3.1   Determination of Brake Initiation Timing 

Brake judgment model obtained in the previous section is an averaged result of 
driver’s brake initiation. Thus, drivers might rely on the system excessively and do 
not act any braking because the system starts to brake automatically just when the 
driver will start brake if the model is employed as brake initiation algorithm without 
any change and it works perfectly. In addition, there are individual differences in 
brake initiation timing. For example, aggressive drivers start to brake in more risky 
situations. Thus, it is important to take individual differences of brake initiation into 
account in brake initiation judgment to avoid discomfort.  

Therefore, brake assist control is initiated when the state enter the dangerous status 
defined by eq.(10) by adding an offset of the line Δc to eq.(8) as follows: 

}),,(|],,{[ cDVVDVV prprdangerous Δ≥=Ω φ                           (10) 

where Δc is determined by taking individual difference into account. Let us consider 
the effect of the offset cΔ . By soloving cφ = Δ  by D yields the eq.(11). This shows 

Δc =1 decreases the gap by a factor of 0.731. 
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3.2   Determination of Final Target Status [12] 

Final converged status of two vehicles after collision avoidance by deceleration assist 
is important because it affects driver’s recovering behavior after the assist and periph-
eral traffic flow especially for the system that works during relatively earlier stage. In 
this paper, the final target status will be determined based on driver’s perceptual risk.  

Function φ (Vr, Vp, D) defined in eq.(8) can be understood as driver’s perceptual 
risk of collision. Eq.(9) with assumption of 0>+− pr aVV  yields eq.(12). 

0log)104(log10),,( 103
7

10 =−−
+−

××= cDb
D

aVV
DVpVr prφ             (12) 

Here, let us consider a method to determine the target converged status by specifying 
driver’s perceptual risk at the final status. Namely, the driver’s risk at the converged 
status is specified as eq.(13) by taking safe margin Δd into account. 

 
}),,(|],,{[ dDVVDVV prprconv Δ==Ω φ                                  (13) 

Now, also assume that Vr =0 at the converged status. Therefore, converged gap satis-
fying eq.(13) is calculated as eq.(14) given Vr=0 and current Vp. 
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Namely, converged gap is determined by specifying preceding car’s velocity Vp. As 
seen from equation, Dconv=0 at Vp=0. So, eq.(15) is derived by adding gap offset  
ΔD>0. 
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                                 (15) 

By setting target converged gap as eq.(15), converged status can be determined as [Vr, 
Vp, D]T = [0, Vp,Dconv]

 T, dDVpVr Δ≤),,(φ  is realized. 

3.3   Generation of Deceleration Pattern 

Let us consider a way to generate deceleration pattern based on the formulated expert 
driver’s deceleration profile P1, say constant slope feature as eq.(6). Namely, velocity 
control based on eq.(7) is employed. It should be noted that the profile calculated by 
eq.(7) has a equilibrium point [Vr , D]T=[0, 0]T. Thus, we need to have a way to 
change the equilibrium to [Vr , D]T = [0, Dconv]

T . Let us define variable δ as eq.(16). 
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Replacing d(t) by this δ(t) yields a new desired velocity profile eq.(17). 

{ }))(1(3exp)()()( 3 tttVtVr bir δδ −=                                        (17) 

As seen from the equation, the following car always decelerates in approaching 
condition Vr<0 and the equilibrium point is represented as [Vr,δ]T=[0, 0]T. 

3.4   Procedure of Deceleration Assistance Control 

Consequently, the following control method has been obtained for deceleration assis-
tance control for collision avoidance: 

1)φ (Vr, Vp, D) is calculated in real-time from measured Vr(t), D(t) and Vp(t). 
Brake control starts when the status is judged as dangerous status by eq.(10) 

2) Desired relative velocity can be determined by the profile model eq.(17). 
3) The brake control terminates if Vr >= 0.  

Acceleration command from the given velocity profile is generated by the following 
simple method as an example: 
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d

rp −−= ,                                          (18) 

where kp is feedback gain. 
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3.5   Simulation Results of Proposed Deceleration Assistance Control 

In order to show the effectiveness of the proposed deceleration assistance control, 
some numerical simulations are performed with the sequences given in Section 3.4. 
Fig. 4-(a) illustrates the behavior of the proposed control method in approaching to 
the preceding car driving at 40km/h with a constant relative velocity of Vr=-40km/h. 
As seen in the figure, it is found that smooth velocity profiles are realized and they 
avoid the collision. As same as the results of the method proposed in literature [10], 
deceleration is relatively increased rapidly just after the brake initiation, and then 
smoother profile realizes the target velocity. Fig. 4-(b) illustrates the sudden decelera-
tion situation in order to see the effectiveness of the robustness of the proposed 
method. In the initial state, the following vehicle and the preceding vehicle drive at 
40km/h with gap D=25m. At t=2s, the preceding vehicle starts to decelerate in -2m/s2 
then stopped. From this result, it is found that the proposed deceleration method can 
realize smooth deceleration and avoid collision even in such a situation including 
deceleration of the preceding car. 

           
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Fig. 4. Simulation results 

4   Experiments Using Driving Simulator 

A fixed-base driving simulator developed by Kagawa University was utilized for the 
experiments. A 100inch screen and two 80inch screens are located in front of the 
cockpit. Distance from driver’s eyes to the main screen is 2.3m in depth. Visual angle  
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by the three screens is about 140deg. Vehicle motion is calculated by vehicle dynam-
ics simulation software CarSim based on driver’s operation  

Experimental scenario was car following situation in a lane as shown in Fig. 1. A 
following car with constant velocity approached to the preceding car that drives in a 
constant velocity. Following car always drives faster than the preceding car. Partici-
pants sit on the driver’s seat and take driving posture and step on the gas pedal even 
though the operation is not reflected to the vehicle motion and the car drives at con-
stant velocity automatically. After that, the following car started to decelerate auto-
matically based on the proposed control method. As the experimental conditions, the 
preceding car velocity was Vp=40, 60, 80km/h and there are three conditions for rela-
tive velocity as Vr=-20, -40, -60km/h for each Vp condition. Order of the experimen-
tal conditions was randomized.  

Participants were observed deceleration of the following vehicle by the proposed 
control method and asked to evaluate subjectively the converged status, say, the con-
verged gap of two vehicles after termination of the deceleration control based on the 
five levels of 1) near, 2)slightly near, 3) good, 4)slightly far, 5) far after each trial. 
Participants were five male students of Kagawa University of 21 to 24 yrs. Parameters 
in the control method were set as Δc = Δd = 0. The offset for the converged gap was 
set as ΔD=5m based on the rehearsal experimental results. 

Fig. 5 shows subjective evaluation results of all participants. For almost all condi-
tions, the participants evaluated as “good”. There was some participants who evalu-
ated “slightly near” in Vr=-40, -60km/h conditions. This implies that deceleration 
profile to the converged status affects driver’s perceptual risk even for the same con-
verged status. In addition, distance feeling of the driving simulator can be another 
reason of that. In addition, all participants have positive comments about the total 
deceleration patterns from free comments. This shows that the proposed method real-
ize smooth deceleration control for overall. 
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Fig. 5. Experimental Results 
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5   Conclusion 

A new deceleration assistance control to avoid rear-end collision was proposed based 
on driver’s perceptual risk that works also in relatively low emergency level. The 
simulation results showed that smooth profile can be generated appropriately with the 
proposed method. In addition, almost good results were obtained about converged 
status by the subjective evaluation in the simulator experiments. However, it is found 
that some participants evaluated the same target status differently in the case of the 
different deceleration profiles. This implies that the deceleration profile affects the 
driver’s perceptual risk largely. 

 Investigation of robustness of the proposed method in the relatively risky condi-
tions will be important future work. Namely, the it is important to show the affinity of 
the system with the conventional driver assistance system by investigating the  
covered range of the collision risk by the system. Furthermore, it is also one of the 
most important future studies a method to avoid driver’s over-trust including human 
machine interface. 
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Abstract. This paper discusses design of a driver support system for managing 
risks of crashes due to another vehicle’s cut-in. In study 1, we investigate to 
what extent changing of the target can be automated when a vehicle is cutting 
in. Experimental results suggest that the autonomous target change may be ac-
ceptable for drivers. In study 2, we discuss about reducing driver annoyance 
with information given from the system if "providing information only" design 
is employed. The idea is that such information is inhibited when a driver is 
aware of the situation. A prototype method to detect driver's "preparedness" to 
hit the brake is shown.  

Keywords: Human-computer collaboration, human-machine interface, human-
centered design, automobile, driver monitoring. 

1   Introduction 

When road traffic is congested, it is often observed that a vehicle cuts in very closely 
to another vehicle. According to an investigation of behavior of real-world truck driv-
ers [4], changing lanes is very often even for large trucks with a speed governor. It is 
a vital issue to develop methods for reducing risks of vehicle-to-vehicle crashes due to 
a vehicle's cutting in. 

What kind of support is useful for reducing the risks of the crashes? Systems in-
forming the existence of a vehicle in the "dead-zone" have already been put into mar-
ket. In addition to them, Inagaki, Itoh and Nagai [2] discussed protective functions 
which prevent maneuver of changing lanes when a crash may occur if the maneuver is 
done. Note here that such information systems or protective functions are for drivers 
who intend to change lanes. On the other hand, it is also important to develop a "de-
fensive" support for a driver whose vehicle is cut in by another vehicle. This paper 
discusses about the development of a "defensive" support when an Adaptive Cruise 
Control (ACC) system is active.  

Conventional ACC systems have no ability to avoid a hazard before the cutting-in 
vehicle completes to change lanes [3]. However, today's image recognition techniques 
(e.g., see, [7]) may contribute to develop novel "proactive" supports for avoiding the 
hazard when a vehicle is going to cut in.  

What kind of support is useful for avoidance of the hazard? This paper reports re-
sults of two studies on this issue. In study 1, we discuss possibility of system's 
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autonomous changing of the target to follow when the system detects that a vehicle 
has an intention to cut in. Experimental results suggest that the autonomous target 
change may be acceptable by drivers. "Providing information only" was the second 
best. In study 2, we discuss evaluation of driver situation awareness in a non-intrusive 
manner. Estimation of driver situation awareness may be useful for reducing driver 
annoyance caused by the provided information if "providing information only" design 
should be employed. The idea is that such information is inhibited when the systems 
regards that a driver is aware of the situation. We develop a method to detect driver's 
"preparedness" to hit the brake when a vehicle is cutting in. Experimental results 
suggest that the proposed method is effective to detect the preparedness. 

2   Study 1 

Suppose the host vehicle (H) is running on a cruising lane. In the vehicle H, an Adap-
tive Cruise Control system is activated to maintain the headway distance to the for-
ward vehicle. The traffic is so congested that the speed of H is around 30 - 50 km/h, 
i.e., the ACC is doing "low speed following." Now a vehicle named A running on the 
next lane is going to cut in just front of H (host vehicle) as shown in Fig. 1. Conven-
tional ACC systems recognize the vehicle A only if the lane change of the vehicle A 
is almost completed. Therefore, the host vehicle H does not decelerate to widen the 
distance to the vehicle A at the exact time point shown in Fig. 1. However, according 
to today's computer vision techniques, we can assume that the host vehicle H has an 
ability to detect that the vehicle A has intent to change lanes.  

 

Fig. 1. A Situation where a Vehicle is Cutting in 

In order to reduce the risk of a collision with the vehicle A, it might be necessary 
for a driver of the host vehicle to decelerate its speed before completion of the vehicle 
A's lane change.  

As for the way of supporting the deceleration for widening the distance to the vehicle 
A, at least three types are distinguished in terms of levels of automation (LOA): L4, L6, 
and L7 (see, Table 1). At L4, the system informs that a vehicle is going to cut in and 
suggests slight deceleration to the driver for widening the distance to the vehicle cutting 
in. The driver should hit the brake by him/herself when necessary. At L6, the system 
informs that a vehicle is going to cut in and proposes to change the target (and to reduce 
its speed for maintaining a proper clearance to the new target (vehicle A)). If the driver 
does not veto within several seconds, the target change will be done automatically (We 
can assume that vetoing is done by just pushing a button). At L7, the system changes the 
target automatically and informs about it to the driver afterwards. 

H F

A
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Table 1. Scales of Levels of Automation [9] 

------------------------------------------------------------------------------------------------ 
 1.  The computer offers no assistance; human must do it all.  
 2.  The computer offers a complete set of action alternatives, and  
 3.    narrows the selection down to a few, or 
 4.    suggests one, and  
 5.    executes that suggestion if the human approves, or 
 6.    allows the human a restricted time to veto before automatic execution, or 
 7.    executes automatically, then necessarily informs humans,   
 8.    informs him after execution only if he asks,    
 9.    informs him after execution if it, the computer, decides to. 
10.  The computer decides everything and acts autonomously, ignoring the human. 
------------------------------------------------------------------------------------------------- 
 
We conducted an experiment in order to investigate which LOA is the best among 

the three. Twelve graduate/undergraduate students participated in this experiment. LOA 
was a within-subject factor. The order of experiencing LOAs was randomized for each 
participant. Each participant received 10 scenarios for each LOA, including events #1, 
#2, and #3 that are potentially disadvantageous for L4, L6, and L7, respectively. 

We measured participants' subjective feelings on trust in each support type. Lee & 
Moray [5] distinguished four dimensions of trust. Among the four, the following three 
dimensions are important: (1) 'performance' that rests on the “expectation of consis-
tent, stable, and desirable performance or behavior,” (2) 'process' that depends on “an 
understanding of the underlying qualities or characteristics that govern behavior,” and 
(3) 'purpose' that rests on the “underlying motives or intents.” The participants were 
requested to evaluate the following questions in 11-point scales: (Q1) “To what extent 
do you think this system is consistent, stable and desirable?” (0: not at all, 5: I am not 
sure, 10: completely), (Q2) “Is the logic of this system understandable?” (0: not at all, 
5: I am not sure, 10: completely), (Q3) "Is the purpose of this system acceptable?" (0: 
not at all, 5: I am not sure, 10: completely), and (Q4) "In total, to what extent do you 
trust this system?" (0: not at all, 5: I am not sure, 10: completely). 

 

 

Fig. 2. Event #1 (The vehicle A remains on the border for a while) 

Figure 5 shows results of event #1. An ANOVA on the subjective feeling on 'pur-
pose' (Q3) showed that the main effect of LOA was nearly significant ((F(2,22)=3.39, 
p=0.052). Tukey's HSD test suggested that the difference between L6 and L7 was sig-
nificant. Similar tendency can be found in the subjective feelings on total trust (Q4). 
There was not significant main effect for other subjective feelings. Why these results 

H 
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were obtained? Table 2 may give an answer. Table 2 shows what each participant does 
when the vehicle A remains on the border. It can be claimed that L6 has a disadvantage 
that drivers may be confused trying to make a decision on canceling automatic change 
of the target to follow if the drivers interact with the support system at L6. 

 

 

Fig. 3. Event #2 (The vehicle F begins to accelerate during the vehicle A's changing lanes.) 

 
Fig. 4. Event #3 (The vehicle A is on the right hand side of the passing lane. However, the 
vehicle A will not change lanes.) 
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                                       (a) Q3                                                               (b) Q4 

Fig. 5. Subjective Feelings (Event #1) 

Table 2. Actions in Event #1 

  L4 L6 L7 

Hit the brake 2 1 0 

Prepared but not to hit the brake  1 0 0 

Pushed the cancel button - 6 - 

Prepared but not to push the cancel button - 2 - 

None 9 3 12 

FH 

A 
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Figure 6 shows results of event #2. An ANOVA on the subjective feeling on 'proc-
ess' (Q2) showed that the main effect of LOA was statistically significant 
((F(2,22)=3.73, p=0.04). Tukey's HSD test showed that the difference between L6 and 
L7 was significant. An ANOVA on the subjective feeling on 'purpose' (Q3) showed 
that the main effect of LOA was statistically significant (F(2,22)=3.91, p=0.035). 
Tukey's HSD test showed that the difference between L6 and L7 was significant and 
that the difference between L4 and L7 was nearly significant. Similar tendency can be 
found in the subjective feelings on total trust (Q4) ((F(2,22)=2.70, p=0.089). There 
was no significant main effect on performance (Q1). The above results were almost as 
expected. 
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Fig. 6. Subjective Feelings (Event #2) 

On the subjective feelings in event #3, there were no significant main effects of 
LOA. An example is shown in Figure 7. It is interesting that trust in the system with 
L7 is not low even if the system changes the target to follow from the vehicle F to the 
vehicle A which does not cut in.  

  

有効仮説による平方和分解
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Fig. 7. Subjective Feeling on Total Trust (Event #3) 
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The above results suggest that L7 is the most preferable among the three LOAs. 
The results are interesting in a sense that automation surprises [8] were not observed 
even when the LOA was 7. On the other hand, level of trust in the system at L7 was 
higher than expected.  

It can be also claimed that L4 would be better than L6. Each subjective rating for 
L4 was almost the same level as or higher than that for L6 in any event. One possible 
reason for this observation is that drivers may dislike making a decision under such 
“busy” situation. If designers are still insisted that LOA must be lower than 7 (be-
cause of the philosophy of “human-centered automation” [1, 10], L4 should be em-
ployed rather than L6. 

3   Study 2 

If L4 is employed for the risk management in the "car-cutting in" situations, we need 
to investigate how we can reduce driver’s level of annoyance which may be caused 
from providing information to a driver. If a driver has been aware of the existence of a 
vehicle which is going to cut in, the information providing is useless. One way to 
reduce the driver’s annoyance level is to managing the system’s actions by inferring 
driver’s awareness of the traffic situations. That is, the information is inhibited when a 
driver is aware of the hazard. 

When a vehicle running on the next lane is going to cut in just front of the host ve-
hicle, the host driver may have to prepare to hit the brake by covering his or her leg 
over the brake pedal. Such “preparedness” is important when the driver uses an ACC 
system because he or she may hesitate to hit the brake in order to avoid unnecessary 
disengagement of the ACC system (In general, an ACC system is disengaged when a 
driver hit the brake).  

If a system is able to understand whether or not the host vehicle’s driver is aware 
that the other vehicle is going to cut in by analyzing the driver’s “preparedness”, mes-
sage for informing the risk of crashes with the other vehicle can be provided only 
when it is really necessary (i.e., the host vehicle’s driver is not aware of it).  In this 
sense, methods for evaluating driver’s “preparedness” for hitting the brake are very 
important.  

In this study, we collected data of drivers’ postures with a pressure distribution 
sensor on the seat cushion in a driving simulator. Ten persons (5 females and 5 males) 
have participated in this data collection. Five postures are distinguished: (a) bending 
both knees, (b) covering brake pedal, (c) covering gas pedal, (d) bending left  
knee, and (e) sprawling (Figure 8). Figure 9 depicts the pressure distribution sensor. 
Figure 10 gives an example of pressure distribution on the seat cushion.  

We have developed a method of detecting the drivers’ “preparedness” by analyzing 
the pressure distribution on the seat cushion. In this study we applied the Higher-order 
Local Auto-Correlation (HLAC) feature extraction method [6] and a linear discrimi-
nant analysis method for detecting the “preparedness.”  
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     (a) Bending both knees             (b) Covering brake pedal               (c) Covering gas pedal 

               

                               (d) Bending left knee                                (e) Sprawling 

Fig. 8. Five Classes on Positions of Driver’s Legs 

100 pictures were recorded for each posture of each participant in order to develop 
a detection system. After recording the data for the learning, the test data were also 
recorded. For the test data, each participant took posture (a) 40 times, posture (b) 10 
times, posture (c) 10 times, posture (d) 10 times, and posture (e) 10 times. The order 
was randomized. Taking each posture lasts for approximately five seconds. Thirty-six 
pictures were recorded during each taking of a posture. The result of the evaluation of 
the proposed method is shown in Table 3. "Rcg" in Table 3 refers to the correct rec-
ognition rate. If we are interested in distinguishing Category (b or c) from Category 
(a, d, e), the correct detection rate was 89.4%. This binary categorization is meaning-
ful because it is hardly that he or she wants to accelerate in the context when a driver 
is using an ACC system. Thus, it can be claimed that the method is effective for driv-
ers’ understanding of a traffic situation.  

    

Fig. 9. Pressure Distribution Sensor on the Driving Seat 
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Fig. 10. Pressure Distribution on the Seat Cushion (posture b) 

Table 3. Linear Discriminant Analysis on Preparedness to Hit the Brake 

Estimated 
  

a b c d e 
Rcg 

a 14008 1379 301 0 0 0.893  

b 0 3347 630 0 0 0.842  

c 52 1433 2118 505 15 0.514  

d 1 601 407 2582 404 0.646  

A
ct

ua
l 

e 0 53 60 351 3596 0.886  

4   Concluding Remarks 

This paper discussed what kind of support is useful for avoiding the hazard of a vehi-
cle-to-vehicle crash when another vehicle is cutting in front of the host vehicle.  
Experimental results in Study 1 suggest that the autonomous target change may be 
acceptable by drivers. Providing information only was the second best. In Study 2, we 
discussed on information management for reducing driver annoyance with the infor-
mation given from the system when a driver is aware of the hazard, if "providing 
information only" design should be employed. In order to realize such information 
management framework, it is necessary to develop a method to detect driver's "pre-
paredness" to hit the brake when a vehicle is cutting in. Experimental results suggest 
that the proposed method to detect driver's preparedness is potentially effective to 
detect the preparedness. 
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Abstract. This paper revealed effects of cognitive distraction on driver intent of 
changing lanes. We conducted an experiment to collect data of driver’s eye-
movement on checking traffic conditions and driving behavior in lane changes 
in two conditions: driving only and performing a secondary task during driving. 
The result indicated that there were two types of changes in terms of the intent: 
(1) driver intent emerges lately and (2) the intent emerges without enough 
checking on traffic conditions. The investigation also showed that a driver made 
a decision of changing lanes in a relatively short time period due to driver dis-
traction, which might increase risk in driving. Those findings implied necessity 
for an intent detection method adaptive to driver psychological state. 

Keywords: Lane change, driver intent, driver distraction, preventive safety, 
adaptive automation. 

1   Introduction 

Driver distraction is one of major contributing factors to traffic accidents. For exam-
ple, National Highway Traffic Safety Administration (NHTSA) has shown that ap-
proximately 25% of crashes were attributed to driver distraction [1]. 

It is reported that changing traffic lanes is one of important scenarios that are  
related with distraction-related crashes [2]. Several attempts have been done for re-
duction of the distraction-related crashes in lane changes. Inagaki, Itoh, & Nagai [3] 
developed a framework for providing effective support to prevent such an accident. 
The support system will be activated when the system regards that the driver is going 
to change lanes but he or she is not aware of an approaching vehicle on the next lane. 
In order to implement such a system, it is necessary to develop a method for inferring 
driver intent to change lanes. 

Several methods have already been proposed and developed for distinguishing in-
tended lane departure for changing lanes from unintended departure [4-6]. Salvucci 
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and Siedlecki [7] had developed a computational framework for inferring persons’ 
thoughts by mapping observable actions, e.g., surrounding environment and steering-
based features. Based on the framework proposed in [7], Salvucci [8] showed that 90 
percent of lane changes were correctly detected just before a vehicle passed a central 
line. Note that the above studies [4-8] attempted to detect the driver intent just after 
initiating lane changes maneuvers. Zhou et al. [9], on the other hand, showed that 
driver intent could be detected via analyzing driver’s eye-movement to look at the 
side-view mirror before the initiations of lane changes. Their study distinguished four 
levels of the intent in terms of the eye-movement to look at the side-view mirror. The 
result revealed that driver intent’s level increased as the host vehicle was approaching 
to a slower lead vehicle and that 80 percent of lane changes were detected at a rela-
tively higher level before the initiations of lane changes. However, there were some 
cases in which driver intent was detected at a relatively lower level. Interviews after 
the experiment suggested that driver distraction occurred in those cases. Their next 
studies [10, 11] investigated driver’s eye-movement in distracted driving. The results 
revealed that the number of driver’s looking at the side-view mirror decreased and 
that the time length of each looking was relatively longer. 

The purpose of this paper is to clarify the relationship among distracting cognitive 
activity, creation of intent to change lanes, and the driver’s behavior based on the 
intent. 

2   Experiment 

2.1   Apparatus 

A motion-base driving simulator (Fig. 1) was used in the experiment. It can simulate 
driving on an expressway with two lanes. Maximum speed of the host vehicle was 
limited at 90km/h by a speed governor. An eye-tracking system having three cameras 
was used to indentify where a driver was looking at. 
 

 

Fig. 1. Motion-base driving simulator 
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2.2   Participants 

Twelve females and eight males participated in the experiment whose ages ranged 
from 20 to 55 (Mean = 34.5, standard deviation (SD) = 8.43). Each participant held a 
valid driver’s license. The participants were recruited from a local society but the 
participation was voluntary. 

2.3   Driving Task and Scenario 

All participants were requested to drive safely on the cruising lane at 90 km/h when 
there was no slower lead vehicle. The participants were allowed to pass a slower lead 
vehicle, which drove at 80 km/h. To obtain data for natural lane changes, no instruc-
tion was given to participants, e.g., when and how to change lanes. 

Each scenario consisted of a “cruising phase” and a “preparation phase of changing 
lanes”. A cruising phase was defined as the time period when the host vehicle had to 
follow the lead vehicle. During a cruising phase, the lead vehicle’s speed was at 90 
km/h and the headway-distance from the host vehicle to the lead vehicle was 150 m. 
Each cruising phase lasted for approximately 30 s. After that, the lead vehicle began 
to decelerate its speed to 80 km/h. Sometime later, the host vehicle would begin to 
change lanes to pass the lead vehicle. The time period from the beginning of the lead 
vehicle’s deceleration to the initiation of changing lanes are defined as a preparation 
phase. 

2.4   Secondary Task 

A secondary cognitive task of “story talking” was given to each participant in order to 
simulate cognitive distraction. More concretely, four keywords (e.g., “Coffee, battery, 
paper, and water”) were given once verbally during a cruising phase. Each of partici-
pants is asked to remember the four keywords to make up a story including the four 
keywords. He or she was instructed to talk the story from the start of a preparation 
phase. Each story talking must last at least 50 s. 

2.5   Experimental Design 

A single-factor within-subjects design was used in this experiment. Two conditions 
are distinguished. The first one was Driving-Only. In this condition, participants are 
asked to drive without performing the secondary task. The other one was Talking-
during-Driving. Drivers are asked to perform the “story-talking” task during driving. 

2.6   Measures 

Checking behavior. Driver’s eye-movement of looking at the side-view mirror was 
thought as one of important performances to checking traffic conditions, which was 
defined as checking behavior. Three types of frequency were distinguished on the 
checking behavior. We recorded the number of the checking behaviors in the last 12-
second time period, denoted as )(12 tf s . If the increase of )(12 tf s is delayed, it can be 

regarded as the delay in creating the intent to change lanes. 
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Secondly, a frequency, jf , was calculated as: 

..CL

i
ij

j N

n
f

∑
=  (1)

where, ijn  was the cumulative number of checking behaviors in 10-second time pe-

riod j, for participant #i, and ..CLN  was the total number of lane changes. The fre-

quency was manipulated from the starting time moment of a preparation phase, 0T , 

and then the time period j was denoted as )10),1(10[ jj − . If the increase of jf  is at a 

late stage, it can be thought that a driver begins to be aware of a slower lead vehicle 
lately. If the value is low during the same period, it can also be regarded as the insuf-
ficiency of checking traffic conditions. A relative frequency jF ′  for jf  was calculated 

from the initiation time moment, 0T ′ , and then the time period j was denoted as 

]10),1(10( jj −+− . If the sharp increase of jF ′ occurs before initiation of changing 

lanes, it can be considered that a driver creates the intent within a short time length 
and at a relative risk situation. 

Driving behaviors. Headway distance (HW), time to collision (TTC) and time head-
way (THW) were also measured in this experiment. Those data were investigated at 
some key time points, such as 0T ′  and time points when the value of )(12 tf s shifted 

from 0 to 1, from 1 to 2, and from 3 to 4. Let 10→T , 21→T  and 43→T  denote the three 

time points of the value shifts respectively. 

Subjective ratings. To investigate mental workload dealing with the secondary task, a 
questionnaire was assigned to each participant during each trial. The questionnaire 
consisted of three items: time load, mental effort load and psychological stress load. 
The three items were based on the Subjective Workload Assessment Technique 
(SWAT) [13]. To obtain a detailed subjective rating to the mental workload, ten-level 
scales from 0 (not at all) to 10 (Extremely high) were used in the experiment instead 
of the original three-level scales. 

A driving style questionnaire (DSQ) [14] sheet and a workload sensitivity ques-
tionnaire (WSQ) [15] were used to discuss driver style. 

2.7   Procedure 

Data were collected under the Driving-Only condition in the first day and under the 
Talking-during-Driving condition in the second day. 

In the first day, participants were requested to read a written instruction of the ex-
periment and to fill out the DSQ [14] sheet and the WSQ [15] sheet. After that, par-
ticipants were given practice drives for approximately 10 min. All participants were 
instructed to complete sixteen scenarios in each of which vehicles on the passing 
lane drove differently. In the second day, participants received drives with perform-
ing the secondary task. Before the experimental drives, the participants had given the 
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explanation about the secondary task. All participants drove in the same sixteen 
scenarios under Talking-during-Driving. 

2.8   Hypotheses 

When the host vehicle approaches to the slower lead vehicle but a driver is distracted 
as a result of performing a cognitive activity, there are four possibilities as follows: 

1.  a driver fails to intend to change lanes, 
2.  he or she intends to change lanes, but 

2.1 the intent is changeable, i.e., it is easily that a driver changes his or her mind 
to initiate lane changes because of dynamic traffic environment, 

2-2. the intent is created lately, i.e., the timing of his or her determining to 
change lanes is delayed, or that traffic environment is at a relatively danger-
ous stage, 

2-3. the intent is created under insufficient checking on traffic conditions, i.e., 
the awareness on traffic conditions is not enough yet when he or she deter-
mines to change lanes. 

Note that it is also possible that some cases involving Hypothesis-2-2 and Hypothe-
sis-2-3 happen in the same trial. 

3   Results 

3.1   Initiation of Lane Changes 

Note that data collection was unsuccessful for three of twenty participants (Two fe-
males, 35 and 30 years old; one male, 55 years old). This might reduce sample of 
data. 

For all 272 lane changes under the Talking-during-Driving condition, there was 
only one trial failed to initiate changing lanes. An interview showed that the partici-
pant forgot to change lanes due to performing the secondary task. This result sug-
gested that it was rarely that a distracted driver did not intend to change lanes when a 
host vehicle was closing to a slower forward vehicle. According to this result, Hy-
pothesis-1 may be rejected. 

Values of HW, TTC and THW were measured at initiation time point, 0T ′ , from the 
host vehicle to a lead vehicle and from a closet rear vehicle (on the passing lane) to 
the host vehicle. ANOVAs on those values showed no statistical differences (See,  
Fig. 2a-2c). We recorded cases in which lane-changing behavior initiated until after a 
last rear vehicle (on the passing lane) passed the host vehicle. Ratio of the cases to the 
whole trials was calculated for each participant. An ANOVA on the ratio showed no 
statistical difference between the two conditions (See, Fig. 2d). The result indicated 
that driver intent scarcely changed at initiations when a driver was distracted. Accord-
ingly, Hypothesis-2-1 may be rejected. 
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Fig. 2. (a-c). Driving behavior at initiations of changing lanes: HW, TTC and THW. (d). Ratio 
of cases, in which lane-changing behavior initiated until after a last rear vehicle (on the passing 
lane) passed the host vehicle, for each participant. 

3.2   Checking Behaviors 

Fig. 3a depicted a frequency of jf ′  overall preparation phase under the two conditions. 

A two-way ANOVA showed a main effect of driving conditions, F(1, 288) = 6.867, p 
< .01 (Driving-Only Mean = 1.21, SD = 1.15; Talking-during-Driving Mean = 0.96, 
SD = 0.99). No statistical interaction was shown between driving condition and time 
order. 

A sharp increase of the frequency, jf ′ , was indicated at the time period within ap-

proximately 20 s to initiations. This suggested that a driver created the intent to 
change lanes in a short time period just before initiating lane changes. The frequency 
of jf ′  in Fig. 3a also showed that approximately 20-second delay happened in the 

crease of the frequency, jf ′ , under Talking-during-Driving conditions in comparison 

with Driving-Only. The result showed driver distraction might lead a delay of creating 
the intent. An accumulative frequency for jf  between the two conditions was illus-

trated in Fig. 4. A delayed tendency was showed from the start of trials. The results on 
the frequencies of jf and jf ′  showed that Hypothesis-2-2 may be accepted from a 

viewpoint of time-order. 
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Fig. 3. Frequency, jf ′ , and relative frequency, jF ′ , of checking behavior to the initiations of 

changing lanes 
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Fig. 4. The accumulative relative frequency of checking behavior from start of lane changing 
preparations 
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Statistic analysis on the frequency, jf ′ , at each time period showed that the check-

ing behavior was significantly less under conditions of Talking-during-Driving than 
Driving-Only from 20 to 70 s prior to initiations of changing lanes (See, Fig. 3a). The 
insufficient checking behavior could be seen from the starts, but also during the whole 
process (See, Fig. 4). A relative frequency of jF ′  was illustrated in Fig. 3b. Signifi-

cant interaction was shown between driving condition and time order, F(8, 288) = 
6.188, p = .00. In particularly, approximately 44 percent of the checking behavior was 
operated during a process until before 20 s of the initiations under Talking-during-
Driving conditions, but 56 percent under Driving-Only conditions. The above results 
also showed that checking traffic condition might be insufficient at the previous stage. 
These findings showed that Hypothesis-2-3 may be also accepted. 

3.3   Driving Behavior 

Values of THW from the host vehicle to the forward vehicle were measured at time 
points of 10→T , 21→T  and 43→T , 0T ′ . Means were calculated for each participant’s trails. 

An ANOVA on Driving-Only versus Talking-during-Driving showed a main effect 
on the driving conditions, F (1, 128) = 7.050, p < .009 (see, Fig. 5). Highly significant 
difference was indicated at 43→T  (F (1, 16) = 8.652, p < .01), and a near significant 

difference at 21→T (F (1, 16) = 3.896, p = .066). The result revealed a remarkable delay 

from 21→T  to 43→T . This indicated that Hypothesis-2-2 may be also accepted in consid-

eration of traffic environment. 
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Fig. 5. Values of THW at time moments of 10→T , 21→T  and 43→T , 0T ′  in the two conditions 

3.4   Subjective Rating 

Mean scores were calculated for the subjective ratings to three dimensions: time load, 
mental effort and psychological stress for each participant. An ANOVA was manipu-
lated to the mean scores on the two conditions. Significant differences of the two 
conditions were shown on the three dimensions (F(1, 32) = 4.758, p = .037, see,  
Fig. 6). That is, higher mental workload was observed under conditions of Talking-
during-Driving. This indicated that participants felt into a distracted situation in cases 
of performing the talking-story task in driving. 
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Fig. 6. Scores for three dimensions: time load, mental effort load and psychological stress load 
based on the Subjective Workload Assessment Technique (SWAT) 

4   Discussion and Conclusion 

This paper showed that two tendencies of lane-changing intent might occur in distrac-
tive situation. One was that a driver tended to make a decision to change lanes at a 
late stage. The other was that he or she might make the decision to change lanes with 
insufficient checking of the traffic environment. Additionally, the sharp increasing of 
checking behavior just before initiations suggested that a driver tried to make a deci-
sion in a short time period because he or she lost a lot of time at a previous stage due 
to driver distraction. 

The above findings showed that a different method to detect driver intent should be 
used to a distracted driving. This is important to realize a safety support system, 
which adapts its function to driver situation, for avoiding a crash during a lane 
change. Further research is necessary to investigate on how to develop a detection 
method which can adapt to driver situation. 
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Abstract. By using a driving simulator, two kinds of alarm timing were com-
pared to investigate how drivers respond to missed alarms regarding different 
alarm timings: (1) an alarm was given based on ordinary braking behaviour for 
the individual; alarm timing T, (2) an alarm was given by using an particular 
alarm trigger logic (Stopping Distance Algorithm) as a common timing for all 
drivers; alarm timing S. Alarm timing S was earlier than alarm timing T in this 
study. The results showed that compared to alarm timing T, alarm timing S in-
duced earlier braking behaviour independent of degree to which an imminent 
collision was critical. However, effects of a missed alarm on braking behaviour 
may be mitigated by alarm timing T, compared to alarm timing S. Moreover, it 
is possible that effect of missed alarm on driver's trust may vary according to 
alarm timings and the number of experience of missed alarms. 

Keywords: Forward collision warning systems, driver trust, missed alarms 
braking behaviour. 

1   Introduction 

The reduction of traffic accidents is an important research goal, and rear-end colli-
sions are one of the most common types of the accidents. The Forward Collision 
Warning Systems (FCWS) may be of great potential benefit to drivers who do not pay 
sufficient attention to driving, because these systems may reduce the number of traffic 
accidents [1], [2]. However, rear-end collisions tend to occur in time-critical situa-
tions; therefore, the expected results depend on when the alarm is triggered [3]. When 
determining the alarm timing, the Stopping Distance Algorithm (SDA) is often used 
[4]. SDA is so termed because a warning distance is defined based on the difference 
between the stopping distances of the lead and following vehicles. It is known that the 
braking response time may be improved when several parameters of SDA are ma-
nipulated to provide drivers with early alarms, compared the response times in non-
assisted driving conditions [5]. 

However, it is not obvious that early alarms achieve safe driving. Drivers need to re-
peatedly implement situational recognition, decision-making, and action implementation 
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to ensure safe driving. If drivers hear alarms before they recognise risky situations, then 
decide to implement actions to avoiding critical situations, then drivers decisions might 
be replaced by alarms. Moreover, if drivers are excessively adapted to such early alarms, 
they might assume that it should not be necessary to immediately take appropriate actions 
to avoid collisions as long as a alarm is not triggered. As a result, there is the possibility 
that the driver’s braking behaviour might be delayed if “missed alarms” which should 
have been triggered but were not (including alarms which drivers did not notice for some 
reason also) occur. However, it is known that the degree to which braking behaviour is 
impaired as a result of missed alarms may vary depending on the alarm timing [6].  

There also may be individual differences in the timing of braking behaviour before 
imminent collision situations [7]. Thus, if the driving characteristics for an individual 
would be considered for determining an alarm timing, which is called adaptive alarm 
timing, then it would be possible to minimize differences in the timing between the 
driver’s collision avoidance behaviour and alarm presentations. Consequently, it is 
possible to prevent a driver’s excessive reliance on alarms, thus resulting in drivers’ 
robust behaviour toward missed alarms. 

In the present study, two experiments were conducted. In the first experiment (pilot 
study), the variation of braking behaviours of individual drivers in response to immi-
nent collision situations in which a lead vehicle suddenly decelerated was explored. In 
the second experiment, two issues were investigated: the differences in alarm effec-
tiveness and the differences of braking behaviour due to missed alarms with differ-
ence timings. Here, two kinds of alarm timings were considered: adaptive alarm  
timing, based on the ordinary braking behaviour of the individual, and non-adaptive 
alarm timing, which uses trigger logic (Stopping Distance Algorithm) as a common 
timing for all drivers. Both alarm timings were determined based on the pilot study. 

2   Experiment I 

2.1   Method 

Apparatus. This experiment was conducted with a driving simulator owned by the 
Japan Automobile Research Institute. The simulator has six-degrees-of-freedom mo-
tion and uses complex computer graphics to provide a highly realistic driving envi-
ronment. The simulated horizontal forward field of view was 50 degrees and the ver-
tical field of view was 35 degrees. 

Participants and experimental tasks. Twenty-four participants (Mean age = 25.5 
years, SD = 8.0 years) took part in the experiment. All of the participants were li-
censed drivers. Each participant was given two tasks in the experiment. One was to 
maintain the speed of the vehicle at a target speed of 80 km/h, and the other task was 
to follow a lead vehicle while avoiding a rear-end collision. 

Experimental design. The participants were divided into two groups according to time 
headway conditions and each participant experienced two different lead vehicle decel-
erations, namely 5.88 m/s2 (high time criticality) and 3.92 m/s2 (low time criticality). 
Twelve participants were assigned in to each group. Two values, 2.0 s and 1.4 s, were 
considered in the experiment as the time headway conditions while following a vehicle. 
For one lead vehicle deceleration, nine potential collision events, in which the lead 
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vehicle decelerated at a constant rate with illuminated brake lights but with irregular 
time intervals, could occur. The order of the experimental conditions was controlled to 
reduce the potential effects of the experimental conditions on driver behaviour. 

Procedure. All participants gave informed consent and were instructed regarding the 
task requirements. Each participant was allowed a 10-min practice session to familiar-
ize themselves with the simulator and experience the lead vehicle decelerations that 
would be involved in the experiment so that they could learn how imminent collision 
situations would occur. The drivers were directed to use the brakes instead of chang-
ing lanes to avoid a collision with the lead vehicle. The potential collision events were 
repeatedly presented at irregular time intervals to prevent drivers from predicting their 
occurrence. Each participant had a 3-min break after finishing nine events for one 
deceleration condition. 

Dependent variables. Two dependent variables describing the collision avoidance 
behaviour of the driver were recorded: 

 Accelerator release time: This is the time period between the braking event and 
the release of the accelerator by the following vehicle. 

 Braking response time: This is the time period between the braking event of the 
lead vehicle and application of the brakes by the following vehicle. 

2.2   Results 

Main purpose of this experiment was to obtain data of ordinary braking behaviour for 
individual drivers for determining alarm timings. Here it was briefly summerised how 
braking behaviour for the individual differ according to driving conditions. Specifi-
cally, Figs. 1 and 2 show that the mean values of the accelerator release time and 
braking response time for all drivers for the 1.4 s time headway and 3.92 m/s2 decel-
eration of the lead vehicle and for the 2.0 s time headway and 5.88 m/s2 deceleration 
of the lead vehicle, respectively. The braking behaviour represented by both variables 
varies according to individual drivers. Also, it seems that there were differences in 
braking behaviour depending on experimental conditions. A similar tendency was 
observed for both variables regardless of the driving conditions. 

 

Fig. 1. Individual differences in braking behaviour (time headway=1.4 s, Deceleration=3.92 m/s2 
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Fig. 2. Individual differences in braking behaviour (time headway=2.0 s, Deceleration=5.88 m/s2 

3   Experiment II 

The purpose of this experiment was to investigate two issues: how differences in 
alarm timings influence the driver’s response to alarms, and how missed alarms influ-
ence the braking behaviour in response to alarm timings.  

3.1   Method  

Apparatus. All materials used in this experiment were the same as those used in the 
pilot study. In this experiment, FCWS was introduced with a simple auditory beep. 

Participants and experimental tasks.  In this experiment, the participants were the 
same as those in the experiment I. All drivers were required to perform the same tasks 
as in the experiment I, except that a forward collision warning system was available. 

Experimental design. The participants were divided into two groups in the same 
manner as in the pilot study, namely, according to 1.4 s time headway or 2.0 s time 
headway. That is, each participant experienced the same time headway condition as in 
the pilot study. The participants who were assigned to the 1.4 s time headway group 
experienced a deceleration of the lead vehicle of 5.88 m/s2 at a driving speed of 80 
km/h. The participants who were assigned to the 2.0 s time headway group experi-
enced a deceleration of the lead vehicle of 3.92 m/s2 at a driving speed of 80 km/h.   

Each participant of each group was subjected to 14 potential collision events in 
which the lead vehicle decelerated at 5.88 m/s2 or 3.92 m/s2. An alarm was correctly 
given for each potential collision event, except for the fifth event and the 13th event 
(Fig. 3). In these two events, missed alarms occurred; that is, alarms were not trig-
gered even when a potential collision event occurred. 

As for alarm timings, each participant experienced adaptive alarm timing or non-
adaptive alarm timing. Moreover, half of the participants who were assigned into each  
group experienced adaptive alarm timing and the remaining participants experienced 
non-adaptive alarm timing. For each group, the order of the alarm timings was coun-
terbalanced according to the number of participants in order to reduce the effects of 
the experimental conditions on driver behaviour. 
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Fig. 3. Experimental conditions for trial by trial 

The setting of alarm timings 

Adaptive alarm timing. Adaptive alarm timing was determined for each participant 
based on the data obtained in the pilot study: 

Adaptive alarm timing = (MART + MBRT)/2 

MART and MBRT are the median values of the accelerator release time and the brak-
ing response time, respectively, for nine trials for each driving condition obtained in 
the pilot study (Fig. 4). Table 1 constitutes a summary of the values of adaptive alarm 
timing which were calculated by using the adaptive alarm timings for all drivers ac-
cording to the driving conditions. 

 
Non-adaptive alarm timing. The non-adaptive alarm was issued at the same time for 
all participants based on the Stopping Distance Algorithm, which is one of the pre-
ventative alarm trigger logics for FCWS. The SDA is so termed because a warning 
distance is defined based on the difference between the stopping distances of the lead-
ing and following vehicles. This algorithm has three parameters: reaction time to the 
alarm (RT), deceleration of the leading vehicle (Dl) and deceleration of the following 
vehicle (Df). RT is the assumed reaction time of the driver of the following vehicle. 
The warning distance (DW) is found on the basis of these parameters along with the 
velocities of the leading (Vl) and following (Vf) vehicle, as follows. 

l

l

f

f
fw D

V
D

V
RTVD 22

22

−+=                                       (1) 

An alarm is trigged when the current headway distance is less than the warning dis-
tance (DW). In this experiment, the values of the three parameters were determined by 
considering that alarms would be triggered at the timing of the minimum accelerator 
release time for all participants in response to the driving conditions. Table 2 contains 
a summary of the values of each parameter and the average alarm timings in response 
to the driving conditions. 
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Fig. 4. The concept of adaptive alarm timing based on braking behaviour 

Table 1. Summary of values of adaptive alarm timing in response to driving conditions 

 
Max Min Average

5.88 0.96 0.67 0.78

3.92 1.21 0.65 0.88

5.88 0.95 0.64 0.75

3.92 1.28 0.71 0.87

2

1.4

Alarm timing (s)
Initial time headway(s) deceleration/s

2
）

 

Table 2. Summary of values of alarm parameters and non-adaptive alarm timing in response to 
driving conditions 

 Initial time
headway（s）

decelation

（m/s
2
）

D f

(m/s
2
)

D l

(m/s
2
)

T (s)
Alarm
timing (s)

2 0.6 5 6 1.2 0.44

0.4 5 6.5 1.2 0.46
1.4 0.6 5 4.8 1.2 0.41

0.4 5 5.35 1.2 0.34  

 
Procedure.  All participants were instructed regarding the task requirements. Each 
participant was allowed a 10-min practice session in order to familiarize themselves 
with the simulator and to experience the lead vehicle decelerations. The participants 
were directed to use only the brakes instead of changing lanes to avoid a collision 
with the lead vehicle. Moreover, they were instructed that FCWS provided alarms 
when potential collision events were happening, although FCWS did not always work 
correctly, that is, there was a possibility that alarms would not be triggered due to 
system failures. In the practice session, the participants did not experience missed 
alarms.  

The potential collision events repeatedly occurred at irregular time intervals to pre-
vent drivers from predicting their occurrence. 

Dependent variables. The following variables were collected. 

 Braking response time: This is the time period between the braking event of the 
lead vehicle and application of the brakes by the following vehicle. 

 Trust in the system: The subjective estimation of the driver’s trust in the systems 
was obtained using an 11-point rating scale, in which 0 indicated “none at all” 
and 10 indicated “completely.” All subjective measurements were recorded by 
using the following question; How much did you trust the system?, immediately 
after the braking event, in which the lead car suddenly decreased its speed. 
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3.2   Results 

Braking response time. Fig. 5 shows the mean values of braking response times for 
each potential collision event in response to the alarm timings. As can be seen in this 
figure, the non-adaptive alarm timing induced a swift response of braking, compared 
to that of adaptive alarm timing when true alarms occur. The result suggests that non-
adaptive alarms are presented earlier than adaptive alarms, resulting in timely imple-
mentation of the brakes. 

With respect to the trial in which a missed alarm happened for the first time  
(trial 5), independent of the type of alarm timing, the braking response time was dra-
matically delayed compared to the braking response times obtained in other trials 
where true alarms occurred. Some interesting phenomena appeared for the trial in 
which there was a second missed alarm (trial 13). Specifically, for non-adaptive alarm 
timing, a missed alarm still induced a longer response time for braking, compared to 
the braking response times for the true alarm conditions. However, for adaptive alarm 
timing, the braking response time for the second missed alarm trial was almost the 
same as the braking response time for the true alarms conditions, indicating that driv-
ers managed to apply the brakes in the same manner as they did for true alarms, even 
if a missed alarm happened. A two-way ANOVA of trials and alarm timings with 
repeated measures on the factor of trials showed a significant interaction between 
factors, F(13, 273)=2.17, p<0.05 and a Tukey's HSD post-hoc test showed that there 
was a significant difference in braking response time for non-adaptive alarm timing 
between trial 12 and trial 13 (p<0.01) but there was not a significant difference in 
braking response time for adaptive alarm timing between trial 12 and trial 13. 

These results suggest that, by experiencing a missed alarm once, drivers become 
cautious about malfunctions, including missed alarms. In other words, there is a pos-
sibility that awareness features such as alarms must always be triggered when immi-
nent collision situations happen, is diminished. As a results, drivers who experienced 
adaptive alarm timings exhibited robust behaviour toward subsequent missed alarms. 
This was not the case with drivers who experienced non-adaptive alarm timing. This 
can be explained from the braking response times which were obtained in the trials, in 
which true alarms occurred for non-adaptive alarm timing. That is, true alarms for 
non-adaptive alarm timing have the potential to lead to early braking response time 
since a delayed response of braking may become obvious when missed alarms happen 
compared to the response of adaptive alarm timing in the same situation. 
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Fig. 5. Braking response time for each trial in response to alarm timings 
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Effects of missed alarms on driver`s trust according to alarm timings. Fig. 6 
shows the mean values of trust ratings for each trial in response to the alarm timings. 
As can be seen in this figure, trust ratings (an 11-point rating scale) for both alarm 
timings for the first four trials were relatively high (above 5), indicating that adaptive 
and non-adaptive alarm timings are reasonably trustworthy as collision warnings. For 
the 5th trial, in which drivers experienced a missed alarm for the first time, trust 
ratings dramatically decreased for both alarm timing conditions. Next, seven trials 
between the 6th and 12th trials were considered to assess how trust ratings changed 
after experiencing the first missed alarm. It can be said that the values of trust ratings 
for adaptive and non-adaptive alarm timings reached at the similar levels obtained 
before the first missed alarm by the 12th trial.  
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Fig. 6. Trust ratings for each trial in response to alarm timings 

One interesting result was obtained from trial 13, in which a second missed alarm 
occurred. That is, there were differences in the impacts of a missed alarm on the 
driver’s trust in the system according to the alarm timings. Without a doubt, the sec-
ond missed alarm decreased the trust ratings for both alarm timings. However, it 
seems that for adaptive alarm timing, the degree to which trust ratings decreased due 
to the second missed alarm improved compared to the degree to which the trust rat-
ings decreased was due to the first missed alarm. In contrast, for non-adaptive alarm 
timing, decreased trust ratings for the first and second missed alarms seemed to be at 
similar levels. In order to confirm the impact of missed alarms on driver’s trust in the 
FCWS in response to alarm timings, a variable relevant to the rates of decreased trust 
for missed alarms was introduced, as follows. 

Rate of decreased trust for missed alarms = (trust rating for immediately before a 
missed alarm - trust rating for a missed alarm) / (trust rating for immediately before a 
missed alarm) 

Table 3 contains a summary of the rates of deceased trust for missed alarms in response 
to alarm timings for the first missed alarm (trial 5) and the second missed alarm (trial 
13). For non-adaptive alarm timing, there were no significant differences in trust ratings 
between the first and the second missed alarm. For the adaptive alarm timing, however, 
compared to decreased trust caused by the first missed alarm, the second missed alarm 
produced gentle reduction of trust ratings, F(1,11) = 6.11, p < 0.03. 
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The results indicate that there is a possibility that deceased trust caused by missed 
alarms may vary in response to alarm timings. 

Table 3. Effect of alarm timing on decreased trust for missed alarms 

 
The first

missed alarm

The second

missed alarm

Adaptive alarm timing Mean=0.58 (SD=0.28) 0.33 (0.44)

Non-adaptive alarm timing 0.45 (0.31) 0.34 (0.23)

Alarm timing

Experiences of missed alarms

 

3.3   Discussion 

The present study focused on the alarm timing for FCWS and investigated driver 
response to two kinds of alarm timing. One was individually determined based on 
braking behaviour for the individual (adaptive alarm timing) and the other was for one 
common trigger logic (SDA) for all drivers (non-adaptive alarm timing). The impact 
of missed alarms on braking behaviour on the response to alarm timings was also 
investigated. 

When drivers experienced a missed alarm for the first time, compared to the pres-
entation of true alarms, the response time to the brakes was impaired by the missed 
alarm for both alarm timings. With respect to trust ratings, moreover, the first missed 
alarm resulted in dramatically decreased trust ratings independent of alarm timings. 
These results suggest that the driver’s trust in the system may be impaired when the 
braking response time is delayed in imminent collision situations, when an alarm is 
expected. 

As for a missed alarm happening for the second time, drivers who experienced 
adaptive alarm timing managed to apply the brakes in the same manner as when true 
alarms were presented. From this result, it can be said that adaptive alarm timing has 
the potential to diminish the impairing influences of missed alarms on braking behav-
iour earlier than this would occur with non-adaptive alarm timing. Consequently, it is 
possible for adaptive alarm timing to restrain the decreased trust ratings for missed 
alarms when the impact of missed alarms on driver behaviour is relatively small. 

FCWS should provide drivers with sufficient time to avoid imminent collisions. 
However, it is necessary to consider how alarm timing should be determined in order 
to minimize the effects of missed alarms on braking behaviour. For this reason, it is 
reasonable to conclude that adaptive alarm timing may be useful. 

4   Concluding Remarks 

The results support the following conclusions. 

1. Both adaptive alarm timing and non-adaptive alarm timing maintain reasonable 
driver’s trust in FCWS in the case of driving conditions used in the present ex-
periments. 

2. Adaptive alarm timing mitigates the impacts of missed alarms on driver behav-
iour compared to the impact for non-adaptive alarm timing. 
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3. It is likely that the effects of missed alarms on driver’s trust in FCWS vary in re-
sponse to not only differences in alarm timing but also to the number of experi-
ences of missed alarms. 
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Abstract. This paper gives a review of the literature on Simultaneous Local-
ization and Mapping (SLAM). SLAM has been intensively researched in recent
years in the field of robotics and intelligent vehicles, many approaches have been
proposed including occupancy grid mapping method (Bayesian, Dempster-Shafer
and Fuzzy Logic), Localization estimation method (edge or point features based
direct scan matching techniques, probabilistic likelihood, particle filter). In this
paper, we classify SLAM approaches into three main categories: visual SLAM,
Lidar SLAM and sensor fusion SLAM, while visual and lidar can also contain
many types and levels, such as monocular camera, stereovision, laser scanner,
radar and fusion of these sensors. A number of promising approaches and recent
developments in this literature have been reviewed in this paper. To give a better
understanding of performance difference, an implementation of Lidar SLAM is
presented with comparative analysis result.

1 Introduction

The simultaneous localization and mapping (SLAM) problem for a mobile robot is to
build a consistent map of the environment and at the same time determine its location
within this map [(Hartley 04)]. The solution to the SLAM problem has been seen as
the fundamental in making a robot truly autonomous [(Bosse 02)]. One of the common
assumptions used in SLAM is that the unknown environment is assumed to be static
containing only rigid, stationary objects. Non-rigid or moving objects are processed as
outliers and filtered out.

In the robotics literature, SLAM has been seen as the prime tool to solve the so-
called DAMTO (detection and tracking of moving objects) problem concurrently. While
SLAM provides the vehicle with a map of static parts of the environment as well as its
location in the map, DATMO allows the vehicle being aware of dynamic entities around,
tracking them and predicting their future behaviors. It is believed that if we are able to
accomplish SLAM reliably in real time, we can detect every critical situation to warn
the driver in advance and this will certainly improve driving safety and can prevent
traffic accidents.

Basically, SLAM approaches have been proposed including the process of occu-
pancy grid mapping, and the process of localization estimation. Occupancy grid(OG)
mapping, which is also called Map-learning, is the process of memorizing the data ac-
quired by the robot during exploration in a suitable representation. Bayesian,

M. Xie et al. (Eds.): ICIRA 2009, LNAI 5928, pp. 255–267, 2009.
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Dempster-Shafer and Fuzzy Logic are the typical methods for occupancy grid map-
ping. Localization is the process of deriving the current position of the robot within
the map, such as point and edge features based direct scan matching techniques (ICP,
RANSAC), probabilistic likelihood, particle filter and Extended Kalman Filter (EKF).

Sensor selection also takes a critical role in SLAM process. In this paper SLAM
approaches are classified into three main categories: visual SLAM, Lidar SLAM and
SLAM by sensor fusion. While visual and Lidar can also contain many types and levels,
such as monocular camera, stereovision, laser scanner, radar and fusion of these sensors.
This paper reviews a number of promising approaches and provides an overview of
recent developments in this domain. The emphasis of this paper is to discuss the various
methods with different sensor(s) data to estimate SLAM and global localization, and
provide a comprehensive performance analysis among the common SLAM approaches,
like computation speed, accuracy and cost.

The reminder of this paper is organized as follows. Section 2 presents a general
review on occupancy grid mapping approaches and Section 3 describes the method of
localization. Practical analysis of different SLAMs is shown in Section 4. Section 5
concludes the paper.

2 SLAM (1) – Occupancy Grid Mapping

In the past two decades, occupancy grid maps have become a dominant paradigm for
environment modeling in mobile robotics. Occupancy grid maps are spatial representa-
tions of robot environments. Once acquired, they enable various key functions necessary
for mobile robot navigation, such as localization, path planning, collision avoidance.

2.1 Techniques for Building Occupancy Grid Map

To build a map, is to take a number of sensor readings, a sensor reading being a discrete-
time sample, and integrate them into a map. This is not as straight forward as it might
sound as there are many reasons why robotic mapping is a hard problem.

– Noisy Sensors. For example, laser and stereovision are sensitive to differences in
lighting, some surfaces does not reflect sound well enough to be sensed by sonar.

– Sensor integration. Generated maps that are inconsistent with the data. This prob-
lem is due to the fact that existing algorithms decompose the high-dimensional
mapping problem into many one-dimensional estimation problems-one for each
gird cell-which are then tackled independently [(Thrun 03)].

– High computational complexity. Time complexity is also a concern as robotic
mapping algorithms are supposed to work in real time.

The first OG map algorithm was introduced by [(Moravec 85)], its basic idea is simple:
Represent the prat of the world you want to map with a grid. When you observe an
obstacle, mark the cells covered by that obstacle as occupied. This OG algorithm was
implemented and anumber of experiments were conducted to investigate how it would
perform given different types of sensor noise [(Deans 05)] [(Groecke 07)] [(Tardif 08)].
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Nowadays many efforts in mobile robotics are directed to develop some kind of
”uncertainty calculi” techniques for recovering spatial information from obtained sen-
sor data. In the literature, three different uncertainty calculi techniques for build-
ing OGs of an unknown environment based on sensor information are discussed.
These techniques are based on Bayesian theory (probabilistic approach) [(Moravec 01)]
[(Elfes 92)], Dempster Shafer theory of evidence (evidence theoretic approach)
[(Ribo 01)][(Gambino 96)], and fuzzy set theory (possibility approach) [(Oriolo 99)]
[(Ribo 01)] [(Gambino 96)].The probabilistic approach is the most widely found
in mobile robotic literature [(Moravec 85)] [(Murray 00)] [(Elfes 92)] [(Thrun 03)]
[(Fox 99)]. The Bayesian method rules the greatest part of the work related to the prob-
abilistic sensor fusion in building OGs. This attraction stems from the property of the
Bayes’ updating rule which facilitates recursive and incremental schemes [(Ribo 01)].
However, in order to avoid huge calculation processes, one must assume that the cell
states are independent. It has been observed that this assumption may induce large er-
rors in the presence of even a slight degree of dependence between the random vari-
ables, this is exactly the case for map building, since the occupied cells are not evenly
distributed, but concentrated in clusters (obstacles). Moreover, the prior probabilities
needed to initialize the field are typically estimated with the maximum entropy assump-
tion, namely by regarding emptiness and occupancy as equiprobable [(Oriolo 99)]. As a
consequence, the convergence of the Bayesian updating procedure towards and accept-
able characterization of the OG requires a large number of measures.

The articles [(Thrun 03)] [(Fox 99)] describe algorithms for acquiring occupancy
grid maps with mobile robots, which rely on the probabilistic approach. These al-
gorithms employ the expectation maximization (EM) algorithm for searching maps
that maximize the likelihood of the sensor measurements. The approach presented in
[(Thrun 03)] relies on a statistical formulation of the mapping problem using forward
models. Experimental results are presented, which are obtained using a RWI B21 robot
equipped with 24 sonar sensors. The disadvantages of this approach are an apparent
increased sensitivity to changes in the environment, and a need to go through the data
multiple times, which prohibits its real-time application. Moreover, in [(Duckett 00)],
it is pointed out that the EM-based techniques suffer from a high computational com-
plexity. Besides, EM is not guaranteed to converge to a global optimum.

2.2 Comparative Analysis of Building OGs

The well known techniques of OGs building were experimented and comparisons were
performed in [(Ribo 01)] [(Gambino 96)]. It was shown that the fuzzy logic approach
has the best performance, especially in the case of unstructured environments. The ex-
perimental results indicated that the method based on fuzzy logic is more robust with re-
spect to the occurrence of false reflections in the measuring process [(Oriolo 99)]. Also
it was shown that stochastic techniques based on Bayesian updating are very sensitive
to the occurrence of outliers in the measuring process. In [(Oriolo 99)], the authors inte-
grated topological and grid-based representations for the purpose of constructing glob-
ally consistent metric models of large, real world environments. Using their approach, a
sonar-equipped mobile robot is able to construct detailed models of large environments
[(Duckett 00)]. The approach includes an off-line algorithm for constructing a global
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grid map. The algorithm is based on the fuzzy logic approach for OGs building, given
in [(Oriolo 99)].

In [(Ribo 01)]’s work, The building algorithm of the probabilistic approach is the
fastest and has minimum memory consumption. The processing time for the evidence
theoretic and possibilistic approaches are approximately 1.5 times higher than the prob-
abilistic approach. Concerning the stored OGs, the possibilistic approach is the one with
the highest memory requirement. This could be a drawback and might require compact
representations, e.g., quad trees to store the processed OGs.

To sum up, within a general framework of navigation in mobile robotics, the pos-
sibilistic approach may produce the most suitable OGs thanks to its robustness with
respect to outliers. The probabilistic and the evidence theoretic approaches produce
good results in certain cases, but their performances with respect to outliers are very
poor. However, a possible criticism to the possibilistic approach is the conservative be-
havior of its building process. It can infer the loss of information in certain parts of the
explored environment and induce the emergence of some artifacts in the OG.

3 SLAM (2) – Localization Estimation

Localization estimation approaches can also be divided into three major categories:
Visual SLAM, Lidar SLAM and SLAM by sensor fusion.

3.1 Visual SLAM

Monocular Camera. SLAM has been most often performed with other sensors than
regular cameras, however in the last years successful results have been obtained using
single cameras alone. Successful results with only a single camera have been obtained
in the last decade using both perspective and omnidirectional cameras. Some of these
works will be reviewed in this Section.

Practical real-time monocular SLAM was first demonstrated by [(Davison 03)], who
uses the Extended Kalman Filter (EKF), a mainstay of SLAM literature. He resolves
the problem of real-time operation by careful maintenance of the map to ensure that it is
sparse but sufficient, and by using the map uncertainty to guide feature matching. More
recently, [(Pupilli 05)] have demonstrated real-time camera tracking using a particle fil-
ter, which provides a good robustness, but theirs is predominantly a tracking system;
its mapping ability is currently rudimentary, which restricts its range of applications.
[(Eade 06)] have developed a system based on the FastSLAM algorithm, which com-
bines particle filtering for localisation with Kalman filtering for mapping. FastSLAM
has the advantage that it scales better with the number of features, but the absence of an
explicit full covariance matrix can make loop-closing more difficult.

Straight lines are common in man-made environments and are arguably better fea-
tures to track than points. Described just by a step change in intensity (which does
mean that they lack discrimination), they are trvially stable under a wide range of view-
ing angles, and a number of measurements can be made along their length to localise
them accurately. As a result, many camera-tracking systems have used line features. In
perhaps the earliest work in visual SLAM using lines, [(Bosse 04)] use a single omni-
directional camera to detect and track parallel lines, both with reasonable results.
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Point and line features are complementary in a camera localisation system: point
features provide good discrimination, but are view-dependent, while line features are
robust to viewing changes, but are more fragile. This idea has been studied recently
by [(Rosten 05)], who bootstrap line-tracking (using a prior accurately-known three
dimensional model) with detected point features. They shows that monocular tracking
with the fusion of point features and line features, and model-building with both types
of feature, can be performed within a standard SLAM framework.

Stereovision. Stereovision has been employed for map building in decades, e.g., active
stereo approach with spot lighting [(Scaramuzza 09)], 3D mapping from stereo range
data with planar modeling assumption [(Moravec 01)], and 3D SLAM based on feature
point matching [(Iocchi 00)] [(Elinas 06)] [(Garcia 04)]. The most popular approach in
recent years is the feature-point based one, in which the camera motion is estimated with
feature-point matching between consecutive frames, and 3D point clouds are generated
based on the estimated camera motion. As mentioned, however, the SLAM process
is unstable in non-textured environments, where sufficient corner-like features cannot
be extracted. Since many man-made environments are non-textured, the importance of
alternative feature forms such as lines is indicated in [(Se 01)] [(Herath 07)]. For this
reason, in [(Tomono 09)], Tomono computes 3D points from the edge points detected in
a stereo image pair, and then estimates the camera motion by matching the next stereo
image with the 3D points. The proposed method estimates camera poses and builds
detailed 3D maps robustly by aligning edge points between frames using the (Iterative
Closest Points) ICP algorithm.

Lines have also been used for some time in SLAM systems.In perhaps the earliest
work in visual SLAM using lines, [(Ayache 88)] used a stereo pair of calibrated cam-
eras to directly extract the three-dimensional location of line segments and filtered these
within an EKF SLAM framework. More recently, [(Dailey 05)] described the applica-
tion of ”FastSLAM” to the problem of estimating a map from observations of 3D line
segments using a trinocular stereo camera rig.

3.2 Lidar SLAM

We classify the Lidar SLAM into two main categories: scan matching approach and
probabilistic approach (maximum likelihood estimation approach). Scan matching ap-
proaches also can be categorized based on their association method such as Feature-to-
Feature, Point-to-Feature and Point-to-Point.

Feature-to-Feature matching approaches should have the shortest run-time, since by
these approaches hundreds of range points are reduced to dozens of features. For most
indoor applications, line segments [(Gutmann 00)], corners [(Lingemann 04)] and other
simple geometrical features are rich and easy to detect. [(Zhao 01)] picked a site that is
similar to indoor environments and employed feature-to-feature approaches to construct
an urban map successfully. [(Guivant 00)] used intensity (reflectance) of laser signal and
geometrical primitives to define and detect features. Their approaches are still limited
to some specific environments or conditions.

Point-to-Feature approaches, such as one of the earliest by [(Cox 91)], the points of a
scan are matched to features such as lines. The line features can be part of a predefined
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map. Features can be more abstract as in [(Biber 03)], where features are Gaussian dis-
tributions with their mean and variance calculated from scan points falling into cells of
a grid. Basically, Feature-to-Feature approaches try to use less information to represent
the raw data in order to speed up algorithms. If features cannot be detected robustly and
contain some uncertainties, the whole performance of the approaches will decrease. On
the contrary, Point-to-Point based approaches do not have these disadvantages; instead,
they use all the raw data.

Examples of Point-to-Point matching approaches are the following: iterative closest
point (ICP), iterative matching range point (IMRP) and the popular iterative dual corre-
spondence (IDC). ICP algorithm is one of the most successful and popular algorithms.
The basic idea of ICP is that using a closest-point rule to initial guess of their relative
pose, and then solving the Point-to-Point least-squares problem to compute their relative
pose. Finally the relative pose is updated and the whole process iterates until the result is
satisfying. Since ICP introduced by [(Chen 1991)], many variants have been proposed
on the basic ICP concept. In the [(Besl 92)] proposed ICP, where for each point of the
current scan, the point with the smallest Euclidean distance in the reference scan been
selected. IMPR was proposed by [(Lu 94)], where corresponding points are selected by
choosing a point which has the matching range from the center of the reference scan’s
coordinate system. IDC also proposed by [(Lu 94)], combines ICP and IMRP by using
the ICP to calculate translation and IMPR to calculate rotation. The mentioned point
to point methods can find the correct pose of the current scan in one step provided the
correct associations are chosen. Since the correct associations are unknown, several it-
erations are performed. Matching may not always converge to the correct pose, since
they can get stuck in a local minima. In [(Diosi 05)], Diosi presented a novel method
for 2D laser scan matching called Polar Scan Matching (PSM). This method avoids
searching for point associations by simply matching points with the same bearing. This
association rule enables the construction of an algorithm faster than the iterative closest
point (ICP).

Another Lider SLAM estimation method has been done for example by minimizing
an energy function [(Lu 95)], using a combination of maximum likelihood with pos-
terior estimation [(Thrun 00)] [(Vu 08)], using local registration and global correlation
[(Gutmann 00)] and using FastSLAM [(Hahnel 03)]. A Kalman filter implementation
can be found in [(Bosse 04)].

Based on correspondence establishment, we categorized various SLAM estimation
methods showed in Table 1.

4 Implementation of Lidar SLAMs

To give a better understanding of different SLAM approaches’ performance, in this sec-
tion, we present three kinds of experiment method for SLAM estimation: (1) Probability
edge matching method with traditional OG Maps. (2) Maximum measurement proba-
bility method with Bayesian updated OG Maps. (3) RANSAC method with Bayesian
updated grid map. The experiments use a Regal laser scanner at a 0.1 degree bearing
resolution in outdoor environments.
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Table 1. Comparison of SLAM Estimation Method. F-T-F=Feature to Feature, P-T-F=Point to
Feature, P-T-P=Point to Point, EKF=Extended Kalman Filter.

Sensor System Approach Comments

Monocular
[(Bosse 02)] F-T-F vanishing points and 3D lines to recover mapping

on a 946 meter path
[(Dailey 05)] EKF resolved the problem of real-time operation
[(Rosten 05)] F-T-F bootstrap line-tracking with detected point features
[(Pupilli 05)] F-T-F EKF based, first practical real-time monocular

SLAM
[(Eade 06)] Kalman

filtering
combined particle filtering for localisation with
Kalman filtering for mapping

Stereovision
[(Moravec 85)] F-T-F 3D mapping from stereo range data with planar

modeling assumption
[(Ayache 88)] EKF used stereovision to directly extract the 3D location

of line segments and filtered these within an EKF
SLAM

[(Garcia 04)] F-T-F 3D SLAM based on feature point matching
[(Lhuillier 05)] P-T-P used 5-point RANSAC and bundle adjustment to re-

cover 3D map
[(Dailey 05)] F-T-F estimating a map from observation of 3D line seg-

ments using a trinocular stereovision
[(Jeong 06)] F-T-F build 3D maps robustly by aligning edge points be-

tween frames using the ICP algorithm
[(Herath 07)] F-T-F build 3D maps by line features

Lidar
[(Cox 91)] P-T-F scan points matched to features like lines
[(Lu 94)] P-T-P based on matching points with tangent directions in

two scans to compute the relative pose of two scans.
[(Thrun 00)] Maximum

likelihood
used combination of maximum likelihood with pos-
terior estimation

[(Gutmann 00)] F-T-F using local registration and global correlation used
line segments for feature matching

[(Guivant 00)] F-T-F used intensity of laser signal and geometrical prim-
itives to define and detect features

[(Zhao 01)] F-T-F employed feature-to-feature approaches to construct
an urban map successfully

[(Biber 03)] P-T-F features are Gaussian distributions with their mean
and variance calculated

[(Lingemann 04)] F-T-F used corners for feature
[(Bosse 04)] Kalman filter used Kalman filter to estimation SLAM
[(Tomono 04)] F-T-F utilizes Euclidean invariant features to match an

input scan with reference scans without an initial
alignment

[(Vu 08)] Maximum
likelihood

estimate of the vehicle pose with the measurement
likelihood that is nearly unimproved
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4.1 Probability Edge Matching with Traditional Grid Map

The method represents the environment by means of a two dimensional evenly-spaced
grid. Each grid cell estimates the probability of the corresponding region being occu-
pied or free space area of the environment. The traditional grid map algorithm uses
the Bayes’ rule to model the sensor measurement and combine the probabilities from
multiple measurements. Experimental researches have demonstrated that an alternative
simple counting method may provide similar results with less computational burden,
allowing safe real time operation.

In our test, after building the probability OG maps above, a simply clustering filter is
adopted to remove outliers and find meaningful line segments. We detect edge features
using the clusters of occupied data in occupancy gird map, small clusters were removed.
When edge features have been established in each occupancy grid map, a pattern match-
ing technology is used to estimate translation T and rotation R between two consecutive
frames, this method is quite similar to [(Gutmann 00)] method. The total computational
time needed for such a single scan matching is about 140-170 ms on a low-end PC.

4.2 Estimation Maximum Likelihood with Bayesian Updated Grid Map

In the occupancy grid representation, we apply Bayesian Update scheme (refer for detail
section 2) that provides an elegant recursive formula to update the grid map.

In our test, we used an approach of matching problem as a maximum likelihood
problem to estimate SLAM (similar to [(Vu 08)] approach). Given an underlying ve-
hicle dynamics constraint, the current scan’s position is corrected by comparing with
the local grid map constructed from all observations in the past instead of only with one
previous scan. By this way, we can reduce the ambiguity and weak constraint especially
in outdoor environment and when the vehicle moves at high speeds. The resulting pose
will be the pose at which the measurement probability achieves a maximum value. Be-
cause of the inherent discretization of the grid, the approach turns out to work very well.
In practice, with a grid map resolution of 8 cm, it is to generate enough pose samples
to obtain a good estimate of the vehicle pose with the measurement likelihood that is
nearly unimproved even with more samples. The total computational time needed for
such a single scan matching is about 70-110 ms on a low-end PC.

4.3 RANSAC Method with Bayesian Updated Grid Map

In this test, building OG map and clustering process is same with the first SLAM
method. After the clustering process, the start point and the end point of each clus-
ter are extracted. The correspondences between features identified in two successive
frames are found by comparing the region (in our practice, the region that is the angle is
not exceed 5 degree and distance is not exceed 2 meters). For a feature in the landmark
set of the first frame, we assume that the features in the region of the second frame are
its corresponding point. The resulting set of point correspondences is used as input for
the RANSAC algorithm. The total computational time needed for such a single scan
matching is about 30-80 ms on a low-end PC.

An overview of the algorithm is shown in follow: Repeat the following steps until
stop condition satisfied:
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– Choose a random subset of two set of corresponding points and calculate and by
least-squares algorithm.

– Compute the consensus set by applying the calculated rotation and translation to all
points of and then computing the distance to the corresponding points of set, add
points whose distance is below a certain threshold.

– Save the consensus set if its size is bigger than a certain number.

Stop condition: iteration number is over N, or, the consensus set size is larger than a
pre-defined threshold. If at least one consensus set is found, use the one with the most
elements and calculate from these points the rotation and translation . If no consensus
set is found, the algorithm outputs nothing.

(a) Frame 139 (b) Frame 324

Fig. 1. Comparison SLAM results with three kind of method

(a) SLAM built by Edge
Matching method

(b) SLAM built by Maxi-
mum measurement probability
method

(c) SLAM built by RANSAC
method

Fig. 2. SLAM built in Frame 139
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(a) SLAM built by Edge
Matching method

(b) SLAM built by Maxi-
mum measurement probability
method

(c) SLAM built by RANSAC
method

Fig. 3. SLAM built in frame 324

4.4 Comparative Analysis of SLAM Results

Figure 1 shows two camera images in frame 139 and 324. In frame 139, our vehicle
was moving in a straightaway, and two pedestrians were ready for across the crossing
from right to left. In frame 324, our vehicle was moving and turning right slightly to
avoid two pedestrians. In this scene, there are also other walking pedestrians. Figure 2
shows the estimated SLAM results by three test methods. Since most of objects were
static, our SLAM results show not significant difference. However the vehicle path, we
can see, RANSAC method shows the best performance, because another method were
very sensitive to the dynamic objects. In figure 3, since many dynamic objects (walking
pedestrians) exist, the RANSAC results were much better than another methods.

5 Conclusions

This paper reviews a number of promising approaches and provides an overview of
recent developments in the domain of SLAM, which aims at building a consistent map
of the environment and at the same time determine the location of moving robot within
this map. In this paper, we classify SLAM by the processes (occupancy grid mapping
and localization estimation), sensors (visual SLAM, Lidar SLAM and SLAM by sensor
fusion) and uncertainty calculation (probabilistic, evidence theoretic and possibilistic
SLAMs). Possibilistic SLAM with RANSAC estimation shows better performance in a
noisy environment to build the occupancy grid maps in our experiment.
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Abstract. Earth pressure balance is normally used in excavating tunneling due 
to high automation, quick construction, environmental friendliness, etc. Based 
on minimum mean square error, optimized mechanical models for non-group 
and group thrust systems of the earth pressure balance have been constructed. 
Through the offset load, the force transmission performances for the two thrust 
systems were studied, respectively. By applying force ellipse to the thrust sys-
tem of a shield machine, the difference between the two configurations was 
analyzed. It provides an important theoretical foundation for the development 
and design of thrust systems. 

Keywords: Earth pressure balance, Thrust systems, Force transmission, Force 
ellipse. 

1   Introduction  

In excavating tunneling for subways and power cables, shield tunneling machines are 
often used. At present, the shield tunneling is the most promising and competitive 
method for underground space exploration and utilization, characterized by quick and 
safe construction, high automation, environmental friendliness, etc [1]. 

The thrust system performs the task of driving shield ahead tunneling and control-
ling the pose of the shield, ensuring the shield can excavate along the given route [2]. 
However, the anisotropy of excavation interface rocks, the inconsistencies of resis-
tance surrounding machine and its own weight lead to the offset loading. On the one 
hand, the big offset may make segments crack [3]; On the other hand, the shield ma-
chine extrudes the surrounding soil and the surface could be uplift. Then the collapse 
of houses and buildings on the ground would occur. Therefore, it is of primary impor-
tance to analyze and control the forces of the thrust system [4]. 

For the drive system of the shield, most of current studies focus on a given geologi-
cal and construction requirements of the thrust system to estimate the tunneling pa-
rameters for providing the system design basis [5]. However, these studies are usually 
                                                           
* Corresponding author. 
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less involved in the structure of the shield and its law of force transmission. Based on 
the shield mechanical optimization model, the law of force transmission for hydraulic 
cylinders of the thrust system has been analyzed in more detail and the result could 
provide a theoretical foundation and support for the design of shield tunneling ma-
chines and automatic control for thrust systems.  

2   Mechanical Model of Thrust Systems 

In the tunneling process, the shield machine will be resisted by the drag force Fz 
which is produced by the soil mass. The resistive torques Mx and My will be produced 
due to its gravity, unevenness of excavation interface socks and the extrusion force of 
the curve tunneling. By overcoming the external resistive force Fz and the moment Mx 
and My, the driving system can control the main machine to pitch, sway and go 
straightly along the expected line. 

 

Fig. 1. Mechanical model of thrust system 

As shown in Fig. 1, the circular center of shield hydraulic cylinders is considered 
as the coordinate origin, z-axis as being in parallel with the center line of the hydrau-
lic cylinder and opposite to the driving direction, and y-axis as being perpendicular to 
z-axis and pointing to the ground. The x-axis is determined by the right-hand rule, and 
then a Cartesian coordinate system is constructed. In Fig.1, Fz is the resultant resis-
tance in the z direction; Mx and My are the drag torques in the x direction and y direc-
tion, respectively; Fi (i = 1, 2,..., N) is the thrust of the i hydraulic cylinder; the system 
has N hydraulic cylinders [6]. 

According to the mechanical model in Fig. 1, the following force balance equations 
can be given: 
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Where, Fi denotes the thrust of the i hydraulic cylinder, (xi,yi) is the coordinate of the 
point of the force applied. 

3   Analysis of the Force Distribution Law for the Driving System 

3.1   Force Distribution Law of the Non-group System 

By controlling the pressure of the hydraulic cylinders in automatic systems, the con-
figuration is usually non-group [6]. To achieve the expected position of the shield 
machine, the point of the resultant force would be controlled by adjusting the force of 
each cylinder, and then the shield machine can excavate along the planed route. 

In order to force uniformly on segments, the optimization function is as follows 
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In Eq. (4), the F
−

 can be expressed as 

 
1

1 1N

i z
i

F F F
N N

−

=
= = −∑                                              (5) 

Where N is the number of hydraulic cylinders of the thrust system. 
According to Eqs. (1)-(4), the Lagrange function can be derived 
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The partial differential form of Eq. (6) can be obtained 
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Letting zi=-Fi, Eq. (7) can be transferred into 

 2 3 1
z

i i i

F
x y z

N
λ λ λ− − + = +                                      (9) 

Due to the hydraulic cylinders with uniform spacing along the circumference, the 
following equation can be obtained 

 2 2 2
i ix y r+ =                                                (10) 

where r is the radius of the layout of the hydraulic cylinders. 
 
 

 

Fig. 2. Non-group construction force ellipse model 

As shown in Fig.2, the plane α is constituted with Eq. (9) and the cylinder surface β 
is made with Eq. (10). The space point (xi, yi, zi) is on the closed spatial ellipse curve 
line of intersection between the plane α and the cylinder surface β. zi is the value of 
the force of the ith hydraulic cylinder at the stress point coordinates (xi, yi) 

According to Eqs. (8)-(10), zi can be solved as 
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From Eqs. (10)-(11), Eqs.(12) and (13) are given by 
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According to Eqs. (12)-(13), the parameters of the force ellipse can be obtained 
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The eccentricity of the force ellipse suggests the degree of the offset load, and the 
various parameters on the impact of e will be discussed as follows: 

(1) Equation (16) shows that with increasing resistance torque Mx or My, e 
values gradually increase. It means that the level of the offset loading en-
hances and the degree of even force on segments remits. The segments are 
vulnerable to crack when the offset load is increased. Consequently, the 
bigger one can be obtained in engineering applications through several 
continuous little deviations correct in order to decrease the drag torque and 
the offset load. 

(2) With the increasing of the radius of the layout of cylinders, the eccentricity 
becomes smaller. It is shown that the level of even load on segments is 
better. As a result, there is a data of eccentricity between the center of cyl-
inders and pressure pads. In other words, it will increase the force radius in 
this way. 

(3) The thrust Fz has no bearing upon the ellipse eccentricity. 

3.2   Force Distribution Law of the Four-Group System 

In order to reduce the complexity of control, all hydraulic cylinders on the existing 
shield thrust system are usually divided into four groups as A, B, C and D in the verti-
cal and horizontal directions. In the excavation process, the shield machine can sway, 
pitch or push forward by controlling the pressure and velocity of each group individu-
ally. Then, the line of shield machine tunneling can be ensured to conform to the 
design of the tunnel alignment [7]. 
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Fig. 3. Four-group of thrust cylinders in shield machine force 

 

As shown in Fig. 3, all the hydraulic cylinders in Fig.1 are divided into four 
groups. A has n1 cylinders; B has n2; C has n3; D has n4. Among A group, k1 hydraulic 
cylinders are in the first quadrant and k2 in the fourth quadrant. The angle between the 
center line of the first cylinder and the x-axis isθ  and the number of left group is 
equal to the right.  

Similarly, the force balance Eqs. (17)-(19) can be obtained 
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For simplicity, the optimization function can be constructed as following: 
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According to Eqs. (17)-(20), the Lagrange function can be expressed as 
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Of Fi(i=1,2,3,4) and λi(i=1,2,3) for the partial derivative, the following equations can 
be obtained 
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Letting zi=-Fi(i=1,2,3,4) and solving Eqs. (22)-(23), the solutions can be obtained, 
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Defining zfmax=max(z1,z2,z3,z4) and zfmin=min(z1,z2,z3,z4) as the two points of long axis 
of the force ellipse for four-group sytem and two other as points of the ellipse, the 
spatial force ellipse can be given in Fig. 4. 

 

 
Fig. 4. Four-group mechanical ellipse model 
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According to the theoretical ellipse formula, the eccentricity of force ellipse can be 
described as 
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From Eqs. (24)-(28), it can be found 

(1) Eq. (28) suggests that for non-group system, the eccentricity increases with the 
increasing resistive moment and the decreasing radius of arrangement. It also 
shows the thrust Fz does not affect the eccentricity ef  

(2) To make the machine sway motion, adjusting the pressure of Groups A and C 
group cylinders, Groups B and D can be determined by the average value of 
Groups A and C .  

(3) To make the shield pitch motion, adjusting the pressure of Groups B and D cyl-
inders, the pressure in Groups B and D can be given 
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If the number of Group B is equal to Group D, Eq. (30) can be reduced to 
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Thus, for a four-group system, if the upper is equal to the lower and the left is equal to 
the right, their pressure satisfy the linear relation.  

(4) Eqs. (24)-(27) indicate that Groups B and D only generate pitching moment 
while Groups A and D produce pitching torque besides swaying moment. 

4   Case Study 

The basic structure parameters for a shield machine φ=6.34m are: r=2.85m; N=22  
[8-9]. All cylinders are divided into four groups: A and C are six and B and D are 
five. In Fig. 5, it is shown that the eccentricity changes with the drag moment on non-
group and four-group.  

The value of e/ef is defined as the eccentricity ratio er and the value symbols the 
eccentricity comparison between the non-group and the four-group under the same 
condition. 
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The following statements can be obtained from the Fig.5 

(1) The elliptical eccentricity implies that the uniformity of stress on segments. 
It is shown that in Fig.5 (a) the eccentricity rises in circles with the increase 
of the resistive moment while in Fig.5 (b) the eccentricity rises in squares. 

(2) As shown in Fig.5 (c), the value of eccentricity ration ranges from 0.85 to 
1.15. Thus, although the pressure changes dramatically and the shearing 
force would produce easily on the non-group, the offset load has insignifi-
cant impact on both structures under the same condition. So, the four-group 
structure has been usually adopted in engineering applications. 

  

Fig. 5. Force ellipse eccentricity comparison 

5   Conclusion 

This paper presents a force transmission optimization model for thrust systems in 
non-group and four-group structures according to the evenness of the pushing forces 
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on segments. By the force ellipse, the force transmission characteristics have been 
analyzed. Finally, the features of two structures have been compared through a case 
study. From the analyses above, the following result can be obtained: 

(1) The force ellipse can be applied to the analysis of the thrust layout; Resistive 
moment is the key factor for two structures; Reducing torque and increasing ra-
dius can decrease the offset load. 

(2) Due to the stepped pressure for the four-group, the segments are open to crack, 
and the offset load is not very large. 

(3) According to the force transmission optimization model, the pressure can be 
provided for manipulators, and the excavation deviation could be avoided. 
Meanwhile, the optimization method can offer a theoretical foundation for the 
design and development of automatic control systems. 

(4) The model has the feature of generalization in usage and four groups can be ex-
tended to more groups for the force optimization model. 
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Abstract. For locating pipeline pigs, passive ultrasonic RFID tags are proposed 
to indicate pipeline segments in the paper. Ultrasonic transmitters and receivers 
are carried on the pig robot, and RFID tags are placed on the outside wall of 
long-distance pipelines. The built ultrasonic RFID localization model shows 
that ultrasonic transmitters and receivers work in their radiating near-field re-
gions, while RFID tags work in their reactive near-field regions. These tags can 
also be discovered by hand-held readers when the maintenance required. There-
fore, both requirements of inner localization and outer localization are satisfied 
simultaneously. What is more, system structures and operation steps of pig 
launching and pig receiving are provided. In discussion, three RFID tags are 
placed around the outside wall of each pipeline segment to improve the identifi-
cation rate and in case of any potential malfunction. The methodology also pro-
vides a feasible solution to determine orientations of pipeline pigs and potential 
defects. 

Keywords:  Passive ultrasonic RFID, pipeline pig, inner localization, outer  
localization, orientation determination. 

1   Introduction 

As pipeline transportation has its merits of low cost, save energy, high security, and 
continuous supply, it is widely used for oil transportation in the world. But for reasons 
of abrasions, aging effects, geographical transformations, climatic changes, and hu-
man-caused damages, leakage accidents happen frequently [1]. These kinds of haz-
ards have influenced our daily life, property securities and environments greatly. At 
the same time, serious waste of natural resources produced. It is very important to 
discover and locate pipeline defects before any potential leakage happens. To reach 
this goal, Chinese government has issued a decree in April, 2000. It is said that all 
major oil transportation pipelines in the country should be online inspected or de-
tected every 3 to 5 years. As reasons of most pipelines are made of metal and running 
underground for years, they cannot be detected by human resources directly. Smart 
pipeline pigs are summoned to carry out these kinds of arduous tasks in most cases.  

Smart pipeline pigs are autonomous robots inserted into and travelled throughout 
the full length of long-distance pipelines and driven by the product flow. Although 
each pipeline has its own set of characteristics which affect how and why pigging is 
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used, there are basically three reasons to pig a pipeline [2]: to batch or separate dis-
similar products; for displacement purposes; for internal inspections. As the oil flow-
ing velocity is a variable related to temperature gradients, densities and compression 
performances of the crude oil, difficulties of locating a pipeline pig have been in-
creased after it is inserted into the dark, viscous and hot pipelines. 

Generally, there are two issues should be discussed in the field of locating pipeline 
pigs: inner localization and outer localization. Inner localization is used for pipeline 
pigs to tell inner locations of potential defects, such as distortions, metal peelings, 
cracks, and so on. While outer localization is used for workers to find where starting a 
digging. On the one hand, most methodologies for inner localization are reported in 
literatures: counting wheels, vision sensors, curvature sensors, rays, static magnetic 
field and multi-sensors fusion [3-4], extreme-low-frequency electromagnetic pulse 
[5], and so on. For long-distance pipelines, cumulative errors play important roles. 
Usually, welding seam tracking is employed to find which segment that the pig is 
located firstly, and counting wheels are used to count the relative location in the pipe-
line to avoid cumulative errors [6]. Missing of any welding seam will cause a series of 
dislocations after the missing point. On the other hand, new methodologies of outer 
localization are studied by some pioneers increasingly. RFID, Radio-Frequency Iden-
tification, has entered the views of researchers for its wide applications of identifica-
tion and tracking, even from a distance over meters. It is reported that mobile robot 
localization based on RFID has been developed [7-9]. Electronic markers [10] and 
RFID markers [11] are used for outer localization of pipelines too. 

But there is no methodology reported to provide a solution of both inner localiza-
tion and outer localization for metallic pipelines simultaneously. Metal shields are 
great barriers for electromagnetic waves to cross. But the ultrasonic wave, a mechani-
cal wave, has outstanding abilities of penetrating through metals, soils and liquids up 
to a thickness of 10 meters. They have wide employments in some industry applica-
tions, such as non-destructive detection [12]. Following this idea, ultrasound-RFID 
indoor positioning [13] and passive ultrasonic RFID elevator positioning [14] are 
researched. What is more, ultrasonic wave has a frequency range of 20 kHz to 10MHz 
that covers the frequency range of low frequency (LF) RFID. As a matter of course, 
passive ultrasonic RFID tags are proposed for both inner localization and outer local-
ization of pipeline pigs in the paper. 

The rest of the paper is organized as follows. First of all, the ultrasonic RFID local-
ization model is introduced in Section 2. Next, the structures and operation steps of 
pipeline pig launching system and receiving system are described in Section 3. In 
Section 4, some questions of ultrasonic RFID localization are discussed, and the three 
tags’ redundancy methodology is proposed to improve the identification rate of pas-
sive ultrasonic RFID localization system during its lifetime over years. Finally, the 
paper is concluded in Section 5. 

2   Passive Ultrasonic RFID Localization Model 

The proposed pipeline pig is contained of three major parts: the cleaning sphere head, 
the pig robot body and the polyurethane (PU) sealing tail (Fig.1). When the pig swims 
in pipelines, there will be a relative clean room between its cleaning sphere head and 
PU sealing tail. The clean room is good for the work process of ultrasonic devices. 



 Passive Ultrasonic RFID Localization for Pipeline Pigs 281 

 

Ultrasonic RFID tags are installed in the outside wall of each pipeline segment, and 
can be discovered by the pig when it is located in the sensitive area of RFID tags. As 
soon as one of the tags is discovered, counting wheels will be set to zero and start a 
new counting cycle. At these points, the location of a pipeline pig can be expressed as 
a combination of the global location of a RFID tag and the local location of a count-
ing wheel along the long-distance pipeline. 

eelCountingWhiPig LLL +=  (1)

Where, iL  is the calibrated location of the discovered RFID tag, i  is the ID code of 

the tag, and eelCountingWhL  is the local location of a counting wheel.  

 

Fig. 1. Major parts of the pipeline pig’s inner localization system 

During construction, RFID tags are placed at the beginning part and near the weld-
ing seam of each pipeline segment firstly. After construction, their location will be 
calibrated by hand-held readers accurately. Once the calibration of all RFID tags 
completed, a location map of pipeline segments is forming. Global localization of a 
pipeline segment has been changed into a simple task of looking up a calibrated table. 
By this measure, even missing any pipeline segment, there will be no dislocation 
happened after the missing point. What is more, in virtue of using the same method-
ology to calibrate a pipeline and to discover a defect by workers, there is no cumula-
tive error needed to be considered for global localization.  

Generally, there are four steps existed in a complete discovering process (Fig. 2): 
First of all, one of the ultrasonic transmitter emits an energy concentrated and powerful 
penetrating ultrasonic wave; Next, energy transducer-I converts the mechanical wave 
into low frequency electromagnetic wave; Thirdly, the RFID tag absorbs energy of 
electromagnetic wave to reach its working voltage and emits its ID code through 
modulated electromagnetic wave; Finally, energy transducer-II converts the modulated 
electromagnetic wave to an ultrasonic wave for ultrasonic receiver discovering the 
coded pipeline ID. 
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Fig. 2. Working sequence of an ultrasonic RFID tag 

As everyone knows, there are three fields existed in the wave’s direction of propa-
gation: reactive near-field region, radiating near-field region and radiating far-field 
region. The reactive near-field is a field storing energy, where transformer model can 
be applied. In the other two fields, electromagnetic waves have shaken off from an-
tennae, and the radar cross-section model can be applied. The borderline between 
reactive near-field region and radiating near-field region is [15]: 

πλ 21 =R  (2)

Where, 1R  is the radius of the borderline sphere between reactive near-field region 

and radiating near-field region, and λ  is the wave length. 
While the borderline between radiating near-field region and radiating far-field re-

gion is: 

λ2
2 2DR =  (3)

Where, 2R  is the radius of the borderline sphere between radiating near-field region 

and radiating far-field region, and D  is the diameter of antenna. 
The power loss of RFID tag at a distance R  from RFID reader is: 

2

4
⎟
⎠
⎞

⎜
⎝
⎛×=

R
GEIRPP TagTag π

λ
 (4)

Where, TagP  is the power loss, EIRP  is the root mean square (RMS) value of radi-

ating power of antenna, and TagG  is the gain of the RFID tag. 

And the received power of RFID Reader at a distance R  from the RFID tag is: 
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Where, TagP  is the received power, TxP  is the transmitting power of RFID reader, 

TxG  is the gain of transmitting antenna, RxG  is the gain of receiving antenna, and σ  

is the radar cross section. 
For ultrasonic waves of 20 kHz to 10 MHz, its wave length is about 17 to 0.034 

mm, and 1R  is about 2.71 to 0.0054 mm. According to market research, the diameter 

of ultrasonic antenna for commercial usage is 16 to 70 mm. Therefore, 2R  is about 

0.188 to 1814.814 m. Compared to the distance between ultrasonic transmitter loaded 
on the pig and the ultrasonic receiver installed on the outside wall of the pipeline, a 
conclusion can be reached obviously that ultrasonic transmitter and receiver work in 
their radiating near-field region.  

After energy transmitter-I received ultrasonic wave, electromagnetic waves will 
function to arouse RFID tags. For electromagnetic waves of 20 kHz to 10 MHz, the 

wave length is about 15000 to 30 m, and 1R  is about 2388.54 to 4.78 m. As RFID 

tags are placed near the energy transmitters and the distance can be counted in centi-
meters, a similar conclusion can be reached that RFID tags work in their reactive 
near-field region. 

3    Pig Launching and Pig Receiving 

According to the pipeline construction standards, there should be some pump station 
arranged for pumping oil along long-distance pipelines. And in order to solve the 
pipeline cleaning issues, there always are some cleaning sphere launching and receiv-
ing systems constructed. As the pipeline pig proposed in the paper is followed after a 
cleaning sphere head in structure, it is naturally considered that pig launching and pig 
receiving will comply with homologous rules to make the devices and methodologies 
simplified. The operation steps of pig launching and pig receiving are described in 
detail as follows. 

3.1   Pig Launching 

As shown in Fig. 3, the integrated pipeline pig launching system is a bypass loop 
structure that is composed of a bypass valve-I (B), a bypass valve-II (C), a quick-open 
door, a relief valve (D), a pressure meter, a launch valve (A), and a pig passage indi-
cator. Oil flows in the main pipeline upward and turns right as a routine. Before a 
pipeline pig is needed to be launched, the launching room is unpressured, valve A and 
valve C closed, but valve B and valve D opened. As soon as the launching room is 
empty of oil and the pressure meter reaches the normal atmospheric pressure, a pig 
launching process is ready. 
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Launching steps: 

1. Open the quick-open door, push the pipeline pig into the segment of variable 
diameters, and make it fitting tightly with the pipeline. 

2. Close the quick-open door correctly, and open valve C slowly to raise the in-
ner pressure of launching room.  

3. Close valve D as soon as the launching room is full of oil. 
4. Open valve A, and keep valve C open to prepare for launching. 
5. Half close valve B to increase the oil flow in valve C, then close valve B until 

the pipeline pig has been launched into the main pipeline and has been discov-
ered by pig passage indicator. 

6. Open valve B fully. After that, close valve A and C fully, and open valve D. 

 

Fig. 3. Structure of a pipeline pig launching system 

3.2   Pig Receiving 

As shown in Fig. 4, the integrated pipeline pig receiving system is also a bypass loop 
structure that is composed of a bypass valve-I (B), a bypass valve-II (C), a quick-open 
door, a relief valve (D), an outlet valve (E), a pressure meter, a receive valve (A), and 
a pig passage indicator. Oil flows in the main pipeline rightward and turns down as a 
routine. Before a pipeline pig is needed to be received, the receiving room is unpres-
sured, valves A and C closed, but valves B, D and E opened. As soon as the receiving 
room is empty and the pressure meter reaches the normal atmospheric pressure, a pig 
receiving process is ready. 

Receiving steps: 

1. Close valves D and E, open valve A and C to prepare for pig receiving. 
2. Close valve B slowly to push pipeline pig into the middle of valve A and pipe tee 

and into the receiving room. 
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3. Open valve B, close valves A and C when pig passage indicator discovered the 
pipeline pig. 

4. Open valves D and E to relief the inner pressure of pig receiver. 
5. Open the quick-open door and pull the pipeline pig out after confirming there is 

no inner pressure in pig receiver. 
6. Close the quick-open door and confirm that it is closed correctly. 

 

Fig. 4. Structure of a pipeline pig receiving system 

4   Discussions 

In case of potential malfunction, three RFID tags are placed around the outer wall of 
each pipeline segment to improve the identification rate. Their orientations are left-
ward, rightward and upward, as shown in Fig. 5. The identification code of a tag can 
be used to determine orientations of defects discovered in the pipeline segment. As 
shown in the figure, the pipeline is projected into a torus section. Define the upward 
direction as positive x direction, define the rightward direction as positive y direction, 
and define the inward direction as positive z direction, a right-hand coordinate system 
is forming. Suppose the top tag is located at 0°, the right tag is located at 90°, the left 
tag is located at 270°, and the orientation of a potential defect can be defined as angle 
α  from x-axis to the defect. Even if one of the tags is malfunction, angle α  can be 
deducted from any identified tag of the other two. 

Another issue is the metal disturbances of pipelines. As the ultrasonic transmitter 
and receiver work in their radiating near-field region, there are metal disturbances 
needed to be considered when RFID tags placed. Metallic pipelines acts as capacitors 
or inductors in the radiating near-field region. And a combined antenna will be 
formed with RFID antenna and metallic pipelines. But the effect of interface capaci-
tance contributes more than the inductance effect for the size differences in the three 
directions of pipelines. The interface capacitance can be computed as: 
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δεε AC 0=  (6)

Where, 0ε  is the permittivity of vacuum, ε is the relative permittivity, A  is the 

effective coverage area, and δ  is the distance between an ultrasonic transmitter and a 

RFID tag. In construction phase, only the δ  can be easily controlled. Apparently, a 
big distance will be better for controlling the interface capacitance. But with the dis-
tance increasing, the electromagnetic radiation energy decreases too. Too less energy 
will cause passive ultrasonic RFID tags failing to emit. Therefore, there will be a 
proper gap reserved between RFID tags and metallic pipelines. 

 

Fig. 5. Layout of three RFID tags outside the pipeline wall 

5   Conclusions 

Passive ultrasonic RFID is a combination application of mechanical waves and elec-
tromagnetic waves. The combination gives passive ultrasonic RFIDs outstanding 
penetrating capacity and excellent radio identification ability. These marvelous char-
acters make them easy to be discovered by both pipeline pigs and maintenance work-
ers. Analysis and computations show that the ultrasonic transmitter and receiver work 
in the radiating near-field regions, while the RFID tags work in their reactive near-
field regions. In consideration for potential malfunction during years’ running, three 
tags are placed around the outer wall of each pipeline segment to improve their identi-
fication rates and avoid of potential malfunctions. As orientations of the three tags are 
scheduled as top, left and right strictly, the methodology can be extended to determine 
orientations of pipeline pigs and discover defects. 
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Abstract. To improve the measurement precision of the shield’s pose, the  
factors which influence the measurement results are studied in this paper.  
Coordinate transformation formula is applied to calculate the shield’s pose by 
transforming the relative coordinate of the shield’s cutter head center in the la-
ser target coordinate system to the world coordinate. The relative coordinate of 
the cutter head center is calibrated by transforming the formula inversely. The 
calibration error of the relative coordinate caused by the measurement error of 
the attitude angle is analyzed detailedly. The position measurement error of the 
cutter head center is deduced based on the principle of error transfer. Finally, 
the impact of each attitude angle’s measurement error on the cutter head center 
is obtained by traversal algorithm in the variation range of attitude angle. Ac-
cording to the different influence degree, the measurement error of each attitude 
angle is proportionally allocated. 

Keywords: Shield machine, measurement error, error transfer, error allocation. 

1   Introduction 

In the tunnel construction, the shield machine must be driven forward along the DTA 
(Designed Tunnel Axis) which is designed in the world coordinate system. In the 
process of tunnel driving, it is necessary to measure the pose of the shield machine 
real-timely to drive it accurately. The pose error of the shield machine can be obtained 
by comparing the measurement results with the DTA. What we concern in the tunnel 
construction is the horizontal deviation and vertical deviation[1] of the shield ma-
chine’s cutter head center and tail center, so the main measurement task is to obtain 
the positions of the two points. For the measuring principles of the two points are the 
same, only the measurement error of the cutter head center is discussed in this paper. 

The total station, which determines the position of the target by measuring the 
horizontal angle, the vertical angle and the range, is widely applied to the tunnel con-
struction for its high precision  in range measurement and angular measurement.  
Moreover, its powerful measurement performance of automatization and intelligenti-
zation, which is named Automatic Target Recognition[2-3], enables it possible to 
measure moving objects.  

The laser target, which has many advantages such as small volume, convenient in-
stallation and so on, is used to measure the attitude angle of shield machine together 
with the total station. However, the measurement error of the attitude angle will result 



 Allocation of Measurement Error of Shield’s Pose 289 

 

in the measurement error of the cutter head center’s position. Therefore, it is neces-
sary to analyze error transfer in the measurement process, and allocate the measure-
ment error of attitude angle to improve the measurement precision of cutter head 
center. 

In this paper, the measurement principle of the position of cutter head center is de-
scribed in Sec 2. To measure the position of cutter head center, the calibration for the 
relative coordinate of the cutter head center in the laser target coordinate system and 
the analysis of the calibration error are studied in Sec. 3. After that, the measurement 
error of the cutter head center’s position is also analyzed in Sec 4. In Sec 5, the impact 
of each attitude angle on the cutter head center is analyzed and the  measurement error 
of each attitude angle is allocated reasonably. Sec 6 is the conclusion. 

2   The Measurement Principle of the Position of Cutter Head 
Center 

As shown in Figure 1, the shield machine looks like a cylinder and its axis is the line 
between the cutter head center and the tail center. The laser target is fixed in the 
shield machine and the target axis (a-axis) is nearly parallel to the shield axis. The 
total station, which is installed on the tunnel segments, aims at the laser target without 
any obstacle. It can emit laser beam to measure the world coordinate of the prism in 
the laser target, which is named�x0, y0, z0�. The horizontal angle γ of the a-axis in 
the world coordinate system can be obtained from the incident angle of the laser 
measured by the laser target and the horizontal angle of the laser. The roll angle α and 
the pitch angle β of the laser target can be measured by the dual-axes inclinometer 
which is installed in the laser target. One of the axes in the inclinometer is parallel to 
the a-axis and the other is perpendicular to it. The laser target coordinate system 
named o-abc is established and its origin point is (x0, y0, z0).  The coordinate system 
o-abc rotates together with the laser target and the shield machine when the shield 
changes its pose. The roll angel α is the one by which the laser target rotates around 
the a-axis and it will be zero when b-axis is horizontal. When a-axis is horizontal, the 
pitch angle β is zero.  

For the laser target is fixed in the shied, the coordinate of the cutter head center (x1, 
y1, z1) in the coordinate system o-abc is constant, but what we want to know is the 
world coordinate of the cutter head center, which is named (x, y, z).  After the relative 
coordinate (x1, y1, z1) in the laser target coordinate system is calibrated, the transfor-
mation matrix is deduced that will transfer the coordinate (x1, y1, z1) to the world 
coordinate system. It can be thought of as a series of three rotations[4-6], each around 
an axis of world coordinate system. The first rotation is that (x1, y1, z1) rotates around 
the X-axis by roll angle α, the second rotation is around the Y-axis by pitch angle β 
and  the third one is around the Z-axis by horizontal angle γ. All the rotation matrixes 
are combined into one matrix named M. To obtain the world coordinate (x, y, z) after 
the three rotations, it is necessary to translate the origin point of o-abc coordinate 
system to the world coordinate system. The process of the rotations and translation of 
relative coordinate (x1, y1, z1) is expressed by: 
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[ ] [ ] [ ]1 1 1 0 0 0x y z x y z M x y z= × +
                               (1) 
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β β γ γ
α α γ γ
α α β β

⎡ ⎤ ⎡ ⎤ ⎡ ⎤
⎢ ⎥ ⎢ ⎥ ⎢ ⎥= − × × −⎢ ⎥ ⎢ ⎥ ⎢ ⎥
⎢ ⎥ ⎢ ⎥ ⎢ ⎥−⎣ ⎦ ⎣ ⎦ ⎣ ⎦

  

 

Fig. 1. The position and orientation of the laser target in the shield machine 

3   Calibration Error of the Relative Coordinate 

In order to measure the position of the cutter head center, the relative coordinate (x1, 
y1, z1) needs to be calibrated firstly. When the shield machine is in static state, the 
world coordinate of the cutter head center (x, y, z) can be measured accurately by 
other methods[7]. At the same time, we can obtain the world coordinate of the laser 
target’s prism (x0, y0, z0) from the total station and the three attitude angles from the 
laser target. The theoretical value of x1, y1 and z1 can be calculated by transforming 
formula (1) to : 

[ ] [ ] 1
1 1 1 0 0 0x y z x x y y z z M −= − − −

                          (2) 

where 

1 1 1 1

cos sin 0 cos 0 sin 1 0 0

sin cos 0 0 1 0 0 cos sin

0 0 1 sin 0 cos 0 sin cos

M M M Mγ β α

γ γ β β
γ γ α α

β β α α

− − − −

− −⎡ ⎤ ⎡ ⎤ ⎡ ⎤
⎢ ⎥ ⎢ ⎥ ⎢ ⎥= = ⎢ ⎥ ⎢ ⎥ ⎢ ⎥
⎢ ⎥ ⎢ ⎥ ⎢ ⎥−⎣ ⎦ ⎣ ⎦ ⎣ ⎦

 

In this paper, Δα, Δβ andΔγ are used to describe the measurement error of the three 
attitude angles separately. When the measurement errors are considered, it means that 
the coordinate system o-abc rotates around axes of world coordinate system by the 
measurement error after it rotates by the attitude angle. So the rotation matrixes of the 
three measurement errors are: 

1

1 0 0

0 cos sin

0 sin cos

M α α α
α α

−
Δ

⎡ ⎤
⎢ ⎥= Δ Δ⎢ ⎥
⎢ ⎥− Δ Δ⎣ ⎦
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The matrix M-1 in formula (2) should be changed to 
1 1 1 1 1 1 1

1M M M M M M Mγ γ β β α α
− − − − − − −

Δ Δ Δ=
 

As we know, it is acceptable that sinΔ≈Δand cosΔ≈1 when the Δ is small enough. The 
measurement error of attitude angle is as small as several milliradians, so the above 
matrixes can be expressed as follows: 

1
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Δ
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According to the above analysis, the calibration error of x1, y1 and z1 can be shown as    

[ ] [ ] [ ]1 1
1 1 1 0 0 0 1 0 0 0x y z x x y y z z M x x y y z z M− −Δ Δ Δ = − − − − − − −         (3)  

If the high order terms of Δα, Δβ and Δγ are neglected, formula (3) can be expressed 
as follows: 

Δx =(-Δβcosγsinβ-Δγsinγcosβ)(x-x )+(-Δβsinγsinβ+Δγcosγcosβ)(y-y )
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⎪
⎪
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⎪
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⎩
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When the relative coordinate (x1, y1, z1) is in calibration, the shield is normally placed 
in horizontal direction ,the roll angle α and the pitch angle β are nearly zero. The 
horizontal angle γ is independent on (x1, y1, z1) and can be set as zero. It is obvious 
that the components in the above expressions which include both angle error Δ and 
sine value of attitude angles are small enough to be neglected. Δx1,  Δy1  and Δz1 are 
expressed as follows: 

1 0 0

1 0 0

1 0 0

( ) ( )

( ) ( )

( ) ( )

x y y z z

y x x z z

z x x y y

γ β
γ α
β α

Δ = Δ − + Δ −⎧
⎪Δ = −Δ − − Δ −⎨
⎪Δ = −Δ − + Δ −⎩

                                         (4) 

As stated above, (x, y, z) and (x0, y0, z0) are the world coordinate of the cutter head 
center and the prism in the laser target. When γ=0, α≈0 and β≈0, it is easy to know 
that x-x0=x1, y-y0≈y1 and z-z0≈z1, so Δx1, Δy1 andΔz1 can be expressed as: 

1 1 1

1 1 1

1 1 1

x y z

y x z

z x y

γ β
γ α
β α

Δ = Δ + Δ⎧
⎪Δ = − Δ − Δ⎨
⎪Δ = − Δ + Δ⎩

                                                (5) 

For the value of x1 is much larger than y1 and z1, Δα has less influence than Δβ and 
Δγ in calibration of the relative coordinate. It can be found from formula (5) that the 
calibration error depends on the place where the laser target is installed in the shield 
machine. The farther the laser target is installed from the shield axis and the cutter 
head center, the larger the error of relative position will be. 

4   Measurement Error Analysis for the Position of Cutter Head 
Center 

In the tunnel construction, the total station emits laser beam to measure the world 
coordinate of the prism which is in the laser target, at the same time the computer will 
receive the data of the three attitude angles and calculate the position of the cutter 
head center by formula (1).  

The error value of (x, y, z) can be deduced by formula (1). If the parameters in 
formula (1) are named as Ti (i=1,2,…), the measurement error of (x, y, z) can be ex-
pressed as follows by the principle of error transfer[7]: 

2
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2
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2

1
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xx TT
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⎧ ∂Δ = Δ⎪ ∂⎪
⎪ ∂Δ = Δ⎨ ∂⎪
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⎩

∑

∑

∑
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Expression as follows shows the error components of coordinate x: 

1 1 1
1

1 1 1
1

1 1 1
1

cos cos ( )

(cos sin sin sin cos )( )
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x y
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α
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β
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γ

α β γ α γ γ

⎧
⎪

∂⎪ Δ = + + − Δ⎪∂
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⎪∂
⎪

+ − Δ⎩

 (8)

With the same method, the error components of coordinate y and z can also be ex-
pressed. From formula (6), (7) and (8), we can obtain the measurement error of (x, y, z).  

5   Analysis and Allocation of the Measurement Error  

5.1   Analysis for Influence Degree of Each Attitude Angle  

The error analysis is carried out with a shield machine designed by Mitsubishi Heavy 
Industries, Ltd. The shield is 10 meters long with the diameter of 6.34 meters. The 
relative coordinate of the cutter head center in the laser target coordinate system is  
x1=5m, y1=0.5m, z1=2m. The variation range of the three attitude angles are set at α∈
(-30°,30°), β∈(-15°,15°), γ∈(0°,360°). All the analysis and conclusions in the chap-
ter 5 and 6 are based on the above parameters. 

 

Fig. 2. Measurement error of the cutter head center: (1) error of coordinate x and y; (2) error of 
coordinate z 
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In order to analyze influence degree of each attitude angle’s error to the measure-
ment of the cutter head center, Δα, Δβ andΔγ should be considered separately. As the 
measurement accuracy of attitude angles reaches milliradian level, the measurement 
error of (x, y, z) can be calculated by formula (6), (7) and (8) when Δα=1mrad, Δβ=0 
and Δγ=0. The maximum of measurement error is obtained by traversal algorithm in 
the variation range of the attitude angles and is shown in Fig.2. 

When Δβ=1mrad, Δα=0 and Δγ=0, the maximum of measurement error of (x, y, z) 
is shown in Fig.3. 

 

Fig. 3. Measurement error of cutter head center: (1) error of coordinate x and y; (2) error of 
coordinate z  

When Δγ=1mrad, Δα=0 and Δβ=0, the maximum of measurement error of (x, y, z) 
is shown in Fig.4. 

 
Fig. 4. Measurement error of cutter head center: (1) error of coordinate x and y; (2) error of 
coordinate z 
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As shown in Fig.2, Fig.3 and Fig.4, Δα and Δγ have greater impact on x and y than 
on z whileΔβ has greater impact on z than on x and y. By comprehensive considera-
tion of the coordinate errors in three figures, the influence degree of Δα is nearly half 
of that ofΔβ and Δγ. 

Based on the analysis above, the range of Δα should be allocated as two times than 
Δβ and Δγ to make the measurement error of x, y and z nearly be equal. 

5.2   Error Allocation of Each Attitude Angle  

In terms of the technical requirements in the tunnel construction, the tunnel transfix-
ion error should be less than 30mm. Therefore, the horizontal position and vertical 
position measurement errors of the cutter head center should be less than 10mm. Ver-
tical position measurement error is Δz and horizontal position measurement error is:  

2 2x yδ = Δ + Δ  

On the basis of the analysis in section 5.1, the calculation result by traversal algorithm 
in the variation range of the attitude angle is illustrated in Fig.5. It can be found that 
when Δβ=Δγ=1mrad, Δα=2mrads, the maximum of horizontal position measurement 
error is 10mm and vertical position measurement error is 6.7mm. Therefore, the 
maximum error of α is 2mrads, the maximum errors of β and γ are 1mrad. 

 

Fig. 5. Measurement error of the cutter head center: (1) error of horizontal position; (2) error of 
vertical position  

6   Conclusion  

The research on allocation for the measurement error of the cutter head center is pre-
sented in this paper. The conclusions are as follows: 
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a. The measurement errors of the three attitude angles have a great impact on the 
calibration error of the cutter head center’s relative coordinate in the laser target coor-
dinate system, the error of the roll angle α has less influence than that of the pitch 
angle β and the horizontal angle γ. 

b. The best proportion of the angle error allocation is that the roll angle error Δα is 
twice than the horizontal angle error Δγ and the pitch angle error Δβ. When 
Δα=2mrads, Δβ=1mrad and Δγ=1mrad, the maximum of the total error is 10mm. 
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Abstract. The redundant actuating thrust system is usually employed to comply 
with the complex load on the excavating face. The control strategy of these hy-
draulic cylinders is critical to the load transmission. The forces transmission 
model of the redundant actuating thrust system of shield machines was estab-
lished based on the screw theory. The force transmission behavior was studied 
when the shields excavate in the heterogeneous geologic structures containing 
the hard rock and soft soil. The correlation between the group strategy of the 
thrust hydraulic cylinder and the load behavior on the cutterhead was discussed. 
A flexible group strategy on the redundant actuating hydraulic cylinders was 
proposed in terms of the various loads. It may improve the compliance ability 
of the thrust system excavating in the heterogeneous geologic structures. 

Keywords: Flexible grouping, Load transmission, Various geologic conditions, 
Compliance. 

1   Introduction 

With the rapid development of the urbanization, the requirement of the tunnel for 
transportation is increased. The shield machines become the main excavation tool in 
modern tunneling construction due to the merit such as the improvement on construc-
tion safety and efficiency. Since the first shield machine appeared, much research 
work on their performances analysis was conducted by many researchers. The geo-
logic structure along excavation route plays an important role in the shield design. 

Many investigators have studied the correlation between geology conditions and 
the design of the cutters on the cutterhead. In these works, Boshkov [1] proposed a 
qualitative classification method on the geologic structures in the tunnel. Morrison[2] 
suggested a method for mining method selection. Laubscher [3] proposed a selection 
methodology of a corresponding large scale underground mine based on rock classifi-
cation system.  

As mentioned above, numerous studies have been done on estimating the shields 
performance mostly based on the interaction of rock properties and cutters [4], which 
are useful to the evaluation of the shield design. However, the resisting load on the 
cutterhead is closely relative with the thrust force. It is necessary to design the thrust 
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system of shields in terms of the geological conditions. In this paper, the force trans-
mission model of the thrust system was established. The flexible group strategy of the 
redundant thrust force in terms of the geologic structure is proposed, which is benefi-
cial with the compliance design. Also, the thrust system of the shield machine also 
plays an important role within all design factors. Especially, the geology condition 
along the exaction route is complex which will result in the harmful bending moment 
on the cutter-head, boring direction deviated from the planed route and aggravating 
the wear of cutting tools, gears and bearings.  

Therefore, processing the study of the force transmission effect of the thrust system 
is practical significant. The force transmission analysis on the thrust system which can 
be considered as a redundant parallel mechanism on the base of the way of cylinders 
installment was conducted making use of the screw theory. Based on the analysis, one 
to one corresponding control relationship between the input force of actuator joint and 
output force of the cutterhead was got, so the effect of variation of workloads on the 
each actuator can be obtained. 

2   Force Transmission Analysis of Thrust System 

The sketch map of the thrust system of shield machines is illustrated in Fig.1. In the 
thrust system, there are about sixteen hydraulic cylinders to provide the enormous actu-
ating force in order to balance resistance on the cutterhead. Based on the screw theory, 
the actuating forces, provided by the hydraulic cylinders, can be synthesized to a resul-
tant force screw with respect to the origin of the body-fixed framer on the head as 

 
16

O O
1

ˆˆ
i i

i

f′ ′
=

=  ∑F S  (1) 

        

Fig. 1. Forces of thrust hydraulic cylinders 

where O
ˆ

′ F  denotes the resultant force screw, combined both the force and torque, 

applied on the head related to the reference point O′ , O
ˆ

i′ S  represents the screw of 

driving force, actuated by the corresponding cylinder, with respect to the point O′ , 

and if  is the magnitude of the driving forces. 
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According to the principle of screw transformation, the driving force screw O
ˆ

i′ S  

can be derived from the line vector along the cylinders direction as 

 O O P P
ˆ ˆ

i ii i′ ′=S R S  (2) 

where P
ˆ

i iS  represents the original driving force screw with zero pitch, and O Pi′ R  is 

the 6 6×  transformation matrix related to the reference points Pi  and O′ , which can 

be obtained as 

 
3 3 3

O P
O P 3
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where 3E  denotes the 3-order identity matrix, 3 3×0  represents the 3 3×  zero matrix, 

and O Pi

T
′ ρ  is the skew-symmetric matrix associated with the vector O Pi′ ρ , pointed from 

Pi  to O′ , which is given as 
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O P O P O P

O P O P

0

0

0

i i

i i i

i i

z y

z x

y x

′ ′

′ ′ ′

′ ′

⎡ ⎤−
⎢ ⎥

= −⎢ ⎥
⎢ ⎥−⎢ ⎥⎣ ⎦

ρ  (4) 

where O Pi
x′ , O Pi

y′ , O Pi
z′  are the coordinates of the vector O Pi′ ρ  in the reference frame 

O - xyz , which can be transformed from the body-fixed frame as 

 O O O
O P O Pi i

′ ′
′ ′=ρ A ρ  (5) 

where O O O O
O P O P O P O P( )

i i i i

Tx x x′ ′ ′ ′
′ ′ ′ ′= , , ρ  denotes the coordinate of the vector O Pi′ ρ  in the 

body-fixed frame, and O O′A  represents the direction cosine matrix between the frame 

O - xyz′  and O - xyz , which can be obtained as 

 O O

C C C S S

S S C C S C C S S S S C

S S C S C C S S S C C C

β γ β γ β

α β γ α γ α γ α β γ α β

α γ α β γ α β γ α γ α β

′

⎡ ⎤−
⎢ ⎥= + − −⎢ ⎥
⎢ ⎥− +⎣ ⎦

A  (6) 

where α , β  and γ  are the Cardano angels, which means that the orientation of the 

moving frame could be described by three rotations motions, first is the rotation of α  

about the O - x  axis, then followed by another rotation of β  about O - y  axis, and 

finally rotated about O - z  axis with γ . iS  and iC  ( , ,i α β γ=   ) are their sine and 

cosine values. 
On the other hand, the line vector of the driving forces of the hydraulic cylinders 

can be constructed as 
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P B

P

3 1

ˆ i i

i i

×

⎡ ⎤
= ⎢ ⎥
⎣ ⎦

r
S

0
 (7) 

where 3 1×0  denotes the 3 1×  zero matrix, and P Bi i
r  represents the unit vector of the 

line B Pi i , which can be obtained as  

 P B O O O P B Oi i i i′ ′= + −r r ρ ρ  (8) 

where O O′r  denotes the position vector of the frame O - xyz  with respect to O - xyz′ , 

and B Oi
ρ  represents the vector of OBi  in the reference frame.  

Then, Eq.1 can be rewritten in the matrix form as follows 

 O
ˆ

′ =F Τf  (9) 

where Τ  is the 6 16×  transmission matrix related the driving forces to the legs, and 

f  denotes the vector combining all the driving forces actuated by the cylinders, both 

of which can be assembled as 

 
1 1 2 2 16 16O P P 1 O P P 2 O P P 16

ˆ ˆ ˆ, , ,′ ′ ′⎡ ⎤= ⎣ ⎦Τ R S R S R S  (10) 

 [ ]1 2 6

T
f f f=f  (11) 

Therefore, the static equilibrium equation of the shield can be stated in the screw form 

as 

 O O
ˆ ˆ

a′ ′+ + =G F Τf 0  (12) 

where O
ˆ

′G  represents the gravity screw of the cutterhead (gravity force and its 

torque) with respect to the point O′ , and O
ˆ

a′ F  is the resistance force screw during the 

excavating process [5-8]. 

When the resistance force screws are detected by the sensors or determined accord-

ing to the work condition, the corresponding actuating forces of the cylinders can be 

obtained in terms of Eq.12 as 

 O O
ˆ ˆ( )a

 +
′ ′= − +f Τ G F  (13) 

where  +Τ  represents the pseudo inverse of the transmission matrix Τ . However, it is 

relatively complicated to simultaneously control the sixteen actuated cylinders sepa-

rately. Therefore, in order to simplify the control system and its strategy, the sixteen 

actuated hydraulic cylinders are generally divided into four groups.  
And the cylinders in the same group are connected together, which means that the 

driving forces in the same group are with the same hydraulic pressure. Then, the vec-
tor f  can be rewritten in the form as 
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 1 2 3 4( , , , )g gg g g g=    f I F  (14) 

where 1 2 3 4

T

g g g g gf f f f⎡ ⎤= ⎣ ⎦F  denotes the driving force vector of the groups, 

and gI  is the 16 4×  grouping matrix, whose elements are assigned to 0 or 1 on the 

basis of the grouping strategy. When the subscript of the row in I  belongs to the 

group ig , the thi  element of this row is assigned to 1, and the others are set  to 0.  

Thus, the static equilibrium equation of the thrust system can be simplified by sub-
stituting Eq.14 into Eq.12 as 

 O O
ˆ ˆ

a g g′ ′+ + =G F ΤI F 0  (15) 

Then, the driving forces, in groups, can be obtained by solving Eq.15 as 

 O O
ˆ ˆ )g g a

+
′ ′= −( ) ( +F ΤI G F  (16) 

In Eq.16, the resultant matrix gΤI  is with the order of 6 4× , therefore it is easier to 
get its pseudo inverse than the 6 16×  transmission matrix Τ . Furthermore, in terms 
of the work principle of the shield machines, the forces on the O - xy  plane are bal-
anced by the constrained forces of the tunnel, and the cutting torque of the cutterhead 
is provided by the variable frequency motors. Consequently, the resistance force 
screws exerted on the cutterhead can be reduced as 

 O O O
ˆˆ ˆ 0 0 0

T

a z x yF M M′ ′ ′ ⎡ ⎤= + = ⎣ ⎦F G F  (17) 

which can be proved a zero pitch screw easily as 

 
[ ]

[ ][ ]
O

0 0 0
0

0 0 0 0

T

z x y

T

z z

F M MF M
h

F F F F

′
⎡ ⎤⋅ ⎣ ⎦= = =

⋅
 (18) 

Therefore, the dimension of the equilibrium equations can be reduced to three by 
multiplying both sides of Eq.(15) with the reduction matrix as 

 O
ˆ

e e g g′ + =R F R ΤI F 0  (19) 

where lS  represents the 3 6×  reduction matrix, which is given as 

 

0 0 1 0 0 0

0 0 0 1 0 0

0 0 0 0 1 0
e

⎡ ⎤
⎢ ⎥= ⎢ ⎥
⎢ ⎥⎣ ⎦

R  (20) 

Finally, the driving forces of the actuated hydraulic cylinders can be determined by 
solving the reduced equilibrium equations as 
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 O
ˆ)g e g e

 +
′= −(F R ΤI R F  (21) 

where the order of the resultant matrix e gR ΤI  has been reduced to 3 4× .  
Since the number of the equations is less than the dimension of the driving forces 

vector, an additional constraint should be employed for the thrust system, such as 
making one pair of the opposite groups has the same value of the driving forces. 
Then, the equilibrium equation can be finally determined as 

 O
ˆ

e e g g g′ ′ ′+ =R F R ΤI I F 0  (22) 

where 1 2 4

T

g g g gf f f′ ⎡ ⎤= ⎣ ⎦F  is the reduction driving force vector, under the as-

sumption that the driving force actuated in the third group is same as the first group 

(shown in Fig. 2). And g
′I  is the coefficient matrix given as 

 

1 0 0

0 1 0

1 0 0

0 0 1

g

⎡ ⎤
⎢ ⎥
⎢ ⎥′ =
⎢ ⎥
⎢ ⎥
⎣ ⎦

I  (23) 

So far, the equilibrium equation has been stated by a set of statically determined linear 
equations. In Eq.(22), the number of unknowns equals to the number of equations, so 
the driving forces can be determined uniquely by solving it as 

 1
O

ˆ
g e g g e

−
′′ ′= −( )F R ΤI I R F  (24) 

 From Eq.(24), it is obvious that the driving forces of the hydraulic cylinders only 
depend on the grouping strategy of the driving system if the pose (position and orien-
tation) and external forces of the head are specified according to the work condition. 
In other words, when the load and the pose of the head are determined, the difference 
in group division of the driving cylinders leads to the difference of the required driv-
ing forces of the actuators. Therefore, it provides the possibility to optimize the driv-
ing forces, according to different geologic structures, by selecting a proper way to 
group the cylinders. 

3   Grouping  Strategies on Hydraulic Cylinders 

In order to provide the enormous thrust force, many hydraulic cylinders are usually 
employed in the shield machines. However, in the excavation process, it’s impossible 
for the driver to control the pressure of each hydraulic cylinder simultaneous. It is nec-
essary to divide these cylinders into several groups. If the cutting surface is composed of  
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two or more geologic structures, the grouping strategy of hydraulic cylinders in the 
thrust system should be taken into consideration in order to obtain the load compliance 
behavior for the various resistance forces on the cutterheads. In general, four groups, 
shown in Fig.2, are used in many shield machines, which are beneficial to be controlled 
by the drivers. Since the gravity, soil pressure and friction between the shield and 
ground are considered, the number of cylinders in the Area B is greater than that in the 
Area D. But the numbers of cylinders in the Area A and Area C are identical. This 
group strategy is limited when the geologic structures change in the planed direction. 

 

(a) Arrangement A                                    (b) Arrangement B 

Fig. 2. The common grouping method 

The Fig.3 illustrates two geology structures, which are composed of two different 
geologic material and often encountered in the tunnel construction, will impose the 
bending moment on the cutter-head from different directions and bring boring direction 
shift from planed.  A comparison of the adaptive ability between the fixed and the flexi-
ble grouping method was made considering two working conditions. In the following 
content, some numerical calculation will be conducted under the different grouping 
plan. The thrust force transmission effect was analyzed based on calculation results. 

When the shield excavates in the geologic structure shown in Fig.3 (a), the bending 
moment at X direction will appear. In this case, the bending moment in the Y axis 
approximately equal to zero. The geology of type (a) in the Fig.3 will only result in 
the moment around the X axis. If the grouping method of Fig.2 is employed, the mo-
ment can be balanced via only change the pressure of cylinders in area B and C.  But 
the type (b) of Fig.3 will result bending moments around the X and Y axis at the same 
time, to balance this kind of bending moment, the cylinder’s pressure in all areas has 
to be adjusted. From the derived equation of the thrust system force transmission, the 
relationship between the end output force and the input force of each limb is quite 
complex. The complexity will cause the inconvenience in control system and the 
boring accuracy declination.  
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(a) The interface is horizontal                (b) The interface is inclined 

Fig. 3. Two kinds of geology composition of the cutting surface  

As geology conditions in each sector of the planed excavation route were probed 
before the start of the construction of the tunnel. And variation of the geology condi-
tion does not change in high frequency; usually it changes once after several kilome-
ters. So, it’s applicable to change the grouping arrangement when the boring route of 
TBM enters the geology status from a different one.  

In the numerical calculation, constraint force zF  and bending moments xM and 

yM   were imposed on the cutterhead to simulate the work load under the geology 

status of type (b) in Fig.3. First, the force transmission equation of grouping arrange-

ment type A in Fig.2 was utilized. Forces of each grouping area that balance the con-

straint force and moments were got. In Fig.4 and Fig.5, the varying trend of 

aF , bF ,
c

F and dF in each grouping area was illustrated with the ascendant of xM ,  

 

 

Fig. 4. The forces variation in each area of arrangement A and B 
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yM . The conclusion can be draw that each area of force was affected by the bending 

moment in such kind of grouping method. 
If the arrangement type A is adjusted to type B in Fig.2 by an applicable method 

that changing the connections between cylinders and valves, another force transmis-
sion effect can be got. The same calculation as last one with different parameters was 
conducted.  Calculation results were demonstrated in Fig.4 and Fig.5. 

 

Fig. 5. The force variation of each area of arrangement A and B 

As Fig.4 and Fig.5 show when the grouping arrangements are adjusted according 

to the work load on the cutterhead, only forces in one pair of area need to be adjusted. 
'

aF  and '
cF need not be changed and only  adjust '

bF  and '
dF were enough to balance 

the moment on the cutterhead. Comparing the force transmission effect of two cylin-

der arrangement methods according to the numerical calculation results, proper 

grouping method can improve the control facility and reduced the accuracy error. 

4   Conclusion 

In this paper, we focused on the thrust system of the TBM. Screw theory was utilized 
to analysis the force transmission of thrust cylinders. The relationship of grouping 
method of hydraulic cylinders and the geology condition was discussed based on 
above analysis. It was proposed that the arrangement of cylinders schema should be 
designed from geology conditions of excavating environments for efficient tunnel 
construction. The numerical calculation was carried according to grouping method 
under one typical geology composition, and calculation results with one set of work-
ing load parameters imposed on the model demonstrated proper grouping method can 
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improve the construction efficiency. The scope of future works include development 
of  better algorithm that can be used to find proper grouping method according to 
detailed geology data  automatically. 
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Abstract. In this paper, the load transmission model of the shield thrust system 
is established taking into account the variable boundary constraints between the 
shield skin and the surrounding strata, which is obtained based on the finite 
element methods. The results show that the resisting moment on the shield skin 
from the geologic layer has a nonlinear relationship with the bending moment 
loads on the cutterhead when the material behavior of the strata is modeled by 
an elasto-plastic Mohr-Coulomb model. The dynamic load behavior of the 
shield thrust system is significantly influenced by the variable shield-strata 
boundary constraints, which may cause incorrect load predictions of the hydrau-
lic thrust system and consequent snake-like motions of the shield machine. 

Keywords: Shield machine, load transmission, variable boundary constraint, 
dynamic load behavior, finite element analysis. 

1   Introduction 

Shield tunneling method has found widespread applications in constructing tunnels 
for its high efficiency, safety and environmental protection in the latest decades. With 
the development of computer-aided automatic control systems, the operation com-
plexity of the shield machine is effectively reduced. However, these systems are still 
largely dependent on the experiences of the operators and do not have a precise theo-
retical background [1]. Especially when the shield machine excavates in the compos-
ite strata, huge bending moment loads will be generated due to the severe uneven load 
at the excavation face. It is necessary to predict the load distribution of the shield 
thrust system and adjust the hydraulic propulsion forces in time. Nevertheless, current 
predictions and subsequent operations often lead to the machine direction’s departure 
from or passage through the planned alignment all the time, that is, the “snake-like” 
motion. It may cause difficulties in segment lining and inner forces around the tunnel.  

For the need of ground displacement control, much attention has been drawn on  
the interaction between the shield skin and the strata around. There are three basic 
models for the material behavior of the strata in finite element methods: linear elastic 
model by treating soil as a spring with a constant stiffness [2], Cam-Clay plastic 
model [3, 4] and Mohr-Coulomb elasto-plastic model [5, 6, 7], among which the  



308 K. Zhang et al. 

elastic-perfectly-plastic model is most widely used for its preferable reliability and 
accuracy. However, this important factor is often improperly neglected for the predic-
tion of thrust distribution. In this paper, the load transmission model of the shield 
thrust system is established and subsequently in virtue of finite element methods with 
the strata modeled by Mohr-Coulomb model, the variable boundary constraints be-
tween the shield skin and the surrounding strata are obtained. Based on the load 
transmission model proposed, the dynamic load behavior of the shield thrust system 
considering the variable boundary constraints is investigated and compared. 

2   Load on the Shield Machine 

Accurate load analysis is the precondition of proper thrust distribution and from an 
engineering point of view during excavation where the loads acts on are the cutter-
head and the rear long shield skin.  

The coordinate system is selected so that the x axis is right at the advance direction 
of the shield machine, the z axis is vertically upwards, and the x and y axes are on a 
horizontal plane. The origin of the coordinate system is selected as the center of the 
section point o on which the jack thrust acts. As shown in Fig.1, there are five loads 
acting on the shield machine, that is, load due to the self-weight of the cutterhead f1 
and the shield body f2, load due to the jack thrust f3, load acting at the face of cutter-
head f4 and load acting on the shield skin f5, respectively. As the torque loads have no 
connection with the thrust distribution, they are ignored during the analysis process. 
Actually the torque loads are generated while the cutters mounted on the cutterhead 
scratch the excavation face and the driving motors will supply the torque needed. 

 

Fig. 1. Schematic of load on the shield machine 

Then the load due to the self-weight of cutterhead f1 and the shield skin f2 could be 
simply obtained from 

1 2 1 1 1 2 2 2

1 2

0 0 0 0

0 , 0 , ,

0 0

F F M m gl M m gl

m g m g
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⎢ ⎥ ⎢ ⎥ ⎢ ⎥ ⎢ ⎥= = = =⎢ ⎥ ⎢ ⎥ ⎢ ⎥ ⎢ ⎥
⎢ ⎥ ⎢ ⎥ ⎢ ⎥ ⎢ ⎥− −⎣ ⎦ ⎣ ⎦ ⎣ ⎦ ⎣ ⎦

                  (1) 
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here m1 and m2 denote the self-weight of the cutterhead and the shield skin respec-
tively, g is the gravity acceleration, l1 and l2 refer to the distances from the center of 
gravity of cutterhead and the shield skin to point o, respectively.  

The jack thrust acts in the x axis direction where the jacks are mounted. The fric-
tions on the interface between the jacking plates and the segments are not taken into 
account. Therefore, the load due to the jack thrust f3 could be defined as 

3 3

0

0 ,

0

hx

hy

hz

F

F M M

M

⎡ ⎤ ⎡ ⎤
⎢ ⎥ ⎢ ⎥= =⎢ ⎥ ⎢ ⎥
⎢ ⎥ ⎢ ⎥⎣ ⎦ ⎣ ⎦

                                                  (2) 

where Fhx denotes the total hydraulic jack force of the thrust system and the force in 
the y and the z axes are not considered. Mhy and Mhz represent for the whole bending 
moments around the y and z axes respectively and the torque around the x axis is 
ignored during the analysis process. 

The load on the face of cutterhead f4 is determined by the mechanical properties of 
the geologic conditions at the excavation face and the cutting principle of various 
kinds of cutters. Since the penetration ability in various geologic structures differs 
from each other greatly, under the composite strata the uneven advance resistance will 
frequently appear on the cutterhead. The resulting bending moment loads could se-
verely affect the advance direction which has to be rectified through adjustment of 
thrust distribution of the shield propulsion system. The load on the face of cutterhead 
f4 could be written as 

4 4

0

0 ,

0

rx

ry

rz

F

F M M

M

−⎡ ⎤ ⎡ ⎤
⎢ ⎥ ⎢ ⎥= =⎢ ⎥ ⎢ ⎥
⎢ ⎥ ⎢ ⎥⎣ ⎦ ⎣ ⎦

                                                 (3) 

here Frx denotes the total advance resistance and it acts at the opposite of the advance 
direction, Mry and Mrz represent for the whole bending moments loads on the cutter-
head around the y and z axes respectively with the torque around the x axis still ig-
nored. 

The load acting on the shield periphery is applied by the strata surrounding the 
shield skin. Since the shield skin is manufactured long enough to protect the apparatus 
and operators inside, it inclines to deviate away from the advance direction when 
suffering bending moment loads. The subsequent resisting moments resulted by the 
deformation of the strata would counteract a part of the loads on the cutterhead. Then 
the force acting on the shield periphery f5 can be represented by 

5 5

0

0 ,
sx

sy

sz sz

F

F M M

F M

⎡ ⎤ ⎡ ⎤
⎢ ⎥ ⎢ ⎥= = −⎢ ⎥ ⎢ ⎥
⎢ ⎥ ⎢ ⎥−⎣ ⎦ ⎣ ⎦

                                                (4) 

where Fsx and Fsz denote the friction advance resistance and supporting force respec-
tively, Msy and Msz represent for the whole resisting moments around the y and z axes 
from the surrounding strata respectively. Since the resisting moments serve as an 
obstacle, they act at the negative x and z axes direction, respectively. It is to be noted 
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that generally the rotation of shield body is prohibited considering of safety, the static 
frictional torque is ignored here. 

Since the advance speed of the shield machine is generally very slow, so the exca-
vation process could be regrads as a quasi-static one, with the equibrillun equation 
presented by 

5

1
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1

0

( 1,2, ,5)

0

i
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F
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M

=

=

=
=

=

∑

∑
                                        (5) 

From Eq. (5) the desired forces and bending moments of the thrust system could be 
solved by 

1 1 2 2( )
hx rx sx

hy ry sy

hz rz sz

F F F

M m gl m gl M M

M M M

= +
= − + − +
= − +

                                  (6) 

It could be found that: a) due to the self-weight of the shield machine the thrust hy-
draulic system still had to supply resultant moments to prevent the machine from 
sinking into the soft ground even there were not bending moment loads on the cutter-
head; b) the desired forces and bending moments of the thrust system are determined 
by the loads on the cutterhead and the reaction moments of the surrounding strata. 

3   Thrust Distribution with Variable Boundary Constraints 

3.1   Variable Boundary Constraints of the Strata 

In order to investigate the boundary constraints between the shield skin and the sur-
rounding strata, the finite element model of the shield machine taking into account 
various geologic conditions is established. The elastic-perfectly-plastic Mohr-
Coloumb model widely used for ground and rock is employed to model the material 
behavior of the strata. The Mohr-Coloumb model is usually used for the materials 
with the classical Mohr-Coloumb yield criterion and allows the material to harden 
and/or soften isotropically. A smooth flow potential that has a hyperbolic shape in the 
meridional stress plane and a piecewise elliptic shape in the deviatoric stress plane is 
used with the linear elastic material model. It can be used for design applications in 
the geotechnical engineering area to simulate material response under essentially 
monotonic load[8]. In order to calculate the force acting on the shield periphery, the 
shield skin is assumed as a rigid body. The relationship between the bending moment 
loads on the cutterhead and the resisting moments resulted by the deformation of the 
strata is obtained via the commercial finite element software ABAQUS. 

There are five kinds of geologic conditions with different mechanical properties 
considered in the simulation model as shown in Table 1. And the geometric parame-
ters of the shield machine studied in this context are shown in Table 2. 



 Analysis for Dynamic Load Behavior of Shield Thrust System 311 

Table 1. Mechanical properties of various geologic conditions 

Geologic 
conditions 

Specific 
weight 

Young’s 
modulus 

Poisson’s 
ratio 

Friction 
angle 

Cohesion 

Name γ/kNm-3 E/MPa μ φ/° c/kPa 

rubble fill 19.7 15 0.35 20.3 27.14 

sandy layer 19.0 33 0.28 35.0 15.0 

soft clay 19.4 40 0.27 29.0 31.43 

granite 1 24.0 60 0.25 37.0 498.6 

granite 2 25.0 180 0.23 40.0 1059.7 

Table 2. The geometric parameters of the shield machine 

Item Components Value 

Cutterhead Diameter 6,285mm 

 Width 450mm 
 Mass m1 105,183kg 
 Center of gravity from the origin l1 1,937mm 

Shield skin Diameter 6,280mm 
 Mass m2 286,533kg 

 Length 6,300mm 
 Center of gravity from the origin l2 150mm 

Thrust system Numbers of jacks 16 
 Groups 4 
 Upper group 1 
 Left group 4 

 Right group 4 
 Bottom group 7 

 Cross-section area S 0.057m2 

 Center of jack from the origin r 2,797mm 

 Angle between each jack θ 22.5° 

3.2   Thrust Distribution of the Hydraulic System 

It is by means of a large amount of hydraulic cylinders supplying thrust forces that the 
shield machine could overcome the advance resistance and go forward. Moreover, 
these cylinders are separated into several groups for the need of convenient control. 
For each group, the pressures in these hydraulic cylinders are uniform. The thrust 
moments will be generated to overcome the bending moment loads on the cuttrehead. 
As the four groups may be adjusted easily for the operators, it is widely employed in 
the division of hydraulic cylinders of the shield machine. 
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A typical application of four-group division is shown in Fig.2. There are sixteen 
hydraulic cylinders to supply sufficient jack thrust. And they are divided into four 
groups and the numbers are one, four, four and seven jacks in the upper, left, right, 
and the bottom group (viewed from the shield tail), respectively.  

 

Fig. 2. Four-group division of the thrust system 

Here under the coordinate system proposed in Fig.1, the four groups of hydraulic 
thrust cylinders are defined in the clockwise direction as group 1, 2, 3 and 4, respec-
tively. Hydraulic pressures in the jth group is denoted by phj and the corresponding 
thrust supplied by each jack in the group could be obtained from 

hj hjf p S= ⋅                                                             (7) 

where S denotes the cross-section area of each jack. If the hydraulic cylinders are 
mounted uniformly on the periphery, the value and direction of the total thrust of each 
jack group could be written as 
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here Fhj and rhj denote the value and the direction of the total thrust by the jth group, 
respectively. θ is the angle between each jack and r is the distance from the center of 
jack thrust to the origin. 

In fact the desired thrusts and moments of the shield thrust system are F3 and M3 
mentioned in the previous section, so it could be obtained that 
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From Eq. 9, there are four variables which need to be solved, namely fj (j=1, 2, 3, 4). 
If there are bending moment loads generated on the cutterhead, an additional equation 
should be introduced for the number of variables is greater than that of equations. 

Actually during excavation in situ, there are certain control strategies to limit the 
change of hydraulic pressures in the thrust hydraulic system. Here we assume that the 
aim is the minimal change of the hydraulic pressures in four groups of cylinders, and 
then the problem could be regarded as a common optimal problem. On the other hand, 
when the operators have to adjust the hydraulic thrusts, the less adjustments the better 
the control effect will be. Then the optimal object could be represented as 

2 2 2 2
1 1 2 2 3 3 4 4min[ ( )] min[( ) ( ) ( ) ( ) ]h h h h h h h hf f c f c f c f c= − + − + − + −X          (10) 

where ch1, ch2, ch3 and ch4 denote the setting values of hydraulic thrusts in four groups 
of cylinders respectively and X is defined by 

1 2 3 4[ , , , ]T
h h h hf f f f=X                                                       (11) 

If the Lagrange multipliers are introduced, then by combining Eq. (9-11) the value of 
hydraulic pressures of four groups of cylinders could be obtained. 

4   Simulation Results 

According to the process mentioned in the previous section, the variable constraints of 
the strata could be got via the finite element software ABAQUS. The thrust distribu-
tion with the variable constraints could be obtained by solving the simultaneous equa-
tions system. 

4.1   Variable Constraints of the Strata 

The comparisons of the resisting moments resulted by the various geologic conditions are 
shown in Fig.3. The results show that the constraints of the strata around the shield skin 
have a close correlation with the mechanical properties of the surrounding strata. When 
the stiffness of the strata decreases, the deviation from the design alignment of the shield 
machine will increase. Therefore, it is necessary that the advance direction should be 
controlled in real-time while the shield machine excavates in the soft clay strata. The 
correlations between the resisting moments from the deformation of the strata and the 
bending moment loads on the cutterhead could be fitted by squadratic curves as 

2
2 1 0 2 1 0( ) ( 0,0 1, 0)sy ry ry ryM g M a M a M a a a a= = + + > < < >                 (12) 
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Fig. 3. Comparisons of the bending moments from the sratum 

4.2   Thrust Distribution of the Hydraulic System 

The thrust distribution with the variable constraints could be obtained by solving the 
simultaneous equations system if Eq. (9-12). It is to be noted that because the gravita-
tional moments and the frictional force from the strata have little relationships with 
the dynamic load behavior of the thrust system, them are omitted during the calcula-
tion process. Taking the bottom group for example and the important moment loads 
Mry, the load predictions are compared. 

a) If the constraint of the strata is not considered, then we could get 
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where 
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From Eq. (13-14) we could get the conclusion that when the constraint of the strata is 
not considered, the desired hydraulic thrusts increase along with the bending moment 
loads Mry cause 

3
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b) If the constraint of the strata is considered in the analysis process, then the 
Eq.(15) would change to 

3
3 3 2 1
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( 2 1 )ry syh

y y ry
ry ry

M Mf
k k a M a

M M

⎡ ⎤∂ −∂
= = − ⋅ + −⎢ ⎥

∂ ∂⎢ ⎥⎣ ⎦
                    (16) 

That means the tendacy of thrusts are no longer along with the bending moment loads 
on the cutterhead. While the bending moment loads are smaller than the critical value 
Mryc defined as 

1

2

1

2ryc

a
M

a

−
=                                                                (17) 

the desired thrusts will increase to keep with the loads. However, once the loads are 
greater than Mryc, the desired thrusts of the bottom group will decrease with the bend-
ing moment loads. Therefore, the hydraulic pressures of the bottom group should be 
decreased. What’s more, the variable value of Mryc is relevant with the mechanical 
properties of the geologic conditions. 

5   Conclusions 

Taking into account of the mechanical properties of various geologic structures, the 
interaction between the shield skin and the strata has been studied. Based on the 
analysis and the quasi-static equilibrium equations with a control strategy have been 
establised.Thrust distribution of the hydraulic system is both investigated considering 
the variable constraints of the strata or not. 

The results show that the variable constraints of the strata have close relations to 
the mechanical properties of the geologic conditions and the geometric parameters of 
the shield machine. When the variable constraint is considered, the thrust distribution 
no longer coincides with the trend of bending moment loads on the cutterhead. While 
the bending moment loads are smaller than the critical value Mryc, the thrusts in the 
bottom group will increase with the moment loads around the y axis. However, when 
the loads are greater than Mryc, the thrusts in the bottom group will decrease. The 
results can provide the guidance for the proper prediction of the redundant thrust 
system of the shield machine. 
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Abstract. The choice of reasonable cutting parameters is very important for the 
application of high speed cutting technology. Cutting parameters optimization 
is a contradiction optimization problem of multi-objectives including cutting  
efficiency, tool wear and machining quality etc. In order to simplify the compli-
cated problem, a new dimensionless comprehensive evaluation method of  
cutting parameters based on cutting multi-dimension characteristics including 
cutting force, temperature, feed rate and cutting depth is put forward in the pa-
per. Then multi-level weight decomposition method is applied to determine the 
evaluation factors. The relations between multi-objectives and cutting force and 
temperature are emphatically analyzed. In combination with cutting process 
physical FEA (finite element analysis) simulation, the effect laws of cutting  
parameters to cutting force and temperature is researched. Furthermore cutting 
parameters are evaluated and optimized through the established comprehensive 
evaluation method. As shown the results: The results obtained by comprehen-
sive evaluation method are match with the results by plenty of cutting experi-
ments. The comprehensive evaluation method is suitable for actual production 
application because of its simple, effective and extensive characteristics. 

Keywords: Cutting parameters optimization, comprehensive evaluation 
method, high speed cutting, cutting force, cutting temperature. 

1   Introduction 

With the wide application of high speed cutting (HSC) equipments in many machining 
domains, as important technical data of cutting technology, cutting parameters are 
closely related to the application potential of these equipments and reflected the  
technical level of technologic programming. How to obtain reasonable cutting parame-
ters is related to multi-dimension technologic factors: movement characteristics includ-
ing cutting speed, feed rate and cutting depth etc; physical characteristics including 
cutting force and temperature etc.; technologic objectives characteristics including 
production efficiency, tool wear, workpiece machining quality and technologic stabil-
ity etc. So the optimization of cutting parameters belongs to multi-factors and multi-
objectives problem. 
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About cutting parameters optimization, relevant scholars have done many re-
searches from different cutting characteristics views: physical characteristics includ-
ing cutting force [1, 2], residual stress [3] and etc; technological objectives including 
production efficiency [4], tool wear [5] and surface roughness [5,6]. Furthermore, 
some scholars utilized biology genetic algorithm [7] and particle swarm optimization 
(PSO) [8] and other mature algorithms to optimize cutting parameters. These algo-
rithms can enlarge the search scope and develop the optimization accuracy. However, 
these researches are engaged only according to one or two cutting characteristics, and 
can’t reflect the comprehensive effects.  

There are complicated inter-relationships between multi-dimensional characteris-
tics related to cutting performances. The change trends of different technologic objec-
tives following with cutting parameters are often opposite. The optimal solution of 
one objective is often far away with the one of another objective. So it’s necessary to 
introduce comprehensive evaluation method for this kind of multi-factors and multi-
objective problem. How to simply model of cutting parameters comprehensive 
evaluation method through few initial input conditions as possible is the key research 
objective of this paper. Cutting force and temperature are most basic physical charac-
teristics in machining process. The effect of cutting parameters to machining process 
can be converted to the effect of cutting force and temperature to technologic objec-
tives. Namely, cutting force and temperature can be considered as initial input condi-
tions of comprehensive evaluation method. Furthermore feed rate and cutting depth 
can also be considered as initial input conditions because they are closely related with 
production efficiency. So that it will obviously reduce the number of initial condi-
tions, and further simplify the complicated comprehensive evaluation problem. 

2   Comprehensive Evaluation Model of Cutting Parameters 

Comprehensive evaluation method is organized by initial input conditions, techno-
logic objectives and evaluation factors. In the paper, the initial input conditions are 
change degree of cutting force, cutting temperature, feed rate and cutting depth. The 
model of the cutting parameters comprehensive evaluation method is given by: 

.
0 0 0 0

. critical

p
Cutting para CFi Mi CTi Mi Cfi

i i i p

critical F r

melt

aF T f
= K K K K K

F T f a

0 < F < F , = /n
s t

0 < T < T

σ σ

− + − ×∑ ∑ ∑ ∑

⎧ ⎫⎪ ⎪
⎨ ⎬
⎪ ⎪⎩ ⎭

 (1)

where KCFi is factor of cutting force to No. i technologic goal; KCTi factor of cutting 
temperature to No. i technologic goal; KCfi factor of feed rate and cutting depth to No. 
i technologic goal; KMi factor of No. i technologic goal to comprehensive goal; F, T 
cutting force and temperature of new cutting parameters; F0, T0 cutting force and 
temperature of original cutting parameters; f, ap feed rate and cutting depth; f0, ap0 
original feed rate and cutting depth, s.t indicates constraint conditions, rσ is the fa-

tigue strength of the tool material, n is the safety factor, and Tmelt is the melting point 
of the workpiece material. 
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Because of the complexity of machining and the diversity of the technological 
goals, it is difficult to determine the evaluation factors accurately. Therefore some 
qualitative and quantitative conclusions in cutting theory are integrated together with 
the main factors of actual production conditions in order to determine the optimal 
evaluation factors. 

To obtain the value of K=KCKM as accurately as possible, a weight decomposition 
method was applied in the paper, which decomposes the value of K into weight factors 
of sub-goal versus total goal, and cutting force and temperature versus the sub-goal. 
The value of KM is closely related to the machining conditions, requirements and parts 
structure, such as machining system stiffness variations, finish and rough machining, 
complicated and simple workpieces, piecework and batch production, etc. Therefore, 
the value of KM should be determined according to the actual production conditions. 
The factors shown in Table 1 are determined for conditions of complicated work-
pieces, batch production and finish machining. Technological goals such as cutting 
efficiency, tool life, technological stability, surface roughness, machining precision, 
tool breakage and workpiece burn are selected, which are closely related to cutting 
parameters. The annotations of the weight factors are shown as follows (Table 1): 

a) Cutting efficiency is a most important goal of cutting technologic programming. 
But the development of cutting efficiency is often accompanied with machine seri-
ous vibration, chip removal difficulties and other technologic problems. Otherwise 
for a more mature technology, the optimization space of cutting efficiency is lim-
ited. So the weight factor of cutting efficiency is considered as 0.2. 

b) Tool wear is a most important index of tool cutting performance, which is closely 
related to machining cost. Its weight factor for the comprehensive goals is selected 
as 0.25. 

c) Technological stability is a most important index of workpiece batch production. It 
indicates that the machining quality will appear unstable with increasing produc-
tion numbers. However, only the tool wear condition is changed as the technologi-
cal programming has been ordered, so tool wear is the main factor in technological 
stability. The weight factor of technological stability is thus selected as 0.25, which 
is same as that for tool life. 

d) Surface roughness and machining precision are closely related to the machining 
quality. However, their super error phenomenon does not appear easily in the toler-
ance range. The oversize possibility increases with increasing cutting force and 
temperature, so their weight factors are both selected as 0.1. 

e) Tool breakage and workpiece burn are limited conditions of machining technology. 
The possibility of these abnormal problems is not high, so their weight factors are 
selected as 0.1. 

Table 1. Weight factors of technological goals to comprehensive goal (KM) 

Contents\No. 1 2 3 4 5 6 
Technologic 

goals 
Cutting 

efficiency 
Tool 
life 

Technologic 
stability 

Surface 
roughness 

Machining 
precision 

Other 

Weight 
factors 

0.2a 0.25b 0.25c 0.1d 0.1d 0.1e 
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The value of KC is determined according to qualitative and quantitative conclusions 
in cutting theory. The weight factors of cutting force, temperature, feed rate and depth 
of cutting versus the technological goals are shown in Table 2. The annotations of the 
weight factors are shown as follows:  

a) There is a linear relationship between cutting efficiency and feed rate and cutting 
depth. So the weight factor of feed rate and cutting depth is 1. The effect of cutting 
parameters to other objectives has been converted to the effect of cutting force and 
temperature to them. 

b) Cutting temperature is the main factor in tool life according to the cutting theory 

(
1

( / ) nL C T= , where L is tool life, C and n are constants relevant to the tool and 

workpiece material, and T is cutting temperature.). Cutting force is the second most 
important cause of tool wear, as it increases the friction degree between tool and 
workpiece or chip. The factor for temperature was thus selected as 0.9, but the fac-
tor for cutting force is 0.1.  

c) The selection basis for the technological stability is same as that for the tool life. 
d) Cutting force directly affects the distortion of the workpiece, the vibration ampli-

tudes of the spindle axis, and the rigid distortion of the tool system. These factors 
will directly affect the workpiece surface roughness and machining precision. Cut-
ting temperature will indirectly affect the cutting force by tool wear. The factors of 
cutting force and temperature to surface roughness and machining precision are 
thus selected as 0.8 and 0.2. 

e) For tool breakage, workpiece burn and other abnormal problems, cutting force and 
temperature will play the same role, and thus the factors are both 0.5. 

Table 2. Factors of cutting force and temperature to technological goals (KC) 

Factors\Goals Cutting 
efficiency

Tool 
life

Technologic 
stability

Surface
roughness

Machining
precision Other

Cutting force 0 0.1b 0.1c 0.8d 0.8d 0.5e

Cutting temp. 0 0.9b 0.9c 0.2d 0.2d 0.5e

f and ap 1a 0 0 0 0 0  

The following formula will be obtained after substituting the factors of table 1 and 
2 in the formula 1. 

0 0
6 54 2 0.4

p

Cutting para.
p0 0

F T f a
= 0.2 +0. 0.

F T f a

×− +∑
×

 
(2)

The . paracuttingΣ value for the original cutting parameters is 1. The ‘0.4’ in the formula 

is set to balance the negative growth character of feed rate and cutting depth to cutting 
efficiency. The smaller the Σ value, then the better the cutting performance becomes. 
If the difference of the comprehensive value is small, then the new cutting parameters 
have inconspicuous differences from the original parameters. Otherwise, the original 
cutting parameters should be optimized. In the process of actual technologic pro-
gramming, the programmer can select 2-3 optimized parameters groups, conduct 
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some cutting performance experiments, and determine the optimal cutting parameters. 
Customer can also add other input conditions into formula (2) according to actual 
necessary. 

3   Case Study of the Comprehensive Evaluation Method 

There are three current methods used to obtain cutting force and temperature data: 
cutting experiments, an empirical formula and cutting finite element analysis (FEA) 
simulation. Klamechi introduced the FEA method into the cutting domain for the first 
time in 1973 [9], and the cutting FEA method has gradually become the most effec-
tive method of obtaining cutting force and temperature data over the ensuing period 
[10]. Especially cutting temperature data is particularly difficult to obtain by experi-
mental methods and is not accurately found by the empirical formula method. Cutting 
FEA simulation is thus used in the paper in order to obtain experimental data for dif-
ferent cutting parameters.  

Table 3. Basic setting of the cutting FEA model 

. 
  

Basic parameters and model settings are shown as Table 3. The FEA model of cut-
ting and its results are shown in Fig. 1. The experimental data are collected from the 
stable data zone. The final results are the average values of four data located at differ-
ent lengths of cutting (0.2mm, 0.4mm, 0.6mm, 0.8mm). 

Cutting force and temperature curves are shown as Fig.2-5. As seen from the chart: 
Cutting force will have an upward trend followed with feed per tooth gradually, and 
cutting force of different cutting speed will have three trend stages: upward, stable 
and forward. Namely cutting force will decrease in high speed. Cutting temperature 
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changes less with feed per tooth. Cutting temperature will have an upward trend fol-
lowed with cutting speed. As the cutting speed rise to a certain level, the change is not 
obvious. 

The comprehensive evaluation values of cutting speed and feed per tooth are 
shown in Fig.6. As the cutting speed is 880m/min, the feed per tooth pros and cons to 
choose is 0.006-0.008mm/z. As the cutting speed is 1257m/min, the feed per tooth 
 

    
(a)               (b) 

Fig. 1. Cutting FEA  model (a) and simulation results (b) 
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speed 

251.8

232.2 236.9 237.5

210.6 215.7
206.4 208

199 209

218.5

249.3

150 

180 

210 

240 

270 

300 

0.005 0.006 0.007 0.008 0.009 0.01

Cu
tt

in
g 

 t
em

p.
  (

℃

) 

fz  (mm/ z)

880m/min 1257m/min

215.7

231.2

254.6 249.3 254.1

180 

210 

240 

270 

300 

880 1005 1131 1257 1382 

Cu
tt

in
g 

 t
em

p.
  (

 ℃

)

V ( m/ min)

0.01mm/z

 

Fig. 4. Variation of cutting temp. with fz  Fig. 5. Variation of cutting temp. with cutting 
speed 



 Evaluation and Optimization Method of High Speed Cutting Parameters 323 

 

0.928 

0.971 

1.019 
1.000 1.010 

0.90 

0.95 

1.00 

1.05 

1.10 

880 1005 1131 1257 1382 

∑ 
 v

al
ue

V  (m/ min)

0.01mm/z

0.917 0.938 0.935 
1.024 

1.442 

1.000 1.029 1.037 
1.085 

1.144 
1.296 

0.7 

0.9 

1.1 

1.3 

1.5 

0.005 0.006 0.007 0.008 0.009 0.01

∑ 
 v

al
ue

fz  (mm/ z)

880m/min 1257m/min

 

Fig. 6. Comprehensive evaluation value of single factor 

pros and cons to choose is 0.005-0.007mm/z. As the feed per tooth is 0.01mm/z, the 
cutting speed pros and cons to choose is 880m/min. (880m/min, 0.006mm/z) is the 
better cutting parameter group. 

Shown as above results, the optimal feed per tooth in different cutting speed is not 
same. So it’s necessary to optimize the cutting parameters in the condition of combina-
tion cutting speed and feed. The comprehensive values are shown as Fig.7. No. 1-5 is 
the experiment group of (0.005mm/z, 0.006 mm/z, 0.007 mm/z, 0.008 mm/z, 0.009 
mm/z) as the cutting velocity is 880m/min. No. 6-10 is the experiment group of  
(880m/min, 1005m/min, 1131m/min, 1257m/min, 1382m/min) as the feed rate per tooth 
is 0.01 mm/z. No. 11-15 is the experiment group of  (0.005mm/z, 0.006 mm/z, 0.007 
mm/z, 0.008 mm/z, 0.009 mm/z) as the cutting velocity is 1257m/min. As seen from the 
chart: The better combination is No.2-5 and No.11-13. No.2-5 is better than No.11-13. 
The optimal one in these 15 group parameters is No.5 (880m/min, 0.009mm/z). The 
result obtained by single factor evaluation isn’t same with the one obtained by combina-
tion factors. It indicates that coupling effect exists in cutting parameter. The main reason 
of the effect was the existing of thermal-mechanical coupling.  

 

 
According to the results of comprehensive evaluation of single factor and combina-

tion factors, it can be concluded that the better cutting parameters are (880m/min, 
0.006mm/z-0.009mm/z). Then cutting experiments of these better parameters  
were carried out in order to verify the evaluation results. The variation of surface 
roughness (Ra) with fz is shown in Fig.8. The Ra value will increase with fz. The 
surface roughness is in the range of precision machining and has little difference 
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among the fz (0.005mm/z-0.009mm/z). Because the fz is less than the cutting edge 
radius, the cutting locates in the range of micro-feed cutting and the main tool wear 
form is cutting edge wear. Namely the cutting edge radius will become bigger and 
bigger and the tool will become blunt. The variation of cutting edge radius (ΔRn) with 
fz is shown in Fig.9. ΔRn will decrease with the increasing of fz which denotes that 
higher fz is better parameters. The cutting efficiency results are shown in Fig.10. It 
also shows that higher fz is better parameters. According to the three kinds of experi-
ment results, it can concluded that higher fz (among 0.005-0.009mm/z) is better pa-
rameters as the cutting speed is 880m/min. This conclusion is match with the compre-
hensive evaluation results shown as above research. 

 

4   Conclusion 

Cutting force, cutting temperature, feed rate and cutting depth are considered as initial 
input conditions. The multi-level weight decomposition method is utilized to deter-
mine the comprehensive evaluation factors accurately as possible in order to establish 
the dimensionless cutting parameters comprehensive evaluation method. Shown as 
the results: 

1) The results obtained by comprehensive evaluation method match with the re-
sults by plenty of cutting experiments. The comprehensive evaluation method is suit-
able for actual production application because of its simple, effective and extensive 
characteristics.  

2) (880m/min, 0.006-0.009mm/z) obtained by comprehensive evaluation is optimal 
combination parameters as 80φ  saw milling tool machining a plane.  

3) Compared with cutting experiment method, the combination method of compre-
hensive evaluation and cutting FEA simulation can greatly reduce cost of cutting 
experiments which will develop technologic programming efficiency and raise the 
overall technologic level of application enterprise.  
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Abstract. The loads on the cutterhead will vary with the mechanical properties 
and the compositions of geologic structures on the excavation face. It is neces-
sary that the reconfiguration design of the redundant thrust system for various 
geologic formations is conducted to improve the load compliance ability effec-
tively, which is beneficial to decrease the excessive wear and the other acci-
dents. In this paper, a 4-bar parallel manipulator is established in terms of the 
control characteristic of the redundant thrust system of the shield machines. The 
location parameters of legs on the platform and the base are used as the vari-
ables to obtain the force transmission matrix between the limbs and the plat-
form. The force transmission behavior is studied when the shields excavate in 
the alignment direction. Based on the cutting principle, the total bending mo-
ment model exerted on the cutterhead is proposed. The behavior of bending 
moments during excavating in the various geologic formations is studied. The 
correlation between the bending moments and the configuration is discussed. 
The results show that the configurations of the thrust manipulator may be se-
lected in terms of the geologic structures. It is useful for the compliance design 
of the thrust system of shields.  

Keywords: Reconfiguration, thrust, bending moment, geologic structures, 
compliance. 

1   Introduction 

In recent years, the shield machines have found widespread applications in tunnel 
constructions and are used for excavating tunnels in almost all types of geologic struc-
tures due to their high efficiency, safety and environmental protection. The resistance 
thrust, bending moments on the cutterhead have close correlation with the geologic 
formations. In order to comply with the real time variation of the resistance loads, the 
redundant actuating parallel manipulator usually controlled by the four group hydrau-
lic cylinders is usually used in the shield machines. However, the excessive wear and 
the other accidents such as the rapid stop frequently appear due to the unreasonable 
controlling parameters in the actuating systems. Therefore, the reconfiguration design 
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of the thrust system should be considered in terms of the various geologic conditions 
to reduce the control difficulty of the redundant thrust system.  

With the development of the block design in the mechanical system, the reconfigu-
ration designs are extensively used in the machine tools, aerospace crafts, and other 
heavy mechanical systems. To extend the workspace and the kinematic of the parallel 
manipulators, much research work on the reconfiguration design in the parallel ma-
nipulations were conducted. Yang and Chen [1, 2] proposed a reconfiguration parallel 
manipulation with three limbs and six degree of freedom (DOF) based on the Pod-
horodeski’s configuration theory. The work space can be changed rapidly in terms of 
the variation of the location of legs, typical pair of contact and lengths of the limbs. 
Hamlin [3] proposed a reconfiguration manipulation, Tetrobot, based on the truss 
structures. Ji [4] established a Stewart platform based on the reconfiguration blocks. 
The parameters identification was discussed. Yao [5] investigated the 6-SPS parallel 
machine tool with the Stewart platform block. The identification method on the loca-
tion and pose of the joints was proposed. Gao [6] proposed a micro manipulation with 
decoupling parallel mechanism. Zhou [7] proposed a new micro manipulation with 3-
PUU and 6-PUS. Nine kinds of kinematic limbs were established and their location 
correlations were taken into account. These studies can provide the idea and theory on 
the reconfiguration design of redundant parallel manipulation. 

In recent years, the studies on the mechanical design of shield machines have been 
conducted widely with the development of tunneling construction. These studies 
mainly focus on the design of cutterheads, the equivalent load exerted on the cutter-
head and control determination of the hydraulic systems. In 2008, Liu [8] proposed 
the reconfiguration design method of the cutters on the cutterhead to adapt the com-
plex geologic formations. The modules of the various groups of the cutterhead are 
used in his work. The thrust system of shields is consisted of the parallel hydraulic 
cylinders, which are usually controlled by the four groups of hydraulic systems. Since 
the configuration of the thrust mechanism is fixed, the compliance for the complex 
load is heavily dependent on the hydraulic system. It easily causes the rapid blockage 
of the cutterhead. For example, the blockage frequently happened in the tunnel con-
struction of the Shanggong Mountain because the unexpected geologic conditions [9]. 
Therefore, it is necessary to change the configuration of the thrust system to adapt the 
various geologic conditions. 

In this paper, based on the configuration characteristic of thrust mechanism, a 4-bar 
SPS parallel mechanism was simplified for the thrust system of the shields. The force 
transmission matrix of this mechanism was established by using location parameters 
of the limbs. The load transmission behavior was studied when the shields excavates 
in the alignment directions.  

2   Load Transmission Matrix 

The photo and sketch map of the thrust system of shields is shown in Fig. 1. There are 
sixteen hydraulic cylinders which are divided into four groups controlled by the same 
hydraulic pressure in each group. At the origin position, there is no rotation at the two 
ends of the hydraulic cylinders. Consequently, the coordinates of the limbs at the base 
and platform are identical if they are described at the base and platform frames,  
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respectively. The redundant actuating thrust system can be simplified as shown in  
Fig. 2. Since the gravity of shields and the interaction between the shields and ground 
at the bottom are taken into account, the number of hydraulic cylinders in the bottom 
group is larger than that in the upper group. The numbers of hydraulic cylinders at the 
left and right groups are equal. Assuming the equivalent locations of every group are 

defined by using the parameters ir  and iθ  shown in Fig. 2, respectively, the coordi-

nates of the i th leg at the base and platform can be written as 

         

Fig. 1. The distribution of hydraulic cylinders 

     

Fig. 2. The simplification model of thrust system 

[ ]
[ ]
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p
                    (1) 

Assuming in  is the orientation vector of the i th leg. [ ]T
x y z=P is the po-

sition vector of platform coordinate system’s origin in the based coordinate system. 
The force F  and M  are applied at the center of the platform illustrated in Fig. 2. 

The forces in every leg are if , 1, 2,3,4i = . The force equilibrium equation can be 

written as follows.  

1 1 2 2 3 3 4 4

1 1 1 2 2 2 3 3 3 4 4 4

f f f f

f f f f

+ + + =⎧
⎨ × + × + × + × =⎩

n n n n F

n r n r n r n r M
                     (2) 
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Namely, the force transmission function can be written as matrix form. 

[ ][ ]G f
⎡ ⎤

= ⎢ ⎥
⎣ ⎦

F

M
                                                          (3) 

Here, G is the force transmission matrix and 

[ ] [ ]1 2 3 4

1 1 2 2 3 3 4 4

T
G J

⎡ ⎤
= =⎢ ⎥× × × ×⎣ ⎦

n n n n

r n r n r n r n
                     (4) 

Assuming the corresponding angles of the coordinate axis of the base and platform 
are , ,α β γ , the direction cosine matrix can be defined as  

11 12 13

21 22 23

31 32 33

T T T

T T T

T T T

⎡ ⎤
⎢ ⎥= ⎢ ⎥
⎢ ⎥⎣ ⎦

T                                                    (5) 

Therefore, the coordinates of the limbs on the platform can be obtained in the base 
frame. 

i i
′ = +p Tp P                                                             (6) 

The orientation of every limb can be written as 

i i i i
i

i i i i

′ − + −= =
′ − + −

p B Tp P B
n

p B Tp P B
                                         (7) 

The vector ir  can be calculated in the base frame. 

i i
′ = =ir Tr Tp                                                        (8) 

So i i
′ ×r n can be written as 

0

0

0

iz iy ix

i iz ix iy

iy ix iz

r r n

r r n

r r n

′ ′⎡ ⎤− ⎡ ⎤
⎢ ⎥ ⎢ ⎥′ ′ ′× = −⎢ ⎥ ⎢ ⎥
⎢ ⎥′ ′ ⎢ ⎥− ⎣ ⎦⎣ ⎦

ir n                                        (9) 

It is the most common case that the shields excavate in the alignment direction. Since 
the heterogeneous geologic structures usually appear on the excavation face, the  
resistance force, bending moments are applied on the cutterhead simultaneously. The 
cutterhead may be assumed to link with the platform. The orientations of each limb on 
the platform are parallel with the excavating direction. Namely, the direction cosine 
matrix is unit. The coordinates of the limbs on the platform can be obtained as  
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[ ]1 1 1 1cos sin
T

i i r r zθ θ′ = + =p Tp P                             (10) 

In terms of the Eq. 7-9, the compositions in load transmission matrix when the shields 
excavate in the linear direction can be obtained as follows. 
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′ −
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                                             (11) 
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Therefore, the load transmission matrix between the limbs and loads on the cutterhead 
when the shields excavate in the alignment direction can be obtained as 

[ ]
1 1 2 2 3 3 4 4

1 1 2 2 3 3 4 4
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0 0 0 0
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             (14) 

For the parallel manipulator shown in Fig. 2, it cannot bear the forces in the 
x and y directions and the bending moment in the z direction if the platform is paral-

lel with the base. Due to the contact between the shield body and the ground and the 
larger friction force, the forces in x and y  directions will be balanced by the ground. 

The bending moment around the z direction is mainly undergone by the variable fre-
quency electric motors, which is independent on the thrust system. Consequently, the 
force transmission matrix may be used directly in the load behavior study. In terms of 
the design principle of shields, the constrained conditions can be described as follows. 

1 3 1 3

2 4

;

/ 2; 3 / 2

r r θ θ π
θ π θ π

= + =
= =

                                              (15) 

So the load transmission matrix can be simplified as 
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3   Bending Moments on the Cutterhead 

Two layers of geologic formations containing the hard rock and soft soil are com-
monly met when the shields excavate in the tunnel construction shown in Fig.3. To 
satisfy the various geologic conditions, the disc cutter and drag bit are assembled on 
the cutterhead shown in Fig. 4. There are a great deal of research work on the load 
behavior for the individual disc cutter and drag bit in recent years. In 1993, Rostami 
gave the prediction model for the normal force of disc cutter which has high accurate 
and extensively used in the engineering design [10]. It can be written as 

2

3 cos
2

c t
N

S
F TR C

RT

σ σ φφ=                                             (17) 

here, NF  is the normal force of the disc cutter. T is the width of the cutter tip. R  is 

the radius of the cutter. φ  is the angle of the contact zone between the rock and disc 

cutter and 1cos
R P

P
φ − −⎛ ⎞= ⎜ ⎟

⎝ ⎠
. P  is the penetrating depth. C  is the dimensionless 

parameter and approximately equal to 2.12. cσ and tσ  are uniaxial compressive and 

tensile strength of rock. S is the span of the adjacent cutters.  

        

       Fig. 3. The various geologic conditions                     Fig. 4. The typical cutterhead 

The cutter force of drag bit is given as follows [11]. 

1 1
0 0 0 0sin cos (cos sin )v

C S
F N N

B
α μ α α μ α= + = −               (18) 

here, 0N  is the normal force on the cutter face. 0μ  is the friction coefficient between 

the cutter and soft ground. 1C  is the soil cohesive force of the shear fracture surface. 

The cutting angle α  of the drag bit is defined as α β γ= + .γ  is the front angle of 
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the drag bit, respectively. β  is the angle of the cutter tip. 1S  is area of the shear 

fracture face. B  is an engineering parameter. B  and 1S  can be defined respectively 

as follows. 

1 0

0 1

(cos sin )(sin cos )

(cos sin )(sin cos )

B θ μ θ α μ α
α μ α θ μ θ

= − + +
− +

                               (19) 

1 tanS w h θ= ⋅ ⋅                                                 (20) 

Here, 1μ  is the friction coefficient on the shear fracture surface. w  is the width of 

drag bit. h  is the penetrating depth. θ  is the angle between the shear failure face and 
cutting faces. In terms of the principle of the plastic mechanics and soil mechanics, 

1
(90 )

2
θ ϕ= − , ϕ  is the interior friction angle. The total bending moment when 

the cutterhead excavates in the various geologic structures can be obtained as follows. 

1 2

1 2

0 0

0 0

m m

x Ni ix vj jx

m m

y Ni iy vj jy

M F l F l

M F l F l

⎧
= ⋅ + ⋅⎪⎪

⎨
⎪ = ⋅ + ⋅⎪⎩

∑ ∑

∑ ∑
                                   (21) 

Where ixl and iyl  are the distances from the i th disc cutter to the xand y  axis, re-

spectively. jxl  and jyl  are the distances from the j th drag bit to the xand y  axis. 

1m  and 2m are the numbers of the disc cutters and drag bits in the hard rocks and soft 

soils. And they will vary when the cutterhead revolves in the heterogeneous geologic 
structures. 

4   Discussion 

The bending moments on the cutterhead around the x and y axis are illustrated in  

Fig. 5. The bending moment yM fluctuates around the axis 0 0yM = shown in  

Fig. 5 (b). The amplitude and frequency of the moments are similar although the frac-
tions of soil grounds are different. Since the mechanical properties and the fractions 

are different, the bending moment xM on the cutterhead fluctuates around the 

axis 0xcM ≠  shown in Fig.5(a). The values of the xcM are close correlation with the 

fractions of the soil grounds. In terms of the load transmission matrix (Eq. 16), If 

1 3 0θ θ= = , the bending moments xM mainly provided by the hydraulic cylinders 
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in the upper and bottom groups. Since the numbers of hydraulic cylinders of the two 
groups are different, it is difficult to determine the control parameters of the hydraulic 

system. However, if 1 3 0θ θ= ≠ , the bending moments xM can be divided into two 

parts, the constant part xcM and the fluctuation part xfM . Namely 

x xc xfM M M= +                                                 (22) 

The constant part xcM  may be provided by the 2f and 4f . In terms of the geologic 

conditions, the fixed pressures can be set. The fluctuation part xfM  is mainly pro-

vided by the 1f  and 3f . If the interface of the two geologic structures is parallel with 

the x axis and 0yM ≈ , then 1 3f f= . In this case, the 1f  and 3f  will be increased 

or decreased simultaneously. It will degrade the difficulty of control. 
The forces of the hydraulic cylinders in the various groups are shown in the Fig. 6 

when the shields excavate in the geologic formations with 20% soil ground on the 
excavation face to that with 60% soil ground. There are two different configurations.  
 

     

    (a)                                                               (b) 

Fig. 5. The bending moments on the cutterhead 

    

(a)  Case 1                                                      (b) Case 2 

Fig. 6. The force fluctuation in various hydraulic cylinders 



334 H. Yu et al. 

 

 

Fig. 7. The force fluctuation of cylinders in the first and third groups  

One is 1 3 0θ θ= = (Case 1)and the other is 1 3 0θ θ= ≠ (Case 2). The bending mo-

ment xM  will increase rapidly when the geologic structures vary. For the Case 1, the 

obvious force fluctuation of the hydraulic cylinders in the second and forth group 
appears which will increase the controlling difficulty of the hydraulic pressures. In the 
Case 2, the force fluctuation of the hydraulic cylinders will appear in the first and 
third group cylinders since they also can provide the bending moment around the x 

axis. However, if the moment is divided into two parts xcM and xfM  and the con-

stant parts is provided by the cylinders in the second and forth groups, the force  
fluctuations in the first and third groups will be confined in a fixed scope when the 
forces in the second and forth groups vary with the geologic formations shown in 
Fig.7. The controlling difficulty will reduce for the second configuration when the 
shields excavate in the heterogeneous geologic structures. 

5   Conclusions 

Based on the configuration characteristic of the redundant thrust system of shields,  
the load transmission matrix between the cutterhead and the hydraulic cylinders  
were given by using the location parameters of the limbs at the base and platform. 
The load transmission behaviors were discussed when the shields excavate in the 
linear directions.  

In terms of the cutting principle of the individual disc cutter and the drag bit, the 
total bending moments at various directions were given. The bending moment behav-
ior on the cutterhead was investigated when the shields excavate in the geologic con-
ditions containing the various fractions of hard rock and soft soil. The results show 
that there is correlation between the bending moment and the configuration designs. 
The reconfiguration design for the thrust system of shields can effectively decrease 
the control difficulty of redundant actuating hydraulic systems. It provides the com-
pliance strategy for the thrust system when the shields excavate in the complex geo-
logic conditions. 
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Abstract. A novel electronic laser system is proposed. Based on the principle of 
the non-diffracting beam, a new method for measuring attitude angle has been 
developed in this paper, in combination with image processing technology. The 
system constitution and the measuring principle of the electronic laser 
system are introduced. As the non-diffracting beam is composed of Bessel fringe 
ring, the anti-interference ability and the measurement sensitivity is greatly 
improved by center location of the non-diffracting beam in digital image 
processing technology, compared with barycenter method. The electronic laser 
system is applicable to attitude angle measurement of the tunnel boring machine 
in tunnel construction and other similar occasions.  

Keywords: Electronic laser system, non-diffracting beam, attitude angle 
measurement, image processing. 

1   Introduction 

With the rapid development of tunnel construction technology, shield method has 
been widely used in tunnel construction now. An increase of tunnel length leads to an 
increase in complexity of the tunnel design curve. In order to ensure the holing-
through accuracy of tunnel, guiding technologies for the Tunnel Boring Machine 
(TBM) have developed correspondingly including laser guiding technology and 
gyroscope guiding technology. The automatic guiding systems commonly used in 
shield construction are the gyroscope system, ZED guiding system and VMT guiding 
system. A gyroscope is a device for measuring horizontal azimuth angle, pitch angle 
and roll angle. But it has a long time-delay, and the azimuth angle of the gyroscope 
drifts caused by the deviation from the gravity center and the moment of friction in 
the bearing [1]. Laser signals are detected by a photoelectric sensor in ZED system. 
The measurement accuracy will decrease with long distance measurement and low 
light intensity. It also requires a large amount of calculation after moving the total 
station [2]. In VMT system rotating components lead to a slow measurement speed. 
The accuracy and resolution of angle measurement is limited by the accuracy of the 
mechanical structure. So VMT system is difficult to meet the requirement of the 
higher-precision measurement [3].  

Study on the electronic laser system is of great significance to produce the 
domestic-made guiding system of the TBM. A novel electronic laser system is 
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proposed in this paper. The ranging laser of a total station is used as a light source. 
The azimuth of incident light is measured by the center positioning of the non-
diffracting beam acquired by CCD camera in digital image processing technology. 
Horizontal azimuth in combination with pitch angle and roll angle measured by the 
electronic gradienter, three azimuths of the electric laser system are decided. 

2   The Measuring Principle of Attitude Angles for the TBM 

The main task of the automatic guiding system is to measure the drift while the TBM 
thrusting. The difference between the direction along which the TBM is moving and 
the axis of the TBM is called the drift. The position of the prism in the electronic laser 
system is measured by the total station. The distance between the prism and the center 
of shield section or shield tail is determinate, so the tunneling error of the TBM is 
obtained as long as the center positions of the shield section and shield tail are 
calculated through the attitude angles of the TBM.  

The roll angle and pitch angle of the TBM are measured by the biaxial electronic 
gradienter. If the biaxial electronic gradienter shows that the angle in the direction 
close to the axis of the TBM is θx and the other angle is θy, then the actual pitch 
angle of the TBM is θx and the actual roll angle of the TBM is η. They satisfy the 
following relations. 

( ) ( )222 sinsincos)(cos xy θηηθ ×+=  
(1)

As shown in Figure 1, in the measurement process the horizontal azimuth angle δ  of 
the laser beam in the absolute coordinate system and the angle α  between the laser 
beam and horizontal plane are measured directly by the total station. The angle 
between the laser beam and the axis of electronic laser system is regarded as the angle 
θ  between the laser beam and the axis of the TBM. The literature [4] shows that the 
projection angle in the horizontal plane between the laser beam and the axis of the 
TBM is given by  

)
coscos

sinsincos
arccos('

βα
βαθθ −=

 
(2)

where β  is the angle between the horizontal plane and the axis of the TBM, namely 

the pitch angle of the TBM θx which is measured by the electronic gradienter. The 
horizontal azimuth angle of the TBM γ  is the angle between the horizontal 

projection of the TBM axis and the measurement base axis (X-axis). They satisfy the 
following relations. 

'θδγ +=  (3)

From equations (2) and (3), the horizontal azimuth angle γ  of the TBM can be 

calculated by the angle θ  between the laser beam and the axis of electronic laser 
system. 
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Fig. 1. Azimuth angles of the TBM 

In the three attitude angles of the TBM, it is easy to measure the roll angle and the 
pitch angle by the biaxial electronic gradienter. So it is a key technology to measure 
the horizontal azimuth angle γ . A measurement equipment for the azimuth angle has 

been proposed in the literature [5]. The barycenter position of the laser spot acquired 
by CCD is calculated to get the azimuth angle. This method has the following 
shortcomings. Firstly the background light is added to calculate the light intensity. So 
the barycenter position of the laser spot is certainly influenced by the direction and 
strength of the background light, which results in the measurement error. Secondly 
the focal spot intensity distribution of the lens is influenced by various aberrations. So 
the energy of the focal spot is decentralized. When the distribution of the incident 
light in the aperture isn’t uniform, the energy distribution of the focal spot changes 
subsequently. It also results in the measurement error. 

So a new method for measuring attitude angle is proposed in this paper, based on 
the principle of non-diffracting beam, in combination with image processing 
technology. 

3   System Composition of the Electric Laser System Based on the 
Non-diffracting Beam 

The system composition of the electric laser system based on non-diffracting beam is 
shown in Figure 2. The tube is placed in the box. A glass plate is fixed in the front of 
the box, which is used to transmit the laser and protect the internal equipments in the 
box. The flat-top corner cube prism, the filter and the axicon are installed in  
the tube and along the axial direction of the tube. The CCD image sensor is located  
at the end of tube. The electronic gradienter is installed on the outer wall of the tube.  
The computer connected with the CCD image sensor and the electronic gradienter is 
used to calculate the center of non-diffracting beam and the attitude angles of the 
TBM. 
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Fig. 2. Block diagram for electronic laser system based on the non-diffracting beam 

4   The Measuring Principle for Horizontal Azimuth Angle of the 
Electric Laser System 

Optical principle of the electric laser system based on the non-diffracting beam is 
shown in Figure 3. The electric laser system is composed of the flat-top corner cube 
prism, the filter, the axicon and the CCD image sensor. The photosensitive surface of 
the CCD image sensor is vertical to the axis of the axicon.  

The flat-top corner cube prism is a corner cube whose top isn’t a vertex, but a 
small plane. And the plane is parallel to the incident plane of the flat-top corner cube 
prism. The electric laser system is combined with the tracking prism by the flat-top 
corner cube prism. So the volume of the electric laser system is greatly reduced. Since 
the ranging laser of the total station is used as the light source directly, there's no need 
to install the laser collimator and the operation is simpler. The filter is used to 
transmit the specific wavelength laser, filter out the background light and lower the 
intensity of the laser beam incident on CCD.  

During the measurement process, the ranging laser of the total station incidents at 
an arbitrary angleα . In the far distance the ranging laser is similar to the parallel 
beam. And it becomes a bunch of narrow parallel light after transmitting the small 
plane of the flat-top corner cube prism. The parallel beam becomes the non-
diffracting beam after transmitting the filter and the axicon. The projection of non-
diffracting beam on the CCD plane is a series of concentric rings. Figure 3 shows that 
the center offset of non-diffracting beam h  is decided by the incident angle of the 

laser α . The center offset of non-diffracting beam h  can be calculated in digital 
image processing technology. The incident angle of the laser α  can be formulated by  

)/arctan( Lh=α  (4)

where L  is the distance between the vertex of the axicon and the CCD plane. 
So α  is the angle between the laser beam and the axis of the electric laser system. 
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Fig. 3. Optical principle diagram for electronic laser system based on non-diffracting beam 

The key technology of the measurement for the angle of the TBM based on the 
principle of the non-diffracting beam is how to locate the center of the non-diffracting 
beam. As the spot measured in the experiments contains stray light and noise, a global 
center detection algorithm is proposed in this paper and the total data of the spot are 
used in calculation.  

5   The Measurement Principle of the Spot Center 

In the electric laser system based on the non-diffracting beam, the projection of non-
diffracting beam on the CCD plane is not a spot, but a series of concentric rings, as 
shown in figure 4(a). The transverse intensity distribution of the non-diffracting beam 
is in accord with the zero order Bessel function J0. The two-dimensional transverse 
intensity distribution is shown in figure 4(b).  

 

Fig. 4. (a) Experimental image of non-diffracting beam 



 Research of an Electric Laser System Based on the Non-diffracting Beam 341 

 

-50 -40 -30 -20 -10 0 10 20 30 40 50
0

0.1

0.2

0.3

0.4

0.5

0.6

0.7

0.8

0.9

1

 

Fig. 4. (b) Bessel beam intensity distribution 

Although any portion of non-diffracting beam may be distorted by various 
interferences, the global center remains changeless visually. Since the circles are 
concentric, a global center detection algorithm is proposed in this paper. The total 
data of the pattern are used in calculation. The method features good anti_interference 
ability, and is not sensitive to partial light intensity non-uniformity and error. The 
basic idea of the global center detection algorithm is as follow. 

 
① Assume an initial center. 

A two-dimension random number (a, b) is assumed to be the initial center. To 
improve the algorithm convergence rate, the point of the maximum light intensity or 
an arbitrary point in the ring closest to the center of the beam cross-section may be 
used as the initial center. 
② Average the data of each ring, to obtain the revised non-diffracting beam. 
③ Compute the residual sum of squares between the original and revised non-
diffracting beam, as indicated in Eq.(5).  

∑∑
∈∈∈∈

−==
],1[],,1[

2
),(),(

],1[],,1[

2
, ]'['

njmi
jiji

njmi
ji xxQ ε

 . 
(5)

where m and n are the pixel number in one row and one column of non-diffracting 
beam respectively, x is the original data, and x’ is the revised data. 

④ Increase variable aΔ  and bΔ on the basis of the initial center (a,b) to get the new 

center aa Δ+( , )bb Δ+ . 

⑤ Find the variable aΔ  and bΔ  such that the residual sum of squares is minimized 
by using least squares optimization algorithm, as indicated in Eq.(6).  

),('min bafQ ΔΔ= . (6)

So the ultimate center aa Δ+( , )bb Δ+  is the global center. 
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Fig. 5. (a) Three-dimensional model of non-diffracting beam (b) Simulated diffraction pattern 
with Gaussian 

 

Fig. 6. Global center_ the cross symbol 



 Research of an Electric Laser System Based on the Non-diffracting Beam 343 

 

In order to verify the performance of the global center detection algorithm, we 
have carried out the simulation experiment. The non-diffracting beam is simulated, as 
shown in Figure 5(a). The figure is of size 100×100 pixels, and the center is (50, 50). 
Gaussian noise with zero mean and a variance of 0.001 is added to the simulated non-
diffracting beam, as shown in Figure 5(b). In figure 6, the blue cross represents the 
initial center (42, 54), and the red cross represents the global center (49.9997, 
50.0008) which was found by the global center detection algorithm. 

Different noises such as Gaussian noise, random noise, uniform noise, salt-and-
pepper noise, exponential noise and erlang noise are added to the simulated non-
diffracting beam respectively. The centers are shown in Table 1.  

Table 1. Performance comparison of center detection algorithms correspond to different noises 

Different noises 
added to simulated 
non-diffracting 
beam 

Center of global center 
detection algorithm 

Center of least 
squares circle fitting 
algorithm 

Gaussian noise with 
zero mean and a 
variance of 0.001 

(49.9997, 50.0008) (49.8856, 49.9215) 

Gaussian noise with 
zero mean and a 
variance of 0.01 

(49.9965, 50.0066) (49.8968, 50.1750) 

random noise with 
zero mean and a 
variance of 0.2 

(50.0061, 50.0081) (49.9960, 50.2222) 

uniform noise in the 
interval (0,0.1) 

(50.0000, 50.0334) (50.1871, 49.8272) 

salt-and-pepper 
noise with noise 
density of 0.1 

(50.0043, 49.9982) (50.1152, 50.3571) 

exponential noise 
with the mean of 
0.03 and a variance 
of 0.001 

(49.992,49.994) ( 50.1385, 50.1049) 

erlang noise with 
zero mean and a 
variance of 0.001 

(50, 50.0000) (49.9134, 50.0005) 

 
The data of the ring closest to the center of the beam cross-section was used in the 

least squares circle fitting algorithm. Table 1 shows that the presented method is 
effective and possesses a higher sensitivity and anti-interference ability than the least 
squares circle fitting algorithm. 

As long as the concentric circles are not hidden by the background light and not all 
rings are affected, the calculation accuracy of the global center will not be affected. A 
large number of rings of non-diffracting beam are used to calculate the global center 
in digital image processing method has a higher accuracy, stability of anti-interference 
and subpixel sensitivity resolution. Thus higher measurement accuracy can be 
achieved in the same number of CCD pixels.  
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6   Conclusions 

In the electric laser system based on the non-diffracting beam, the ranging laser of the 
total station becomes the concentric ring-shaped non-diffracting beam after passing 
through the axicon. The incident angle of the ranging laser can be measured by the 
center position of the non-diffracting beam acquired by CCD in the image processing 
method. In combination with the pitch angle and the roll angle measured by the 
electronic gradienter, the total azimuths of the electric laser system are determined. 
The electric laser system based on the non-diffracting beam for attitude angle 
measurement of the TBM in tunnel construction has better anti-interference ability as 
well as higher measurement resolution. 
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Abstract. Multi-motor synchronization control for cutter head of shield machine 
is studied in this paper. Firstly, a ring coupled control strategy for multi-motor 
synchronization control based on the idea of parallel control with compensation 
is proposed, and sliding mode variable structure control algorithm is used in the 
design of the controllers to ensure high robustness of the control system. 
Furthermore, synchronization control of a four-motor driving system with the 
proposed control strategy is simulated with MATLAB, and its effectiveness is 
verified by comparing its control performance with that of the traditional 
master-slave strategy. Finally, the ring coupled control strategy is applied to the 
cutter head driving of a prototype shield machine. The simulation results show 
that the proposed ring coupled control strategy has good dynamic performance 
and synchronization performance. 

Keywords: Ring coupled control strategy, multi-motor synchronization control, 
cutter head driving of shield machine. 

1   Introduction 

Cutter head is the main working part of shield tunneling machine in tunnel 
construction. With constant increasing of the diameter and system power of shield 
machine, electrical driving with multi inverter-fed motors for the cutter head finds more 
and more applications [1]. Since the uneven load distribution on cutter head and the 
small differences in parameters of driving motors can lead to large differences of 
instantaneous speed among the driving motors, which may results in shaft broken 
accident when geological condition changes suddenly, large shield machine demands 
high synchronization performance. 

At present, synchronization control for electrical driving of cutter head mainly 
includes the following two methods. One is average speed method which makes all the 
                                                           
* This work is supported by NBRPC Grant #2007CB714006. 
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motors’ speed to be close to the average speed. The other is master-slave method which 
sets one motor as the main motor, and makes the others track the main motor's speed. 
The former has poor steady-state performance, and the later has low dynamic 
synchronization performance [1, 2]. 

Koren (1980) proposed to use the cross-coupling concept to solve the 
synchronization problem [3]. Most of the previous works on cross coupled control were 
found in the control of machine tools [4, 5]. The cross-coupling approach has been also 
found in robotics. Feng, Koren, and Borenstein (1993) applied the cross-coupling 
control to differential mobile robots to minimize the differential velocity error of two 
driving wheels [6]. Sun and Mills (2002) applied the cross-coupling concept to the 
coordination of two industrial manipulators [7]. Sun (2003) also applied the adaptive 
coupling control concept into the position synchronization of multi-robot for assembly 
tasks [8]. Xiao, Zhu and Liaw (2005) studied a generalized synchronization controller 
for multi axis motion systems by incorporating cross-coupling control [9]. Other 
synchronization approaches include fuzzy logic coupling control (Moore & Chen, 
1995) [10], neuro-controller for synchronization (Lee & Jeon, 1998) [11] and QFT 
robust controller (Sun, Li and Guo, 2008) [12]. Nevertheless, the synchronization 
efforts so far are mostly applicable to biaxial systems, and have not yet applied in the 
control of cutter head driving for shield machines.  

In the control of the system with more than two driving axes, typical cross coupling 
requires vast amount of online computation and inevitably increases the control 
complexity. Zhang, Shi and Cheng (2007) proposed adjacent cross-coupling approach 
to reduce the control complexity, by which the number of compensators of an n-axis 
system decreased from n2 to 3n [13]. For further reduction of the control complexity, 
this paper puts forward a new ring coupled synchronization control strategy which 
reduces the number of compensators of an n-axis system to 2n. The proposed control 
approach is applied to the control of cutter head driving for shield machines, and in 
order to deal with the problem resulted from the driving motor parameter differences, 
sliding mode robust controller is designed. 

2   Ring Coupled Control Strategy 

2.1   Basic Idea of the Strategy 

The ring coupled control strategy is based on the thought of the parallel control with 
error compensation. As shown in Fig.1, to control n motors to rotate synchronously at a 
given speed, not only the errors between the given speed and the real speed for each 
motor (i.e. the tracking error), but also the errors between the speeds of the two adjacent 
motors (i.e. the synchronization error) must be considered. Define the speed difference 
between the first motor and the second motor as the synchronization error of the first 
motor, and couple the first motor with the second motor by compensating the first 
controller with the first motor’s synchronization error. In the same way, couple the ith 
motor with the (i+1)th motor, and the nth motor with the first motor. At last, a coupling 
ring is formed through the synchronization errors. 
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Fig. 1. Schematic diagram of the ring coupled control strategy 

2.2   Motor Model 

The mathematical model of induction motor in α-β coordinate system is as follows 
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 (1) 

where ω is the mechanical angular velocity of motor; ψαr is rotor flux in α-axis, iαs and 

iβs are stator currents in α and β-axis respectively, vαs and vβs are stator voltages in α and 

β-axis respectively, Ls and Lr are inductances of stator an d rotor respectively; Rs and Rr 
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are resistances of stator and rotor respectively, M is the mutual inductance between 

stator and rotor; J is the rotor inertia; np is the number of pole pairs; B is the friction 

coefficient; TL is the load torque. And μ, α, β, γ and σ are defined as 
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According to Equation (1), motion equation of induction motor is 

αr βs L
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let 
B
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= , αr βs L
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u i T

J
μψ= − , yields 

a uω ω+ =                                                             (3) 

Taking into account the change and uncertainty of the parameters of motors, Equation 

(3) can be changed as 

a u dω ω+ = +  

where d denotes speed change caused by the parameters uncertainties. 

So motion equation of the ith motor is as follows 

( ) ( ) ( )i i i i i ( )t a t u t d tω ω= − + +                                     (4) 

2.3   Control of the Tracking Error and the Synchronization Error 

The tracking error of the ith motor can be written as 

( ) ( ) ( )i i de t t tω ω= −                                               (5) 

where ωd(t) is the given angular speed, so  

( ) ( ) ( )i i de t t tω ω= −                                                (6) 

If we want ( )ie t  to converge to zero in a progressive manner, it can be assumed that 

( ) ( )i i ie t k e t=                                                         (7) 

where i 0k < . 
The sliding mode control approach is recognized as one of the efficient tools to 

design robust controllers for dynamical systems with uncertainties. The major 
advantage of sliding mode is low sensitivity to system parameter variations and 
disturbances which eliminates the necessity of exact modeling. In order to deal with  
the uncertainty caused by motor parameter variations and disturbances, we establishes 
the speed sliding mode hyperplane according to Lyapunov stability condition as 
follows 
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( )i iS f e t=                                                    (8) 

To ensure that all the states of the system can reach the sliding mode, the following 
conditions should be met 

0S S⋅ <                                                      (9) 

That is 

( ) ( ) ( ) ( ) ( )i i i i i i i dω 0S S S f e t Sf a t u t d t tω⋅ = ⋅ = ⋅ − + + − <⎡ ⎤ ⎡ ⎤⎣ ⎦ ⎣ ⎦  

Construct a function as follows 

( ) ( ) ( ) ( )i i i d isignu t a t t Sω η= ω + −                             (10) 

yields 

( ) ( ) ( )signi i i iS S S f d t S f d t Sη η⎡ ⎤⋅ = ⋅ ⋅ − = − ⋅ −⎡ ⎤⎣ ⎦ ⎣ ⎦i i           (11) 

where ( )sign S  is the sign of S, iη  is the switching gain, and ( )i id tη ≥ .  

If i 0f ≥ , then 0S S⋅ ≤ . Therefore, 0S = , the balance origin of the system, is 

also the globally asymptotically stable equilibrium point. That is, the tracking errors 

asymptotically converge to zero. This control method taking into account of the speed 

perturbation caused by parameter uncertainties of driving motors has strong robustness. 

Similarly, we can prove that the synchronization errors asymptotically converge to 
zero. 

2.4   Verification 

To verify the proposed ring coupled control strategy, synchronization control of a 
four-motor driving system is studied using MATLAB. The control scheme uses PID 
compensators and sliding mode controllers. The simulation model of the controller is 
shown in Fig.2. 

The parameters of the four driving motors are as follows: the rated power is 37kW, 
the rated voltage is 380V, frequency is 50Hz, stator resistance and impedance is 0.087Ω 
and 0.8e-3H respectively, rotor resistance and impedance is 0.228 Ω and 0.8e-3H 
respectively, mutual inductance is 34.7e-3H, rotor inertia is 1.662 kg·m2, friction 
coefficient is 0.1 N·m·s, and the number of pole is 4. In order to consider load 
disturbance, the loads of the four motors as shown in Fig.3 (a), (b), (c) and (d) are set as 
constant, fluctuation, sudden change and random respectively. 
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Fig. 2. The simulation model of the controller 
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Fig. 3. (a) The load of the first motor (b) The load of the second motor (c) The load of the third 
motor (d) The load of the fourth motor 
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Fig. 5. The tracking error of the second motor 

 

Fig. 6. The synchronization errors between the first motor and the second motor 
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Fig. 7. The synchronization errors between the second motor and the third motor 

The synchronization control of the four-motor system is simulated with the ring 
coupled control strategy and the conventional master-slave control strategy 
respectively. The tracking errors of the first and second motors are shown in Fig.4 and 
Fig.5, and the synchronization errors between the adjacent motors are shown in Fig.6 
and Fig.7.  

In the master-slave control, since the first motor is set as the main motor its speed 
reaches the given value fast, but other slave motors spend longer time to reach the given 
speed and are hard to keep constant speed. In the ring coupled control, although the 
loads of the four motors are very different, all the motors reach the synchronization 
speed rapidly and stably.  

From the above results we can see that multi-motor system with the ring coupled 
control scheme has fast track performance, smaller synchronization errors, and high 
synchronization accuracy. The reason is that the sliding mode variable structure control 
method can effectively inhibit the impact of motor parameter variations and 
uncertainties on multi-motor synchronization. Besides, this scheme forms a coupling 
ring of multi-motor that ensures tracking errors of all motors have the same 
convergence speed, and the same is true to the synchronization errors between motors. 

3   Application in Driving of Cutter Head of Shield Machine  

The proposed ring couple control strategy was applied to the synchronization control 
for the driving of cutter head of a prototype shield machine. The joint mechanical and 
electrical simulation is performed with MATLAB, in which an Adams based 
subsystem is used for the computation of the mechanical system. The simulation results 
of the tracking error and synchronization error are shown in Fig.8. 

From the results it can be seen that the synchronization control for the cutter head of 
the shield machine using the ring coupled control strategy can achieve good dynamic 
performance and synchronization performance. 

⎯ with the ring coupled strategy 

- - with master-slave strategy 
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Fig. 8. The tracking error and the synchronization error 

In practical engineering, it is necessary for the motor driven shield machines to 
debug control parameters to eliminate the influences of multi-motor parameter 
variations and uncertainties before put into operation. Otherwise, shaft broken accident 
may occur during startup and at load sudden change. In this paper, the ring coupled 
control strategy and sliding mode variable structure control method deal with the 
problem caused by motor parameter variations and uncertainties well. The reliability of 
motor driven shield machine is increased to a certain extent with the synchronization 
performance improved. 

4   Conclusion 

This paper proposed the ring coupled control strategy for the synchronization control of 
the cutter head driving of shield machine. Through simulation analysis and comparison, 
it can be concluded that the control method based on the ring coupled strategy has 
higher synchronization accuracy, higher tracking accuracy and higher robustness than 
that with the traditional master-slave strategy.  

References 

1. Yuanqi, S., Qianwei, Z., Jianzhong, L.: Driving System for Cutter Head of Shield Tunneling 
Machine with Large Diameter. Road Machinery & Construction Mechanization 25, 18–20 
(2008) 

2. Pkrez-Pinal, Francisco, J., NGez, C., Alvarez, R., Cervantes, I.: Comparison of Multi-motor 
Synchronization Techniques. In: The 30th Annual Conference of the IEEE Industrial 
Electronics Society, pp. 1670–1675. IEEE Press, Busan (2004) 

3. Koren, Y.: Cross-coupled biaxial computer controls for manufacturing systems. 
Transactions of the ASME 102, 265–272 (1980) 

4. Kulkarni, P.K., Srinivasan, K.: Cross-coupled control of biaxial feed drive 
servomechanisms. ASME Journal of Dynamic Systems, Measurement, and Control 112, 
225–232 (1990) 

⎯ the synchronization error 

- - the tracking error 



354 J. Sun et al. 

5. Tomizuka, M., Hu, J.S., Chiu, T.C.: Synchronization of two motion control axes under 
adaptive feed forward control. ASME Journal of Dynamic Systems, Measurement, and 
Control 114, 196–203 (1992) 

6. Feng, L., Koren, Y., Borenstein, J.: Cross-coupling motion controller for mobile robots. 
IEEE Control Systems 13, 35–43 (1993) 

7. Sun, D., Mills, J.K.: Adaptive synchronized control for coordination of two robot 
manipulators. In: Proceedings of IEEE International Conference on Robotics and 
Automation, Washington, DC, pp. 976–981 (2002) 

8. Sun, D.: Position synchronization control of multiple motion axes with adaptive coupling 
control. Automatica 39, 997–1005 (2003) 

9. Xiao, Y., Zhu, K., Liaw, H.C.: Generalized synchronization control of multi-axis motion 
systems. Control Engineering practice 13, 809–819 (2005) 

10. Moore, P.R., Chen, C.M.: Fuzzy logic coupling and synchronized control of multiple 
independent servo-drives. Control Engineering Practice 3, 1697–1708 (1995) 

11. Lee, H.C., Jeon, G.J.: A neuro-controller for synchronization of two motion axes. 
International Journal of Intelligent System 13, 571–586 (1998) 

12. Yibiao, S., Mengmeng, L., Qingding, G.: Robust synchronization control for dual linear 
motors based on QFT. Journal of Shenyang University of Technology 30, 249–252 (2008) 

13. Chenghui, Z., Qingsheng, S., Jin, C.: Synchronization Control Strategy in Multi-motor 
Systems Based on the Adjacent Coupling Error. In: Proceedings of the CSEE, vol. 27, pp. 
59–63 (2007) 



M. Xie et al. (Eds.): ICIRA 2009, LNAI 5928, pp. 355–363, 2009. 
© Springer-Verlag Berlin Heidelberg 2009 

Position and Attitude Precision Analysis of Segment 
Erector of Shield Tunneling Machine 

Hu Shi, Guofang Gong, Huayong Yang, and Rulin Zhou 

Zhejiang University, State Key Laboratory of Fluid Power Transmission and Control, 
Hangzhou, Zheda Road No. 38, 310027, China 

tigershi@zj.com 

Abstract. Focusing on a segment erector of a shield tunneling machine devel-
oped with 6 degrees of freedom and controlled by electro-hydraulic propor-
tional systems, kinematics for the segment erection process is presented. The 
perturbation method in error analysis is introduced to establish the position and 
attitude error model, considering a number of factors such as hydraulic drive 
and control accuracy, tolerance in manufacturing and assembly. Dynamic simu-
lations are carried out to obtain the controlling precision of the electro-hydraulic 
drive systems. Formulas for calculating the position and attitude error of the 
grip hand of the segment erector are derived. The calculation results verify  
the practicality and effectiveness of error analysis, providing a foundation for  
practical designing, manufacturing and assembling of the segment erecting  
mechanism.  

Keywords: Shield tunneling machine, segment erector, kinematics, position 
and attitude precision. 

1   Introduction 

Tunneling and underground space utilization are increasingly becoming the new tech-
nology in recent years, with the rapid urban development and the continuous exten-
sion of transport systems. In response to these needs, tunnel construction machines 
are required with high efficiency and safety. As a key part of tunneling machines, 
segment erector performs the task of circular tunnel formation by erecting the con-
crete segments into right positions [1][2]. 

As for the segment erector, efficiency and precision are focused generally. it is a 6- 
DOF robot in essence to meet the erecting requirements. Efficiency is related to the 
actuators as well as the backup systems. Precision affects the tunnel quality because 
of tolerance of tunnel axis. However, most studies have concentrated on the produc-
tion of lining itself and mechanism design or dynamics. To the best of our knowledge, 
erecting precision is rarely researched as a special subject [3][4]. 

This paper develops the kinematics of the 6-DOF segment erector by means of co-
ordinate transformation, and analyzes the electro-hydraulic drive and manufacture 
errors. Based on an actual erecting process, the position and attitude precision is  
obtained to evaluate the erecting work quantificationally. 
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2   Specifications of Segment Erector 

A segment erector works to place the segment in the right position and adjust its  
attitude properly. It is a multi-actuator robotic system with electro-hydraulic drive,  
as shown in Fig. 1. There are dual cylinders to lift the segment in vertical direction, a 
sliding cylinder to pull or push the gripping mechanism in horizontal direction, a 
hydraulic motor to drive the gear ring, thereby the whole erecting equipment to reach 
every position in circumferential direction. Near the bottom of the erector, a mecha-
nism is equipped to force the gripped segment to perform the roll, pitch and yaw  
motions so that the segment can be kept in expected attitude.  

Revolving

Lifting Sliding

Roll
Yaw
Pitch

 

Fig. 1. Schematic of segment erector, position and attitude of segment 

In fact, the segment will reach anywhere of a hollow cylindrical space with 3 
DOFs attitudes of rotary actions. The erector has a relatively complicated and com-
pound operation process. All motions are not independent, they depend on the preced-
ing action and influence the sequent motion. So error transfer from one action to an-
other is a vital problem to guarantee higher precision and efficiency in erection. 

3   Kinematics Equations 

To investigate the position and attitude of the segment, the motion of the grip hand of 
the erector would be considered because it directly reflects the action of the segment 
fixed on the grip hand. Fig. 2 shows the geometric model and the coordinate system 
of the segment erector. It has two prismatic joints and one rotary joint for positioning 



 Position and Attitude Precision Analysis of Segment Erector 357 

the segment, another three rotary joints for posing. The position and attitude of the 
segment is dependent upon the joint angels θ1, θ4, θ5, θ6, and the joint displacements 
d2, d3. The structure parameters and the joint variables are listed in Table 1. Based on 
these models, the relations between joints are described as follows with coordinate 
transformation matrix [5].  

1 1

1 10

1

cos 0 sin 0

sin 0 cos 0

0 1 0 0

0 0 0 1

A

θ θ
θ θ

⎡ ⎤
⎢ ⎥−⎢ ⎥=
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⎢ ⎥
⎣ ⎦

 .                                           (1) 

 

 

Fig. 2. Schematic diagram of coordinate system of erection 

Table 1.  D-H parameters of all joints of segment erector 

i θi di ai αi 
1 θ1 0 0 π/2 
2 0 d2 0 -π/2 
3 0 d3 a3 0 
4 θ4 0 0 0 
5 θ5 0 0 -π/2 
6 θ6 0 0 -π/2 
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where 1i

iA −  (i=1, 2, 3) represents the transformation from coordinate system i-1 to i.  

For the attitude of the grip hand or the segment, it acts in agreement with RPY 
transformation. In other words, it follows the rotary motions of roll, pitch and yaw. So 
the attitude of the segment with respect to coordinate system 3 can be derived as  

3

4 5 4 5 6 4 6 4 5 6 4 6
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. 

(4) 

The position and attitude of the end of the grip hand with respect to the reference 
coordinate system {0} can be denoted as  
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(5) 

where si (i=1, 4, 5, 6) is short for sinθi, and ci (i=1, 4, 5, 6) is short for cosθi.  
Suppose the target position and attitude of the segment is 

0 0 0 1

0 0 0 1
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y y y y

z z z z
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n o a p
T
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⎡ ⎤
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⎣ ⎦

n o a p
 .                                 (6) 

where n=[nx, ny, nz]
T, o=[ox, oy, oz]

T, a=[ax, ay, az]
T, p=[px, py, pz]

T are target position 
and attitude vectors. Then let the target matrix equal to the transformation matrix, that 
is  

T= 0

sA .                                                         (7) 
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Based on this equation, the kinematic inverse solutions for segment erection are ob-
tained by equalizing every matrix element in the corresponding place. By this way, 
motion control for each actuator can be performed according to a given position and 
attitude object. 

4   Precision Analysis 

Perturbation method for error modeling in robotics is widely used for its easy realiza-
tion and adaptability to multiple error sources. In the segment erecting kinematics, 
errors result from two factors generally: drive precision and manufacturing tolerance. 
Write equations (1)-(5) as the following format: 
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 .                                 (8) 

Assume that there exist Δqi displacement error and Δφi angle error between joint i-1 
and i, and the errors at the end of the transmission chain will be 

1 1

n m

i i i
i i

q q pϕ
= =

Δ = Δ + Δ ×∑ ∑ .                                                  (9) 

1

m

i
i

ϕ ϕ
=

Δ = Δ∑ .                                                              (10) 

where n and m are numbers of linear and angular displacement [6].  

4.1   Drive Errors 

Motions of the segment erector are driven by electro-hydraulic systems. So the posi-
tion and attitude precision of the segment is influenced by the control accuracy of 
every actuator in the electro-hydraulic system, and the error transfers from one drive 
part to another and accumulates continuously. Based on the above kinematics as well 
as the working principle of the segment erector, an automatically operated erecting 
process will be as shown in Fig. 3.   

i

id

 

Fig. 3. Block diagram of segment erector control system 

To obtain the errors generated in hydraulic transmission, as shown in Fig 4, a simu-
lation model corresponding to the actual segment erector is created in AMESim soft-
ware to simulate the hydraulic drive and control systems. The parameters are set in 
accordance with the actual system as shown in Table 2. During simulation, PID con-
trollers are employed to construct closed loop control systems. 



360 H. Shi et al. 

 

Fig. 4. Simulation model of electro-hydraulic control system of segment erector 

Table 2. Parameters of electro-hydraulic control system of segment erector 

 

Table 3. Motion parameters and errors of simulation 

Parameters Values Errors  
Rotary angle 90° 0.003° 
Lifting displacement 0.3m 0.5mm 
Sliding displacement 0.2m 0.5mm 
Yaw angle 2° 0.001° 
Roll angle 2° 0.001° 
Pitch angle 2° 0.001° 

 
In fact, the attitude of segment is adjusted by the hydraulic linear actuators, and the 

results of measurements performed with the linear displacement sensors will be 
changed into the attitude angles of the segment. So the linear error will be translated 
into the angle error respectively.  

Neglect the mechanical error sources such as motor backlash, simulation is carried 
out with the motion parameters listed in Table 3. Given a step signal, consider the 
output displacements of the actuators tracking the input signals, and take the error in 
steady stage as the positioning accuracy. Errors brought about by the electro-
hydraulic control systems are presented in column 3 of Table 3. 
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4.2   Manufacturing Tolerance 

Due to the movement of the joint and the process of machining and assembly, it is 
necessary to permit some clearance between the moving parts. However, the clear-
ance may cause error when the joint is moving, and inaccurate position and attitude 
arises [7]. So machining error is another factor to be taken into account to deal with 
the precision of segment erection, this is also analyzed by the perturbation method.   

4.3   Error Calculation 

Error calculation is based on equations (9) and (10), which indicate the effect of the 
error of input parameter on the end of the whole transmission chain. Those two parts 
of error sources mentioned above should be calculated separately, because they 
propagate in different ways. 

Assume that the joint parameters θi, di, αi, ai have small errors Δθi, Δdi, Δαi, Δai, 
then equations (9) and (10) can be changed into 
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Assume that the mechanical inaccuracy of component i with respect to i-1 in transla-

tion is [ ]Te

i i i id u v w= Δ Δ Δ , and that in rotation is [ ]Te

i i i iδ η ξ ζ= Δ Δ Δ . Substi-

tuting them into equations (9) and (10), the position and attitude error induced by 
structure clearance can be obtained as 
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Choosing a set of structure parameters, drive and mechanical inaccuracy values, as 
shown in Table 4, substitute them into corresponding calculation equations respec-
tively, the results are obtained as follows.  

Position error by drive: 1 [0.34 0.47 0.34]TqΔ = − . 

Attitude error by drive: 1 [0.027 0.059 0.027]TϕΔ = − . 

Position error by clearance: 2 [0.0675 0.1702 0.0675]TqΔ = − . 

Attitude error by clearance: 1 [ 0.02 0.039 0.02]TϕΔ = − − . 
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The parameters chosen for modeling, analysis and calculation are referring to an 
actual working condition. With position error less than 1mm and attitude error less 
than 0.1°, Such precision will definitely satisfy the segment erection requirements of 
shield tunneling.  

Table 4. Structure parameters and errors of segment erector 

i θi 
(°) 

di 
(m) 

ai 
(m) 

αi 
(°) 

Δθi 
(°) 

Δdi 
(mm)

Δai 
(mm)

Δαi 
(°) 

Δui 
(mm)

Δvi 
(mm)

Δwi 
(mm)

Δηi 
(°) 

Δξi 
(°) 

Δζi 
(°) 

1 90 0 0 90 0.003 0 0.5 0.05 0.01 0.01 0.01 0.001 0.001 0.001 
2 0 0.3 0 -90 0 0.5 0.5 0.05 0.01 0.01 0.01 0.001 0.001 0.001 
3 0 0.2 0.1 0 0 0.5 0.5 0.05 0.01 0.01 0.01 0.001 0.001 0.001 
4 2 0 0 0 0.001 0 0.5 0.05 0.01 0.01 0.01 0.001 0.001 0.001 
5 2 0 0 -90 0.001 0 0.5 0.05 0.01 0.01 0.01 0.001 0.001 0.001 
6 2 0 0 -90 0.001 0 0.5 0.05 0.01 0.01 0.01 0.001 0.001 0.001 

5   Conclusion 

In this paper, kinematics analysis of a prototype segment erector is conducted and  
the kinematics relations between moving parts and equations are derived with coordi-
nate transformation matrix. The position and attitude precision of erection is analyzed 
by means of perturbation method in light of two types of error sources of drive and 
manufacture. The error calculation model established will provide a reference for  
the design and control of segment erection. Based on the theoretical analysis and  
the calculation results, the following conclusions can be drawn. 

(1) The segment erecting mechanism and its drive and control systems can satisfy the 
requirements of tunneling with sufficient position and attitude precision. 

(2) The error sources exert more influence on position precision than on attitude  
precision, so segment position should be placed more emphasis on in erection  
control.  

(3) Errors induced by the control accuracy of the drive systems are lager than those 
arise from manufacturing tolerance, so there is no special requirement for  
mechanical processing, and electro-hydraulic drive accuracy should be the main 
control objective. 
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Abstract. Shield tunneling technologies have been developed for constructing 
tunnels in soft ground especially with groundwater. However, the automatic de-
viation correction systems are based on empirical relationships or theoretical 
model including a great deal of unknown parameters. In this paper, the 
shield-segment system is considered as underground parallel manipulators, so 
the shield behavior can be represented by the rotation of motion platform around 
the static platform. Consequently, load model acting on the shield is developed 
based on the proposed relationship between the shield behavior and the ground 
displacement. The examples of straight alignment and curve alignment were 
studied, comparing the results with the others model, and the results validate the 
load model studied here.  

Keywords: Shield tunneling, shield behavior, ground displacement, automatic 
deviation correction. 

1   Introduction 

Shield tunneling technologies have been developed for constructing tunnels in soft 
ground especially under groundwater. Due to the large size of shield and complex 
working condition, such as geological diversity, multi-physics coupling, the loads 
distribution on the shield have great singularity and acute fluctuation, and easily leads 
to the deviations of shield from the planned alignment [1-3]. However, the present 
deviation correction control systems are based on empirical relationships or theoretical 
model including a great deal of unknown parameters. Consequently, there is narrow 
applicability, low precision and weak controllability. To improve the construction 
accuracy, it is necessary to model the loads acting on the shield, which influence the 
shield behavior,  

Nowadays, the load model has been studied by both statistical and theoretical 
methods. Szecky proposed an approximated formula to calculate the jacks thrust by 
statistical analysis methods based on in situ data [4]. Shimizu and Suzuki and Shimizu 
et al. established the relationship between the shield attitude and the jacks moment [5]. 
Mitsutaka Sugimoto et al. studied the load model by theoretical methods, and recom-
mended that the loads acting on the shield are combination of five forces: Self-weight, 
force on the shield tail, the jack thrust, load on the face, and load on the shield’s pe-
riphery [6]. Aphichat Sramoon et al. believed that the excavated area, tail clearance, 
rotation direction of the cutter face, ground loosening at the shield crown, and dynamic 
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equilibrium conditions are the factors affecting the shield behavior. In particular, the 
ground displacements around the shield and at cutter face are considered to be the 
predominant factor. All the factors above should be considered in load model [7]. 
Yongan Huang et al. presented a novel force planning method for underground ar-
ticulated robot based on the interaction between soil, structure and motion [8]. From the 
viewpoint of engineering practices, these methods are useful, since the shield can be 
controlled by using up-to-date unknown parameters in the formula based on measured 
data during excavation [6]. However theoretical methods which formulations include a 
great deal of parameters are too complex to achieve engineering application and sta-
tistical methods can not control the shield behavior without case records.  

To solve above problems, this paper develops the load model based on new pro-
posed relationship between shield behavior and ground displacement. Furthermore, the 
examples of straight alignment and curve alignment have been carried out, and the 
validity of the model was discussed.  

2   Static Analysis and Geometric Model 

An earth pressure balance (EPB) shield with four jacks is studied in this paper, and 
there is a supporting shoe at the end of each jack connected with lever by joint. The 
loads acting on the shield are changing timely during excavation, the shield attitude is 
time-variant like snake motion. Since the axes of jacks and shield are parallel, the 
process can be described by the static analysis of a jack segregated from the shield 
system as shown in Fig.1. The jack attitude is composed of combinations of supporting 
shoe slide on the segment ring plane and rotation around the joint, which are affected 
much by the uncontrollable transversal loads. 

 

Fig. 1. The force diagram of jack 

When the transversal load is balanced as illustrated in Fig.1 (a), slide cannot happen 
because the jack is self-locked, and the transversal loads satisfy inequation as follows:  

cos sin 0F Fθ μ θ− <  (1)

where F =the jack thrust, θ = the angle from the jack axis to the segment ring plane, 
μ =the coefficient of mobilized friction.  
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When the transversal load is unbalanced, the jacks’ thrusts should be adjusted to 
produce a moment m for balancing the moment induced by the unbalanced force, as 
illustrated in Fig.1 (b) (c). The slide will occurr when the transversal loads satisfy 
inequation as: 

cos sin 0F F Fθ μ θ′ − − >  (2)

And the rotation will occurr when the transversal loads satisfy inequation as: 

cos 0

sin 0

F F

F l m

θ
θ

′ − ≤⎧
⎨ ′ − ≠⎩

 (3)

Or
cos 0

sin cot 0

F F

F l fb Nb m

θ
θ θ

′ − >⎧
⎨ ′ + + − ≠⎩

 (4)

where b =the distance from the joint to the segment ring plane, m =the moment induced 
by jacks’ thrusts, f =the friction, N =the support force, F ′ = unbalanced transversal 

force. 
Actually, the jack thrust is great, so that the friction is enough to resist the  

slide. Consequently, the shield-segment ring system can be considered as a kind of 
underground parallel manipulators which the machine body, the segment ring and  
the jacks are the motion platform, the static platform and the branched chains respec-
tively, as illustrated in Fig.2. Then the shield behavior represents the rotation of motion 
platform around the static platform. To model each force, the global coordinate  
system O XYZ− is selected so that the X axis is vertically upwards; the origin O is  
on the center of the segment ring plane, and the Y and Z axes are on a horizontal  
plane.  

 

Fig. 2. The sketch map of EPB shield 

From the viewpoint of geometric model, the deformation of shield and segment, the 
angle ofθ  and the attitude of segment ring are the factors affecting the shield behavior. 
For simplifying the model, the following were assumed: 

1. The concrete segment ring is considered as a rigid body, and its attitude is fixed 
during excavation. 

2. The shield self-rolling is not considered which is limited in practice. 
3. The shield is considered as a rigid body.  
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3   Calculation of the Earth Pressure and the Ground Displacement  

The shield machine meets the static equilibrium conditions for steadily advance re-
sembling multi-legged walking robots. The difference between them is that the former 
loads are uncertain and the latter are determined [9]. The earth pressure is the main 
uncertain loads whose essence is the contact stress of soil and structure interaction. The 
pressure and distribution are affected by the shield stiffness, the geological formation, 
the overburden depth and so on. The relationship between the ground displacement and 
the earth pressure can be represented by [10]:  

min
min

max
max

( ) tanh ( 0)

( )

( ) tanh ( 0)

s s
so s so s

so s

s s

s s
so s so s

so s

a U
K K K U

K K
K U

a U
K K K U

K K

⎧ ⎡ ⎤
− + ≤⎪ ⎢ ⎥−⎪ ⎣ ⎦= ⎨

⎡ ⎤⎪ − + ≥⎢ ⎥⎪ −⎣ ⎦⎩

 (5)

where K = the coefficient of earth pressure which is defined as the earth pressure 
σ divided by the initial vertical earth pressure voσ  ( /s s voK σ σ= ); U =the ground 

displacement; s = v or h , subscripts v = the vertical and h =the horizontal directions, 
respectively; a =the gradient of functions ( )K U , which represents the coefficient of 

subgrade reaction k  ( /s s voa k σ= );and subscripts o = the initial, min = the lower limit, 

and max = the upper limit of the coefficient of earth pressure, respectively. 
The coefficient of earth pressure in any direction Kϑ can be interpolated by using 

hK and vK as:  

2 2( , ) ( , ) cos ( , ) sinn v n h nK U K U K Uϑ ϑ ϑ θ ϑ ϑ= +  (6)

where ϑ = the angle measured from the P axis to calculation point. 
The normal ground displacement around shield periphery is illustrated in Fig.3 

which are from the simulation results of theoretical model [6]. In the case of straight 
line, the normal ground displacement is nearly zero, and there is a little displacement at 
the tail because of the knocking-head advancing. In the case of curve alignment, the soil 
at the concave side is compression, whereas at the convex side is extension, and dis-
placement is almost symmetrical. The displacement is nearly zero at the cutter face 
since the soil is just excavated and is not disturbed by the shield attitude changing.  

According to above analysis, the ground displacement around shield periphery is 
assumed as following: 

2
2 2

1

( 2 / 2 ) sin (0 )

sin ( 0)
n h

n h

U U l x x x l

U U x l x

θ ϑ
θ ϑ

= = − ⋅ + ⋅ < <
= = − < <

 (7)

where 1l =the distance from the tail to the XOY plane, 2l =the distance from the cutter 

face to the XOY plane. Here only consider the horizontal yawing angle; the others can 
be dealt with by the same approach. In the case of curve alignment, the contour line 

diagram, according to the formulation of the displacement, is illustrated in Fig.4 based 

on artificial data, which coincide with the simulation results.  
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Fig. 3. Normal ground displacement around shield periphery (mm) [6] 

 

Fig. 4. Normal ground displacement around shield periphery (mm) 

The ground displacement at the cutter face is variational with the shield attitude 
changing. The displacement at the cutter face is assumed as following: 

sin ,h c cU r r r rθ ϑ= − < <  (8)

where r =the shield radius, cr =the distance from the calculation point to the R axis.    

4   The Load Model 

The loads acting on the shield can be divided into: Self-weight, force on the shield tail, 
the drive force, force acting at the face, and force acting on the shield periphery. Each 
force is a function of the ground properties and the shield behavior. All those forces 
compose equilibrium conditions, and drive force can be obtained by solve the equation. 
The load model is developed based on the same idea with reference [6]. The improve-
ments are simplification of parameters and continuous models instead of discrete ones.  

4.1   The Self-weight 

The self- weight is composed of the shield machine and the soil in the chamber. The 
friction wf  and the pitching moment 1wm caused by the gravity can be defined as:  

wf wμ= ， 1w wm wr=  (9)
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where μ =the coefficient of mobilized friction between the soil and the shield, wr =the 

distance from the center of gravity to the global coordinate system, w =the self weight.  

4.2   Force Acting at the Face 

The force at the face can be divided into two components the earth pressure and the 
penetration [6]. The coefficient of earth pressure can be considered as hK , and the earth 

pressure is proportional in the vertical direction. The penetration is the function of earth 
pressure, advance velocity and rotation speed, and can be obtained from: 

pσ = /oa rσ ν ω , 0( cos )o h cK g h rσ ρ θ= −  (10)

where v =the advance velocity, ω = the cutter face rotation speed, ρ =the average 

density of the earth, g =the gravity acceleration, oh =the distance from the origin of 

global coordinate system to the ground, cr =the radius of the calculation point on cutter 

face. 
The resistance cf at cutter face and the moment are calculated as: 

0(1 ) ( )c p of dsα σ σ= − +∫  (11)

1 0 0(1 ) ( ) cosc p cm r dsα σ σ ϑ= − +∫  (12)

2 0 0(1 ) ( ) sinc p cm r dsα σ σ ϑ= − +∫  (13)

where 0α =the open ratio of cutter face, ds =the area element, 1cm =the pitching mo-

ment, 2cm =the yawing moment. 

4.3   Force Acting at the Shield Periphery 

The normal earth pressure acting on the shield periphery can be defined as: 

( , )n n voK Uϑσ ϑ σ= , ( cos )vo og h rσ ρ ϑ= −     (14)

The axial resistance Ρf  is composed of friction and mobilized cohesion, and the mo-

ments can be defined as: 

  ( )nf c dsμσΡ = +∫∫  (15)

1 ( ) cos cosn nm c r ds l dsμσ ϑ σ ϑΡ = + +∫∫ ∫∫  (16)

2 ( ) sin sinn nm c r ds l dsμσ ϑ σ ϑΡ = + +∫∫ ∫∫  (17)

where c =mobilized cohesion, l =the distance from the calculation point to the 

XOY plane, 1m Ρ = yawing moment, 2m Ρ = pitching moment. 
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4.4   Forces on Shield Tail 

The forces on shield tail are composed of two parts: the force due the wire brush de-
formation and the applied grease pressure. The pressure tσ at the tail can be found 

from: 

( sin )t wb wb ak t lσ α ϑ σ= − Δ +  (18)

where wbk =the spring constant of the wire brush, wbt = the original height of the wire 

brush, aσ =the applied grease pressure between the individual rows of wire brushes. 

The axial resistance tf and moments can be obtained as follows: 

( )t t wcf c dsμσ= +∫∫  (19)

1 ( ) cos cost t wc tm c r ds l dsμσ ϑ σ ϑ= + +∫∫ ∫∫  (20)

2 ( ) sin sint t wc tm c r ds l dsμσ ϑ σ ϑ= + +∫∫ ∫∫  (21)

where wcc =mobilized cohesion between the segment and the wire brush, 1tm = pitching 

moment, 2tm = yawing moment. 

4.5   Drive Force Model 

The shield which has quasistatic character is always governed by the static equilibrium 
equation, the drive force can be obtained by solve the equation. According to above 
analysis, the drive force and moments are defined as follows: 

w c tF f f f fΡ= + + +  (22)

1 1 1 1 1c w tm m m m mΡ= + + +  (23)

2 2 2 2c tm m m mΡ= + +  (24)

where F =the drive force, 1m =the drive pitching moment, 2m =the drive yawing 

moment. Each jack thrust can be calculated as follows: 

1 1 2( ) / 4F F f f= − Δ − Δ  (25)

2 1 2 2( ) / 4F F f f f= − Δ − Δ + Δ  (26)

3 1 2( ) / 4 yF F f f f= − Δ − Δ + Δ  (27)

4 1 2( ) / 4F F f f= − Δ − Δ  (28)

where iF =jack thrust; 1 2,f fΔ Δ =the equivalent axis loads, 1 1 /f m r′Δ = , 2 2 / ,f m r′Δ =  
r ′  = the radius of jack distribution.  
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5   Examples 

The basic examples are composed of combinations of horizontal tunnel alignment and 
sandy ground. The calculation data are illustrated in Table 1, which are from the paper 
of Misutaka Sugimoto [6]. The results of improved model are shown in Table 2, and 
they indicat that: 

1. In the composition of driving force, the resistance at the cutter face accounts for 
59, and the resistance acting at the shield periphery accounts for 39. The propor-
tions of yawing moments induced by the force at the cutter face and force acting on  
 

Table 1. The calculation data [6] 

Outer radius  2m 

Total length 5m 

Self-weight 1000kN 

Radius of jack distribution 1.75m 

Ctter face from global coordinate system origin 3.5m 

Center of gravity in machine coordinate system (0，0，-0.5)m 

Length of jack 2.0m 

Shield  

Number of jacks 4 

Shield excavation velocity 0.04m/min Shield 
operation Cutter face rotation speed  0.9rpm 

Thickness of shield tail 0.14m 

Length of wire brush from tail 0.45m  

Spring constant for wire brush 100kN/m3 

Shield tail 

Grease pressure 0 

Specific gravity 2.7 

cohesion 0 

Coeff. of earth pressure max min, ,h ho hK K K  0.3,0.5,5.0 

Coeff. of earth pressure max min, ,v vo vK K K  0.3,1.0,5.0 

Coeff. of ground reaction ,h vk k  30,30MN/m3 

Earth pressure at face constant 30 

Ground  

Coeff. of the friction  0.1 

Horizontal curvature for straight alignment 0/m 

Horizontal curvature for curve alignment 0.002/m 

Overburden depth 20m 

tunnel 

Length of segment 1.0m 
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shield periphery are about 35 and 65 respectively. Those confirm that ground dis-
placements around the shield and at cutter face are the predominant factors of the 
shield behavior.  

2. There is a little pitching moment because of the earth pressure increasing with 
overburden depth increment from the crown to the bottom of shield.    

Comparing the results with the model proposed by Misutaka Sugimoto (Model b), the 
following were found: 

1. The same points are that the axis drive forces are almost equivalent for both 
alignments, and the yawing moments are very close each other. 

2. However there are three differences: the proportions of each component in models 
due to different relationship between ground displacement and shield behavior, 
yawing moments for the reason of neglecting the influence of the rotation direc-
tion of cutter face in Model a, and the pitching moments because of not consid-
ering the frictions at jacks supporting shoe in Model b. Especially, the difference 
of pitching moments is great. Actually, there are some vertical frictions at sup-
porting shoe because of the nonuniform earth pressure from the bottom to the 
crown of shield, which can produce a moment to decrease the unbalanced pitching 
moment. So the frictions should be considered. 

Through the above analysis, the improved model has similar precision with the Model b 
at the axis and yawing component of driving force. Although there are some differ-
ences, the improved model is valid and more reasonable from the theoretical viewpoint.  

Table 2. The results of drive force 

 Force acting at 
the face 

Force acting at the 
shield periphery 

Forces on  
shield tail 

Self- weight Drive force 

model a b a b a b a b a b 
straight alignment 

Axis loads 3789 5445 2494 941 0 0 100 0 6383 6386 

Yawing  
moments 

0 36 0 27 0 0 0 0 0 63 

Pitching  
moments 

-291 272 1455 1170 0 0 -1200 -500 -36 -942 

Curve alignment 
Axis loads 3932 5445 2506 997 4 0 100 0 6542 6442 

Yawing  
moments 

-1010 -39 -1877 -2576 0 0 0 0 -2887 -2615 

Pitching  
moments 

-180 -272 1255 -1057 -4 0 -1200 500 -129 -829 

Note: Model a is proposed in this paper, Model b is proposed by Misutaka Sugimoto [6].  

6   Conclusions 

In this paper, a load model is developed for real-time deviation correction. Through the 
static analysis of jack, the shield-segment ring system can be considered as a kind of 
underground parallel manipulators, and the shield behavior represents the rotation of 
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motion platform around the static platform. Thus the load model is proposed based on 
the relationship between the ground displacement and the shield behavior. The exam-
ples of straight alignment and curve alignment have been carried out. Comparing with 
theoretical model proposed by Misutaka Sugimoto, the results confirm that new model 
has similar precision and more reasonable. To great extent, it overcomes some limits 
and disadvantages of statistical model and theoretical model, such as over-reliance on 
empirical relationships, plentiful unknown parameters. The major contribution is that 
the load model lays the foundation for automatic deviation correction control. How-
ever, it is should be mentioned, there are some limitation, such as not consider all 
factors affecting the shield behavior, and the validity should be examined in the shield 
tunneling test site. In the future, the model needs to be further investigated by simula-
tion and experiments. Besides the statistical and theoretical methods new approaches 
combined intelligent methods are also worth researching.     
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Abstract. On the basis of reasonably simplifying the interaction process of 
TBM disc cutters and rock on tunneling surface, the shape of effective breaking 
pit is used as the lower boundary condition of vibration system and based on the 
equivalent stiffness method, two general differential equations of TBM disc cut-
ter for vertical vibration are established, which are respectively suitable for hard 
rock, soft rock and soil. Taking an experimental disc cutter rolling granite as the 
example, through dynamic simulation, results show that vibration acceleration 
increases linearly with increased depth of the effective breaking pit and linear 
velocity of disc cutter and Nonlinearly decrease with increased width of the ef-
fective breaking pit; Besides satisfying the strength requirement, the selection 
of bearings and the design of cutter shaft should give dual attention to dynamics 
performance.  

Keywords: TBM, disc cutter, vertical vibration, modeling, shape of effective 
breaking pit. 

1   Preface 

In tunnel construction, as a commonly used TBM (Tunnel Boring Machine) cutter, 
the disc cutter is the only part directly interacting with rock. The incentive energy 
inputted into the TBM dynamic system is almost all generated by disc cutter group in 
cutter head. It can be said that disc cutter’s mechanical property is one of the most 
important characteristics to determine or affect the whole TBM dynamic performance. 
Once not satisfying the request, it will cause serious consequences for TBM [1-3]. 
The interest to conduct the quantitative analysis of TBM's dynamic performance in 
engineering, which stems from the demand for higher loading capacity and efficiency 
of breaking rock and longer lifetime of disc cutter, depends on the study of disc cut-
ter’s dynamic model to a great extent [4, 5].  

But different with the traditional research, dynamic characteristics of disc cutter 
closely link with rock mechanics properties, rock’s crack and joint, the discontinuity 
of geological conditions, construction parameters and so on. How to relate these fac-
tors with disc cutter is key subject of dynamic study. On the other hand, due to the 
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complicated interaction between disc cutter and rock, it's very difficult to use a deter-
mined function to express the change law of resistance force. It might bring inconven-
ience to dynamic modeling for TBM cutter. It is a pity that there are still few related 
literatures reporting about it at home and abroad. 

In order to solve the above problems, this paper reasonably simplifies the process 
of rolling rock with different lithology, firstly introduces the geotechnical model into 
the vibration analysis of disc cutter, and proposes to use the shape of effective break-
ing pit as the cutter's displacement excitation to respectively establish general differ-
ential equations of vertical vibration for rolling hard rock, soft rock and soil by disc 
cutter.  

2   Introduction of Disc Cutter 

As shown in Fig. 1a, a standard disc cutter consists of a cutter ring, a cutter body, a 
pair of tapered roller bearings (bearing for short), a cutter shaft and sealing device. 
Fig.1b shows an experimental disc cutter which is installed in the linear cutting test-
bed at the College of Mechanical and Electrical Engineering of Central South Univer-
sity. It’s similar to Fig. 1a, but the cutter ring and the cutter body is made into one 
body.  

 

   

Fig. 1. Left: Assembly drawing of disc cutter; Right: experimental disc cutter in test-bed 

3   Establishment of Vertical Vibration Model 

3.1   Hard Rock 

3.1.1   Basic Hypothesis 
This article makes the following essential supposition and the simplification: 

The cutter ring, the cutter body and the bearings are simplified as the rigid mass 
wheel (wheel for short) with equivalent spring without considering the effect of  
tool post. The initial rock surface is smooth, as shown in Fig. 2a. The cutter shaft is 
simplified to a homogeneous constant-section simply supported beam without consid-
ering the bending effect caused by side force. The amount of rock deformation  
under the cutter edge varies with different types of rock. When rolling hard rock, the 
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deformation amount is too little to be considered. Some other parts like sealing device 
are also not considered the effect on vibration because they don't receive any force. It 

is assumed that before the certain critical time 0t , it only happened the propagation of 

micro-crack and the formation of compacting nuclear beneath rock face and the elas-
tic deformation of disc cutter by the normal pressure, as shown in Fig. 2b. 

When 0tt = , breaking pit instantaneously formed (Fig. 2c). In a step-crushing cycle, 

under the condition of small cutting depth, the cutter ring closely contact with rock 
face of the breaking pit because the cutter release elasticity, so the cutter rolls around 
the breaking pit and grinds the original contour of the pit to forms the final shape, as 
shown in Fig. 2d. The motion locus of the lowest point on the disc cutter namely the 

envelope is defined as the shape of effective breaking pit )(tqe . This paper chooses it 

as the displacement boundary condition of disc cutter for vertical vibration.  

 

O

ν

  O

ν

 
(a) 0=t                     (b) 0tt <  

   O

ν

  
O

ν

 
(c) 0tt =                  (d) Tttt +<< 00  

Fig. 2. Simplification process of rolling rock by disc cutter 

In the above process, the breaking pit forms when cuttings flake off from the rock 
mass. The size and the distribution of the breaking pit have close relationship with the 
formation mechanism of cuttings. Literature [6] had carried spot investigation and 
experimental study on cuttings in tunneling engineering by different rock-breaking 
methods. Results show that the distribution of cuttings had similarity in certain condi-
tion which basically obeys the Rosin-Rammler distribution. Obviously the shape of 
the effective breaking pit also obeys some distribution, so the above method can build 
the relationship between rock mechanics properties and TBM tunneling performance 
with dynamic study.  
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3.1.2   Vertical Vibration Model of Rolling Hard Rock 
According to Fig. 3. The dynamic equation can be build:  

⎪⎩
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gmztqcztqkzzczzkzm
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 (1)

Where 1z is the vertical displacement of the wheel, 2z is the displacement of the cutter 

shaft; 1m is the equivalent mass of wheel; 2m is the equivalent mass of the cutter 

shaft relative to its centre, DZmm 35/172 = , DZm is the mass of the shaft; 1k is the 

equivalent stiffness of the wheel which is two times of the equivalent radial stiffness 

of one bearing rk . Based on the equivalent stiffness method, rk ( 1−⋅ mN μ ) is ex-

pressed by the following equation [7]: 

αα 1.021.0
0

9.08.0 sin/cos253.7 ar FZlk =  (2)

Where l is the length of rollers(mm); z is the number of rollers(mm); α is the contact 

angle(degree); 0aF is the axial pre tightening force(N), the minimum is determined by 

the following empirical equation: 

dFa )4030(0 −=  (3)

Where d is the diameter of the cutter shaft (mm);  

2k is the lateral stiffness of the cutter shaft. Base on the theory of material me-

chanic, 2k can obtained by the following equation: 

)43/(3 324
2 aLaREk −= π  (4)

Where E is the elastic modulus of the cutter shaft; R is the radius of the shaft's cross 
section; L is the length; a is the distance from the installation position of bearing to  
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Fig. 3. Simplification model of rolling hard rock: )(tqe  is the shape of effective breaking pit 

and )(tqr  is the real shape 
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the fix position of shaft. pk is the equivalent stiffness of oil film on clearance fit surface 

between the bearings and the cutter shaft; 1c 、 2c 、 pc is respectively the damping co-

efficient of bearings, cutter shaft and clearance fit surface; )(tq is the activation function. 

3.2   Soft Rock and Soil 

3.2.1   Basic Hypothesis 
The vibration model is shown in Fig. 4a.  
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(a)                                      (b) 

Fig. 4. Simplification model of rolling soft rock and soil. Left: elastoplastic body with mass; 
Right: elastoplastic body without mass.  

In process of rolling, the soft rock and soil is similar to the hard rock, but the de-
formation of the former is much larger than that of the latter, thus it can not be ne-
glected. Base on the above analyses, giving consideration to the calculation accuracy 
and speed, rock is simplified as elastoplastic body with mass namely Kelvin model[8] 
which is widely applied to simulate the deformation process under a constant stress. 
This model considers the mass, the stiffness and the damping coefficient of rock.  

When the precision requirement is not high, elastoplastic body without mass is 
adopted. The vibration model is established by respectively connecting in series the 
stiffness and the damping coefficient of rock with that of bearings, as shown in 
Fig.4b. 

3.2.2   Vertical Vibration Model of Rolling Soft Rock and Soil 
According to Fig. 4a. The dynamic equation can be build: 
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Where 3z is the vertical displacement of deformed rock under the cutter ring; 3m is 

the equivalent mass of deformed rock, is expressed by the following equation [9]: 

2

3

33 )/( πρ Aam =  (6)

Where 3a is a parameter related to the shape of ground contact patch; A is the com-

pacted area of ground contact path; ρ is the density of rock. 3k is the equivalent stiff-

ness of deformed rock;  

3c is the equivalent damping coefficient of deformed rock, in the ranged 0.010 to 

0.015( 1−⋅⋅ msN ), depended on the size of rock particles and the rock hardness.  

When )()( tqtq r= , Eq.1, 5 are the dynamic equations without considering the 

envelope trait of disc cutter; when )()( tqtq e= , they do consider it. The disc cutter 

has strong trim function on the initial breaking pit, so enveloping characteristic of the 

cutter is too small to consider. In general case, )(tqr can replace )(tqe directly as the 

lower boundary of the cutter for simplicity.  

4   Analysis of Example 

Taking the experimental disc cutter rolling granite as the example (Fig. 1b), this paper 
makes a dynamic analysis on it based on the basic hypothesis mentioned in chapter 
3.2.1. In addition, by neglecting the effect of clearance fit surface between the bear-

ings and the cutter shaft, pk , pc is not exist, so the disc cutter can regard as a whole 

one with equivalent mass M , 21 mmM += . The vibration model can be further 

simplified as shown in Fig. 5.  

M

k2 c2

z1

k1 c1

0

y

xqe(x)

 

Fig. 5. Simplification model of rolling granite by the experimental disc cutter 
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The critical time 0t and the initial state of the system are both set at zero. By theoreti-

cal calculation and laboratory testing, the dynamic equation can be build: 

⎩
⎨
⎧

==
++×=×++

0)0(,0)0(

28.329)(4.3435)(102.81085.94.34356.33

11

9
1

9
11

zz

xqxqzzz ee

&

&&&&
 (7)

Under the condition of small cutting depth, the shape of effective breaking pit can be 
well fitted by conic with good accuracy, so it's expressed by Eq.8. 

cbxaxxqe ++= 2)(  (8)

Taking the beginning point of breaking pit as the origin o , the vertical direction as 
y direction and the rolling direction as x direction, the coordinate system is estab-

lished(Fig. 5). The relationship is expressed by Eq.9.  

⎩
⎨
⎧

=
==−=

vtx

cwhbwha 0,/2,/ 2

 (9)

Where h is the effective cutting depth; w is the effective width of pit; v is the linear 
velocity of the center of disc cutter. In above coordinate system, the last form of the 
equation is deduced form Eq.7, 8, 9. Through numerical calculation, the dynamic re-
sponse of the system can be obtained (Fig. 6).  
 

   
                                                (a)                                                      (b) 

   
                                               (c)                                                      (d) 

Fig. 6. Top left: Vibration acceleration vs. time; Top right: Vibration acceleration vs. linear 
velocity; Bottom left: Vibration acceleration vs. width; Bottom right: Vibration acceleration vs. 
depth 
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The vertical vibration is the typical damped oscillation. The amplitude of accelera-
tion attenuates in a short time and the initial shake is large (Fig. 6a). Vibration accel-
eration increases linearly with the increases in depth of the effective breaking pit  
(Fig. 6d) and linear velocity of disc cutter (Fig. 6b) and nonlinearly decreases with the 
increases in width of the effective breaking pit (Fig. 6c). 

Through Eq.7, the equivalent stiffness of bearing and shaft has great influence on 
vibration of disc cutter, so besides satisfying the strength requirement, the selection  
of bearings and the design of cutter shaft should to give dual attention to dynamics 
performance. 

5   Conclusion 

At the premise of small cutting depth, this paper has introduced a modeling method to 
establish the vertical vibration equation of disc cutter, which effectively build the rela-
tionship between rock mechanics properties and TBM tunneling performance with 
dynamic Study and provides a new idea to this field.  

Some useful conclusions can be drawn from this paper:  

1) The vertical vibration of disc cutter exacerbates with the increases in linear cutting 
velocity, so how to choose a suitable velocity for a certain cutter plays an important 
role in guaranteeing tool life. Meanwhile, the closer the disc cutter get to edge of 
the cutter head, the higher the demand on its dynamic performance is, relative to 
cutters in other installation position. 

2) The shape of effective breaking pit has an influence on the vertical vibration, so the 
vibratory quantity varies with the different rock property. Brittle rock may cause 
much stronger vibration than plastic rock dose. Aiming at a certain geological con-
dition, or say, under some complicated geological conditions, the design of the cut-
ter should meet the dynamic requirement. 

3) Besides satisfying the strength requirement, the structure of disc cutter should have 
good dynamic performance. This will help solve the mystery that the domestic cut-
ters with the same strength as the imported ones have relatively shorter lifetime.  
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Soft Rock Cutting Mechanics Model of TBM Cutter and 
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Abstract. On the basis of brittle tensile fracture theory, assuming the 
destruction of rock was due to tensile failure, a cutting-tool loading calculation 
model was established, considering the compact core impact in front of cutting-
tool, then the mechanism of cutter-rock, as well as the process of brittle fracture 
of rock were analyzed and the expressions of horizontal cutting force and 
vertical propulsive force for the shield cutter were obtained. At the same time, 
three kinds of cutters with different rake angle were designed, and the cutting 
experiments on a linear cutting performance testing station were carried out. By 
comparing, the results of experiments were basically in accordance with those 
of mechanical model, error rate of horizontal cutting force was below 7% and 
that of vertical propulsive force was in the scope of 9%. At last, the experiments 
proved that the force of cutter would increase along with the increasing depth, 
or decreasing rake angle.  

Keywords: Shield machine, cutter, mechanics model, cutting experiment.  

1   Introduction 

Shield machines cut rock and soil in the tunnel face, during the rock-soil cutting 
process, with cutter which is installed on rotatory cutting head, and then the outer 
layer rock is stripped from the parent rock by cutter, so that it achieves the goal of 
excavating section[1~3]. Because the actual geological condition of tunneling tunnel 
is complicated and diversified, force condition of shield tools is also very complex, 
which easily cause abnormal wear on cutting tools, and then reduce the service life. 
Thus tunneling efficiency of shield machine is seriously affected, and cost of 
excavating tunnel is also increased. Cutter which is one of the typical shield cutting 
tools is mainly used to cut soft rock and soil ground. Through researched on the 
mechanism of cutter-rock, the law of cutters loading was analyzed, and then the 
mechanical model was established, which is not only benefit to analyze torque, force 
and penetration performance of shield machine, but also profitable to conduct the 
optimization design of cutter , reduce tool wear and prolong tool life[4~7]. 

Since 1950, many domestic and foreign scholars have carried out massive researches 
on the cutting mechanism which mainly focused on cutting coal, middle-hard rock and 
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hard rock, and different rock fragmentation mechanisms were proposed then. Aiming at 
digging coal principle of plough, Evans established and improved the broken coal 
mechanism model, and studied on the cutting rock process of wedge-shaped cutter. He 
thought rock failure belonged to tensile failure, and the failure defective line was an arc 
line extended to free surface. The expressions for cutting resistance force of the shield 
cutter were obtained on the basis of moment balance theory. Through experiment, 
Roxborough F.F. confirmed that the adaptation degrees of Evans’s model when cutting 
in the sandstone and limestone were almost the same as in coal [8~9]. Gray K.E. 
thought cutting force substantially was linear load which was acted on the elastic half 
space, and its shearing stress path with a certain angle to direction of the biggest 
principal stress was the logarithm spiral. When shear stress surpassed the shear strength 
of rock, break crack firstly developed along the path approximate to the logarithm 
spiral, and then turned up until free surface. The cutting broken crag mechanism model 
which built by Nishimatsu Y was shear model, based on the Mohr-coulomb criterion. 
He thought that cutting break of the rock belonged to brittle failure stave and the plastic 
phenomenon did not present in the cutting process[10~11]. Goodrich R et al. established 
the axial shear combined cutting model whose essence was that, at first, the rock was 
crushed into powder in front of cutter, then rock appeared fracture growth and block 
body break under the tensile stress. During breaking process of rock, small fragments 
developed into big ones.  Namely, after the bulk cracks, cutting edge moved ahead, then 
rock in front of cutter was formed compact core after breaking and compacting[12~14]. 
Assumed the rock failure was tensile, the role of compact core was analyzed in this 
paper, and mechanical calculation model of cutter was established when the rock 
reached the maximum tensile stress point, based on the theory of brittle tensile failure. 
At last, the expressions of horizontal cutting force and vertical propulsive force for the 
shield cutter were concluded. 

2   Mechanics Model of Cutting Soft Rock with Shield Cutter  

2.1   Crushing and Exfoliation Mechanism of Rock and Force Analysis of Rock 
Cutting  

Granular materials include three basic failure modes: flow type, shear type and tear 
type. Due to the complexity of rock materials, the three failure modes would occur  
 

 

Fig. 1. Diagram of rock failure 
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simultaneously during the tunneling process. With the increasing cutting force, the 
rock in front of cutter was formed compact core. Based on the viewpoint of Fairhurst 
that force was transmitted by contact particles, cutting force was transmitted to rock 
by the discrete point load, at last it could result in the appearance of micro-crack and 
tensile crack. The diagram of rock failure mode by cutting is shown in Fig. 1. 

According to the cutting process of shield cutter, the force analysis model of rock 
cutting is shown in Fig. 2. Rock shearing body was taken as research object, then 
front rock of cutter was considered as wedge block which the apex angle was 
2ψ.Cutting force was applied to the rock through compact core. 

 

Fig. 2. Force analysis of rock cutting 

2.2   Horizon Cutting Force and Vertical Propulsive Force  

On the basis of cutting resistance force model of Evans wedge cutter cutting coal, 
when cutter of shield tunneling machine cutting soft rock, in the area of cutter 
compacted with soft rock, great contact stress could be generated in small volume, 
rock compact core was formed near front of cutter. Friction influence between cutter 
and rock, as well as vertical propulsive force were simultaneously considered. 
Assumed that: 

(1) Rock fragmentation was caused by tensile stress, which complied with 
fragmentation theory of maximum tensile stress. 

(2) The resultant force T of tensile stress in the fractured surface went through the 
centre of arc and bisected the camber of arc. 

(3) The shape of compact core, shown as in the figure, was consisted of arc AG and 
straight line AK. Point O was set to the circle centre of arc AG. 

According to the geometric relation (Fig. 2), resultant force which applied to center 
block through the compact core was: 

4

0

2 cos 2c cR a d a

π

σ θ θ σ= =∫  (1)

Where: 
cσ   soft rock uni-axial compressive strength 

a   radius of arc AG 
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When the force was large enough, soft rock was fractured along arc ABC under the 
tensile stress. Ultimate tension was determined by rock tensile strength, so the 
expression of ultimate tension could be written as: 

cos 2 sin
sin

t
t t

h
T r d r

ψ

ψ

σσ β β σ ψ
ψ−

= ⋅ ⋅ = =∫  (2)

Where: 

     T    ultimate tension of per width 

     tσ
   soft rock uni-axial tensile strength 

     ψ    crushing angle 
     h     cutting depth 

On the basis of torque balance of force R and force T to point C and the geometric 
relation (Fig.3), the function was obtained as follow: 

2
cos 0

2 sin 4 2sin

h h
R a T

πψ
ψ ψ

⎡ ⎤⎛ ⎞+ + − =⎢ ⎥⎜ ⎟
⎝ ⎠⎣ ⎦

 (3)

Induced R  and T  into formula (3): 
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Changed formula (4): 
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t

c

a a

h h

πψ
σ

ψ ψ σ

⎛ ⎞+⎜ ⎟⎛ ⎞ ⎛ ⎞⎝ ⎠+ − ⋅ =⎜ ⎟ ⎜ ⎟
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 (5)

Solving formula (5), because a h  was consistently more than 0, we obtained: 

2cos
4

cos
4

2sin

c t

ca h

πσ ψ σ
π ψ

σ
ψ

⎛ ⎞+ +⎜ ⎟ ⎛ ⎞⎝ ⎠ − +⎜ ⎟
⎝ ⎠=  

(6)

Based on minimum energy principle, when the rock fractured, we could 

obtain 0
a

d d
h

ψ⎛ ⎞ =⎜ ⎟
⎝ ⎠

, so the crushing angle was: 

( )4 3 2

2 2

21
arccos

2 2 2

c c t t c t

t t c c

σ σ σ σ σ σ
ψ

σ σ σ σ

⎡ ⎤+ − −⎢ ⎥=
⎢ ⎥+ +
⎢ ⎥⎣ ⎦

 (7)

When the cutter, whose width was b, cut soft rock, the resultant force which applied 
to center block through the compact would be changed to: 

2 cR abσ=  (8)
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The force R was disintegrated into two forces, which were parallel and perpendicular 
to cutting face respectively, so we obtained: 

( )sin 45HR R δ′ = −  (9)

( )cos 45VR R δ′ = −  (10)

In consideration of the practical values of
HR′  and

VR′ was influenced by the coefficient 

of friction between soft rock and cutter, based on the method of building EVANS 

model, we replaced ( )45δ °−  with ( )45δ φ°− + , which could access to the practical 

value. So the
HR′  and

VR′  would be changed to:  

( )sin 45HR R δ φ°′ = − +  (11)

( )cos 45VR R δ φ°′ = − +  (12)

Based on the theory of wedge-shaped body pressing into rock, the cutter must 

overcome the anti-stave intensity of the rock under the vertical propulsive force
VF . 

Therefore, when the pressed depth was h, the vertical propulsive force was: 

( ) ( )sin 45 sin2 tan cos 45 cos
2V c

RF bh R
α δ φ δσ δ φ δ + − += + − +

 
(13)

Where: 
    α    included angle 
Through the analysis of the cutting tools, we obtained the expressions, according to 

force balance: 

( ) ( )sin 45 cos 0cos 45 sinH
RF N R δ φ δμ δ φ δ + − + =− − − +

 
(14)

( ) ( )2 tan cos 45 cos sin 45 sin 0
2cbh R R N
ασ δ φ δ δ φ δ+ − + + − + − =

 
(15)

Where: 

μ   the coefficient of friction between soft rock and cutter 

HF   horizontal cutting force 

VF   vertical propulsive force  

N   support reverse force 

Combined with Eq(4)~(15), then we could resolve the horizontal cutting force: 

2cos
4 cos

4
[cos( 45 )( cos

sin

sin ) sin( 45 )( sin cos )] 2 tan
2

c t
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F bh
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πσ ψ σ
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σ δ φ μ δ

ψ
αδ δ φ μ δ δ μ σ

⎛ ⎞+ +⎜ ⎟ ⎛ ⎞⎝ ⎠ − +⎜ ⎟
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(16)
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( ) ( )sin 45 sin2 tan 2 cos 45 cos 2
2V c c cF bh ab ab
α δ φ δσ σ δ φ δ σ+ − += + − + (17)

3   Experiment of Cutting Simulative Sample Rock 

3.1   Experimental Equipment and Simulative Sample  

This experiment was operated on the horizontal cutting test station, which was mainly 
composed of hydraulic pressure driving devices in the horizontal and vertical direction, 
installation device of cutter and control console. The experimental equipment is shown 
in Fig. 3. Dimensions of simulative sample were 1060×250× 144(mm), and the 
mechanical parameters were obtained when compressive strength was 19.14MPa, 
tensile strength was 2.55MPa and elastic modulus was 898.6MPa. Three cutters were 
designed, whose the rake angle were 10°, 15°, 20° respectively, and the width of cutters 
was 100mm. After each experiment, we measured the cutting depth with slide caliper.  

 

Fig. 3. Linear test bench 

For testing the force directly when cutting the rock, the strain test method was 
used. Test system used in this experiment is shown in Fig. 4. 

 

Fig. 4. Structure diagram for test system 
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3.2   Experimental Result and Discussion  

Through the experiment, curves of cutting force along with time variation were 
obtained as shown in Fig. 5 when the rake angle was 15° and the cutting depth was 
5.8mm. 

 

      
           (a) Curve of horizontal cutting force                 (b)Curve of vertical propulsive force 

         along with time variation                                    along with time variation 

Fig. 5. Curve of forces along with time variation 

Experiments of three kinds of cutter with many different cutting depths, in which 
horizontal cutting force and vertical propulsive force were measured, were carried 
out. At last, results of the experiments were compared with those of mechanical 
model, following in Table 1. 

Table 1. Comparing cutting forces of experiments with those of mechanical model in different 
cutting parameters and analysis of error rate 

Horizontal cutting 
force(KN) 

Vertical propulsive 
force(KN) Rake 

angle 
Cutting 
depth(mm) Model 

result 
Experimental 

result 

Error 
rate Model 

result 
Experimental 

result 

Error 
rate 

4.5 4.22 3.98 6.03% 11.24 10.97 3.92% 
6.3 5.91 5.76 2.61% 17.52 16.78 4.41% 
8.6 8.44 8.11 4.19% 23.64 22.71 3.96% 

10 

9.4 9.54 10.21 6.56% 24.71 25.46 2.95% 
4.1 3.86 3.69 4.61% 9.04 8.45 6.98% 
5.8 5.43 5.28 2.84% 13.06 13.68 4.53% 
8.2 7.53 7.81 3.59% 16.21 17.48 7.27% 

15 

10 9.22 9.64 4.36% 21.34 22.68 5.91% 
2.9 2.87 2.71 5.91% 5.94 5.58 6.41% 
4.5 3.78 3.91 3.32% 9.52 9.24 3.03% 
6.6 5.76 5.94 3.04% 13.67 12.71 7.55% 

20 

8.4 7.56 8.12 6.89% 18.25 20.04 8.93% 
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From the Table 1, we could see that error rate of horizontal cutting force was 
below 7% and that of vertical propulsive force was in the scope of 9%, through 
comparing the results of experiments with that of mechanical model. The results 
shown that the calculating results agreed well with experimental ones and correctness 
of mechanical model was also verified. At the same time, cutting force would increase 
along with increasing depth, or decreasing rake angle. 

4   Conclusion 

On basis of brittle tensile failure fracture theory, assumed soft rock was tensile failure, 
the load model of cutting soft rock was established and the expressions of horizontal 
cutting force and vertical propulsive force for shield cutter were obtained, after study 
on the cutting mechanism of shield cutter. 

The cutting experiments were carried out on horizontal cutting test station. Then 
variation relation of cutting force with time was obtained. After comparing 
experimental results with calculated results of load prediction model, error rate of 
horizontal cutting force was below 7% and that of vertical propulsive force was in the 
scope of 9%. So validity and accuracy of the mechanical model were conformed. 

Inference could be drawn from the mechanical model, cutting force would increase 
along with the increasing depth, or decreasing rake angle can be obtained.  
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Abstract. A database of tunneling parameters and strata was established 
considering the shield tunneling practice of Guangzhou Rail Transit. Based on 
the data, a method of strata identification was studied by using neural network 
pattern recognition technology. Based on the analysis of the features of strata in 
shield tunneling and the data, a one-to-many mapping relation between strata 
and data was proposed, as well, the strata identification not only to contrast 
between the parameters, but also to contrast between the combined effects of 
each parameter mapping was pointed out. On the basis of what was mentioned 
above, a three-layer BP neural network model was built. What is more, some 
typical tunneling process parameters were input as training data, and the test 
results had a good agreement with practical situation. The test result could be 
used as strata identification. This method will enhance the scientificalness of 
shield tunneling control, and the timeliness and speediness of it are helpful to 
automatic driving for shield machine.  

Keywords: Shield tunneling parameters, neural network, strata identification. 

1   Introduction 

Shield machines have found widespread application in tunnel construction. In the 
process of tunneling, a variety of geological conditions would be encountered, 
including mud, soft soil, soft rock and slightly weathered hard rock, which are 
significantly different in physical and mechanical properties, so the resulting 
tunneling parameters will also vary considerably. In order to tunnel with best 
efficiency, the tunneling parameters should always be set according to the strata with 
the certain mapping relation between the tunneling parameters and the strata. In turn, 
in accordance with the tunneling parameters, the corresponding strata can be 
identified by using this relationship. And also the properties of the strata are important 
basis to judge the abrasion of cutting tools and also to forecast tunneling distance. To 
identify the strata continuously in the tunneling process, the initial engineering 
geological investigation report can be refined, so the real-time control of the 
machinery tunneling can be carried on effectively. Therefore, strata identification is 
an important task in the mechanized tunneling process, and it is great beneficial to 
guide the construction. 
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Many investigators have studied the relationship between the strata and machines 
in the field and in the laboratory. In the 1980s, PFISTER.P., SUZUKI.Y. and GUI 
MW[1, 2 and 3] conducted research both on tests and theories of drilling, and this 
work facilitated the real-time identification of strata for rotary drilling. In domestic, 
the method of TBM tunneling in various types of rock was summarized by LIU Rui-
qing[4], ZHAO Wen-hua[5] and LIU Hong-zhi[6], and they also explored the 
empirical selection criteria of tunneling parameters in different geological conditions, 
providing a basis for strata identification. Based on the tunneling data of Qinling 
Tunnel, Liu Mingyue and Zhao Weigang[7] studied the matching law of the operating 
parameters in different tunneling conditions by using Data Mining Techniques, 
providing technical support for forecasting the tunneling situation and optimizing 
parameters. HUANG Xiang-zhi[8] set up the extension evaluation method of tunnel 
surrounding rock masses stability classification according to the relation between the 
tunneling parameters of TBM and surrounding rock masses stability. Based on shield 
tunneling data at Chongqing Yangtze River tunnel, Song Kezhi[9, 10] studied the 
method to distinguish the surrounding rock conditions and rock cuttabilities by using 
field tests and fuzzy theory. 

From the literature mentioned above we can see that fruitful research and 
exploration have been made on drilling technology, shield construction technology 
and data processing. All of these provide important theoretical basis for identifying 
the rock type in shield construction. In this paper, some typical strata were selected 
which are commonly encountered in Guangzhou Rail Transit, and the method of BP 
neural network was adopted to identify the strata. The test results were conformable 
with the practical situation. The timeliness and speediness of this method are helpful 
to real-time monitoring of strata changes. 

2   Principle of Strata Identification with Neural Network 

2.1   Relation between Tunneling Parameters and Strata  

When tunneling in different strata, the shield machine will have different thrust, 
torque, driving speed, cutter-head rotation speed and penetration, due to different 
physical and mechanical properties of strata, such as joint sets, bedding plane and 
foliations. However, sometimes in order to protect cutting tools or improve tunneling 
efficiency, the parameters such as thrust and torque will be adjusted, which means 
there may be different tunneling parameters in the same strata. Therefore, the 
corresponding relation between the tunneling parameters and strata is not a simple 
causal relationship but a one-to-many mapping relation, that is to say a kind of 
stratum could correspond to many sets of tunneling parameters, but a set of tunneling 
parameters can be only corresponding to a kind of stratum, as shown in Fig. 1. 

Therefore, sometimes the analysis of one or several parameters makes no sense. In 
order to identify the strata correctly, we must analyze the tunneling parameters 
comprehensively and find out the intrinsic link between the strata and the parameters. 

Before starting strata identification, some priori information such as the physical 
parameters of the strata, as well, several typical tunneling parameters are required to 
be known in order to establish the corresponding database. When the tunneling  
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Fig. 1. Relation between tunneling parameters and strata 

parameters to be identified are obtained, they should be compared with the database 
already established. This comparison includes not only the contrast between the 
parameters, but also the contrast between the combined effects of various parameters, 
and the latter comparison is of utmost importance. When the combined effects of test 
parameters and typical parameters reach a certain degree of similarity, it could be 
considered that this set of parameters correspond to this kind of stratum. But this 
identification needs to be given the experience knowledge and discriminant function 
before. The former is known as the database of strata and the corresponding tunneling 
parameters, and the discriminant function is unknown, but it is most critical in the 
process. Therefore, the key of strata identification based on this method is to establish 
such a function between the tunneling parameters and the strata. 

2.2   Pattern Recognition Based on Neural Network 

As mentioned above, the important part of strata identification is to establish the 
discriminant function which could express the relation between tunneling parameters 
and the strata. However, in many cases, especially for linearly inseparable and 
complex decision-making region, the form of discriminant function is particularly 
complex. Even in some case, a completely accurate function could hardly be 
established, and if probability model is used, the accuracy of pattern recognition 
would be bound to lose. In this case, we have to take other methods into consideration 
to realize the pattern identification. 

Neural network pattern recognition is a kind of technology of self-adaption, it does 
not need discriminant function and knowledge experience before hand. It automatically 
forms the decision-making region required, mainly through the mechanism of self-
learning. By training the information under different states one by one, it can obtain the 
mapping relation, and it also can keep learning. If the environment changes, this 
relation can also be adjusted adaptively[11, 12]. The structure of typical pattern 
recognition systems based on neural network is shown in Fig. 2. 

As seen from Fig. 2, the diagnosis of neural network pattern recognition is mainly 
divided into two steps. At first, the neural network should be trained based on a 
certain number of sample data in order to establish inter-relation between input data  
 

Stratum 1 

Stratum 2  

… 

Tunneling parameters set 1 

… 

Stratum m 

Tunneling parameters set 2 

Tunneling parameters set 3 

Tunneling parameters set n 

Tunneling parameters set n-1 



Neural Network Strata Identification Based on Tunneling Parameters of Shield Machine 395 

 

Fig. 2. The structure of typical pattern recognition systems based on neural network 

and goals. After that, we can get a diagnostic network which is of a certain accuracy. 
And then by using this network, results can be obtained by inputting the original data 
for diagnosis. 

Due to the complexity of shield construction process, which means geological 
conditions, circuit conditions and operating levels fluctuating significantly or even at 
random, in ambiguity, it is difficult to express it explicitly by an identified 
mathematical model. The neural network is ideally suited to deal with the non-linear 
and complex issue, with the characteristics of self-adaptive, nonlinear, and fault-
tolerant capability. Therefore, using neural networks to identify the strata shield 
tunneling can be regarded as a viable and effective approach. 

3   Analysis of Tunneling Parameters in Different Strata 

The classification of shield strata mainly depends on the hardness, strength and 
brittleness of the rock. The greater difference in hardness between the strata is, the 
more types should be divided into. But at the same level, as a result of the different 
joint sets, bedding plane or foliations of the rock, the strata could be divided into 
many categories. Taking Guangzhou Rail Transit for an example, most of strata shield  
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Fig. 4. The tunneling parameters in a certain period 

tunneling are rocky. The geological cross-section diagram is shown in Fig. 3.  
Along the tunneling direction, the strata in this part are <9Z>, <8Z>, <7Z>, which  
are made of Sinian strata. They mainly include migmatite, mixed-granite, mixed-
gneiss and quartzite, with a good integrity and high mechanical strength of fresh  
rock. <9Z>, <8Z>, <7Z> represent slightly weathered, moderately weathered and 
strongly weathered rock respectively, with the compressive strength decreasing 
gradually yet the weathered degree and cuttability increasing in sequence.  
Therefore, <9Z>, <8Z>, <7Z> can be defined as hard rock, medium hard rock and 
soft rock. 
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All of tunneling parameters are from its own data input and output system, and 
they can reflect the current working state of the machine directly. These parameters 
mainly include thrust, torque, cutter-head rotation speed, the attitude of shield 
machine, cabin pressure, driving speed, penetration, the oil temperature and so on. 
Based on the situation in this part of the strata and with the open tunneling mode of 
the machine, the impact of earth pressure is not taken into consideration. And also 
some parameters have nothing to do with the strata, so only thrust, torque, cutter-head 
rotation speed, driving speed and penetration are selected as the main tunneling 
parameters for strata identification in this paper. The tunneling parameters of some 
shield tunneling machine in this period are plotted in Fig. 4. 

As seen from Fig. 4, the tunneling parameters change significantly in different 
strata and the trends in each parameter are dramatically different, but it seems that 
there is an obvious relation between the parameters and the strata. 

4   Realization of Strata Identification Based on BP Network 

4.1   Design of Input and Target Vector 

In this paper, the main tunneling parameters such as the driving speed, torque, thrust, 
cutter-head rotation speed and penetration were selected as the input vector. As the 
parameters are different in unit and magnitude, the following formula was adopted for 
normalization before they are input into the neural network: 

m a x*x x x=  (1)

Considering differences of tunneling parameters in different strata, three typical sets 
of parameters were selected for each of hard rock, medium hard rock and soft rock 
and then the parameters were normalized. The sample of normalized tunneling 
parameters is shown in Table 1. 

Table 1. The sample of normalized tunneling parameters 

NO. The  Sample Stratum 
1 0.5217 0.8185 0.7467 0.2209 0.2923 hard rock 
2 0.9565 0.4971 0.8588 0.1002 0.0681 hard rock 
3 0.6956 0.6229 0.8247 0.1656 0.1538 hard rock 
4 0.7826 0.8355 0.7928 0.4331 0.3868 medium hard rock 
5 0.6086 0.8093 0.7271 0.4767 0.5011 medium hard rock 
6 0.6086 0.5745 0.6996 0.3953 0.4219 medium hard rock 
7 0.6086 0.5332 0.7268 0.5203 0.5692 soft rock 
8 0.6956 0.5855 0.6461   1   0.9164 soft rock 
9 0.5652 0.7298 0.7366 0.8662    1 soft rock 

 
As there are three models in the strata, including hard rock, medium hard rock and 

soft rock, as the design of target vector, the form of output could be set as follows: 
hard rock (1,0,0); medium hard rock (0,1,0); soft rock ( 0,0,1). 
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4.2   Realization of Strata Identification Based on BP Network 

BP network refers to realize the mapping function from input to output in essence. It 
has been proven by mathematics theory that it has function to realize any complex 
non-linear mapping. So it is specially suitable for solving problems with complex 
internal mechanism. And also it can automatically extract reasonable solving rules by 
learning a set of instances with correct answers. That is to say, it has a powerful self-
learning ability. So it is very suitable to solve such Pattern Recognition problems due 
to these advantages. 

So BP network is used here to identify strata, and the main steps of it include 
creation of network, network training and testing. In the creation of the network, 
because strata identification is a general pattern recognition problem, there is no need 
to create a very complex network, and a three layer network is enough to solve this 
problem. In this network, the number of neurons in hidden layer N2 and the number in 
the input layer N1 have the following relations approximately. 

N2=2*N1+1  (2)

Network training is a process of continuous weight amendment and threshold value 
modification, thus through continuous training, the output error of network can meet 
the requirements of practical application. And in this paper, the Levenberg-Marquardt 
algorithm is selected for training the network, and also the number of training times is 
set to 1000, the training goal 0.0005, and the learning rate 0.1. And then run the 
program, after 35 times of training and the performance of the network will reach the 
requirements and the result is shown in Fig. 5. 

0 5 10 15 20 25 30 35
10

-4

10
-3

10
-2

10
-1

10
0

35 Epochs

T
ra

in
in

g-
B

lu
e 

 G
o

al
-B

la
ck

Performance is 0.00020069, Goal is 0.0005

 

Fig. 5. The result of neural network training 

Then the original data were tested by using the trained BP network, and part of the 
test results are shown in Table 2. 
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Table 2.  Part of the test results 

Ring 
NO. 

Result Stratum 

55 0.9958 0.0059 0.0000 hard rock 

56 0.9947 0.0056 0.0000 hard rock 

57 0.9749 0.0305 0.0000 hard rock 

58 0.8239 0.2321 0.0000 hard rock 

59 0.9816 0.0273 0.0000 hard rock 

60 0.9865 0.0203 0.0000 hard rock 

61 0.9881 0.0201 0.0000 hard rock 

62 0.9844 0.0182 0.0000 hard rock 

63 0.9890 0.0129 0.0000 hard rock 

64 0.9471 0.0680 0.0000 hard rock 

65 0.2268 0.8562 0.0000 medium hard rock 

66 0.9933 0.0132 0.0000 hard rock 

67 0.9381 0.0680 0.0000 hard rock 

68 0.0314 0.9754 0.0000 medium hard rock 

69 0.0054 0.9954 0.0000 medium hard rock 

70 0.0012 0.9986 0.0000 medium hard rock 

71 0.9879 0.0138 0.0000 hard rock 

72 0.9960 0.0042 0.0000 hard rock 

73 0.9936 0.0087 0.0000 hard rock 

74 0.9976 0.0034 0.0000 hard rock 

75 0.9998 0.0004 0.0000 hard rock 

76 0.9996 0.0006 0.0000 hard rock 

77 0.0001 0.9822 0.0500 medium hard rock 

78 0.0001 0.9980 0.0005 medium hard rock 

79 0.0003 0.9989 0.0000 medium hard rock 

80 0.1287 0.8559 0.0000 medium hard rock 

81 0.1168 0.9103 0.0000 medium hard rock 

82 0.9922 0.0167 0.0000 medium hard rock 

83 0.0085 0.9949 0.0000 medium hard rock 

84 0.0007 0.9957 0.0011 medium hard rock 

85 0.0141 0.9897 0.0000 medium hard rock 

86 0.0006 0.9915 0.0026 medium hard rock 

87 0.0001 0.9593 0.0254 medium hard rock 

 
 

Ring 
NO. 

Result Stratum 

88 0.0018 0.9960 0.0001 medium hard rock 

89 0.0002 0.9883 0.0037 medium hard rock 

90 0.0001 0.9922 0.0080 medium hard rock 

91 0.0000 0.0005 0.9999 soft rock 

92 0.0010 0.9975 0.0001 medium hard rock 

93 0.9983 0.0028 0.0000 hard rock 

94 0.9960 0.0042 0.0000 hard rock 

95 0.0001 0.9979 0.0009 medium hard rock 

96 0.0000 0.0098 0.9919 soft rock 

97 0.0000 0.1559 0.7487 soft rock 

98 0.0001 0.9349 0.0454 medium hard rock 

99 0.0000 0.0010 0.9991 soft rock 

100 0.0000 0.0002 0.9999 soft rock 

101 0.0000 0.0004 0.9997 soft rock 

102 0.0000 0.0002 1.0000 soft rock 

103 0.0000 0.0002 1.0000 soft rock 

104 0.0000 0.0009 0.9978 soft rock 

105 0.0001 0.8842 0.1770 medium hard rock 

106 0.0000 0.0004 0.9999 soft rock 

107 0.0000 0.0005 0.9998 soft rock 

108 0.0000 0.0007 0.9997 soft rock 

109 0.0000 0.0002 1.0000 soft rock 

110 0.0000 0.0002 1.0000 soft rock 

111 0.0000 0.0004 1.0000 soft rock 

112 0.0000 0.0006 1.0000 soft rock 

113 0.0000 0.0005 0.9998 soft rock 

114 0.0000 0.0013 0.9988 soft rock 

115 0.0000 0.0726 0.8970 soft rock 

116 0.0000 0.0029 0.9970 soft rock 

117 0.0000 0.0003 1.0000 soft rock 

118 0.0000 0.0007 1.0000 soft rock 

119 0.0000 0.0005 1.0000 soft rock 

120 0.0000 0.0007 0.9999 soft rock 
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As seen from Table 2, the trend of change in strata is essentially from hard rock to 
medium hard rock and then to soft rock. Based on all the test results data, a 
conclusion can be drawn that ring NO.1~76 are mostly hard rock, ring NO.77~95 are 
mostly medium hard rock, and ring NO.96 ~ 169 are soft rock. And there is another 
phenomenon in the table that hard rock alternate with medium hard rock from ring 61 
to ring 76, and that medium hard rock alternate with soft rock from ring 96 to ring 
105. This shows that the shield machine is working at the junction of two strata 
during this period. The physical and mechanical properties of the strata change 
significantly, resulting great fluctuation of tunneling parameters. Compared with 
geological cross-section diagram, the result of pattern recognition based on neural 
network is basically in line with the geological map. That means the BP network can 
accurately identify the strata corresponding to the tunneling parameters. 

5   Conclusion  

Depending on the studies mentioned above, conclusions obtained can be listed as 
below: 

(1) The relation between the tunneling parameters and strata is a one-to-many 
mapping relation, that is to say a kind of stratum could correspond to many sets of 
tunneling parameters, but a set of tunneling parameters can be only corresponding to a 
kind of stratum. Therefore, when strata are being identified according to tunneling 
parameters, not only the similarity between the parameters should be contrasted, but 
also the similarity between the combined effects of various parameters should be 
contrasted. 

(2) Considering the shield tunneling practice in Guangzhou Rail Transit, based on 
the established basis database of tunneling parameters and strata, the neural network 
method for strata identification is described and applied. It proves that the method is 
feasible and effective. The key is to select comprehensive, typical and representative 
samples of tunneling parameters. What’s more, appropriate training goals and 
learning rate should be set, and efficiency and speed should also be taken into 
account.  

(3) This neural network technology for strata identification is a useful complement 
to geological survey. At the same time, in comparison with other methods, it has the 
same high accuracy and also the impressive speed of identification, with no need of 
any complex discriminant function. All of these provide a train of thought for real-
time monitoring of strata changes. Combined with the other parameters such as the 
characteristics of muck, it will significantly enhance the scientificalness of shield 
tunneling control, and also it is of great significance to shield construction. 
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Abstract. Taking the shield machine tunneling in a railway section as the re-
search object, the discrete element numerical model for analyzing the chamber 
pressure is established. Comparing the numerical simulation results of the ob-
served pressure on the chamber board with the field construction data, the valid-
ity and the feasibility of the simulation method is testified. Then the pressure 
distribution rules on the chamber board in different opening ratios of the cutting 
wheel and tunnel axis depth are studied, and the mathematical model of the 
pressure distribution is proposed. The mapping relation between the excavation 
face pressure and the chamber board pressure is advanced. The results provide 
basis for the design and control of the earth pressure balance shield machine. 

Keywords: Shield machine, Muck chamber, Pressure distribution, Discrete 
element method. 

1   Introduction 

The earth pressure balance (EPB) shield machine has been widely adopted in the soft 
ground condition of tunnel construction. During excavation, the earth surface settle-
ment is controlled through the continuous support of the excavation face [1]. The 
chamber pressure at the excavation face should be within a field between the active 
and the positive soil pressure [2], or it will lead to the ground depression or heaves. 
The chamber supporting pressure can be controlled by the incoming and outgoing 
materials in the chamber, i.e., through regulation of the screw conveyor rotation and 
of the excavation advance rate [3].  

Since the chamber pressure on the excavation face cannot be observed directly dur-
ing the excavation, the pressure on the chamber board is measured instead, which is 
regarded as the regulation basis for the screw conveyor rotation and the advance rate. 
In fact, the pressure on the excavation face does not equal to the pressure on the 
chamber board. However, the present study results on the chamber pressure is mostly 
from the model test, the site test and the theoretical analysis of the shield tunneling 
[4]-[7], and it cannot provide the relation between the pressure on the chamber board 
and that on the excavation face. Therefore, the numerical method is necessary to dis-
cover the chamber pressure distribution.  
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In this paper, the discrete element method (DEM) is adopted to analyze the cham-
ber pressure of the shield machine. The mapping relation between the excavation face 
pressure and the chamber board pressure is introduced, and the mathematical model 
of the pressure distribution on the chamber board in different opening ratios of the 
cutting wheel and the tunnel depth is proposed, which provide the theoretical basis for 
controlling the pressure balance of the muck chamber. 

2   DEM Model of Chamber System of EPB 

2.1   Modeling of Chamber System 

According to the ground condition and structure parameters of the shield machine 
used in a section of railway construction, the chamber pressure analysis model is 
established by DEM, which is composed of the geometry model, the boundary condi-
tion and the DEM model parameters of the conditioned sands. 

(1) Geometry model 
The DEM model of the chamber pressure analysis is shown in Fig.1, which consists 
of the ground pressure system, the chamber system and the screw system. In the 
chamber system, the diameter is 6.28m, and the length is 0.9m; the cutting wheel is 
the type of board, open rate is 32%. In screw system, the screw diameter is 0.7m, the 
length is 5m, the pitch is 0.56m, the lean angle is 22° and the vertical distance be-
tween the chamber center and the screw inlet center is 2.5m. Due to the dimension of 
the cutting tools, in the ground pressure system, the distance between the excavation 
face and the cutting wheel is set as 0.3m. 

 

Fig. 1. DEM model of chamber pressure analysis 

(2) Boundary condition 
The boundary condition of the numerical model includes the ground pressure, the 
incoming and outgoing material volume, the cutting wheel rotary speed and the mate-
rial gravity. The trapeziform ground pressure distribution at the excavation face is 
reproduced by the combination of the pressure servo control mechanism of the wall 



404 F. Qu, L. Wu, and W. Sun 

element from the excavation face and the material gravity. The dynamic particles 
generation algorithm is adopted to simulate the incoming volume of the conditioned 
sands, which produces a certain numbers of particles on the excavation face randomly 
every a few calculation cycles. The incoming material flux is calculated by the gener-
ated particle numbers per unit time. By setting the screw rotary speed, the conditioned 
sands is removed continuously from the chamber. When the particles, which represent 
the conditioned sands, get to the screw outlet, they are deleted immediately. The out-
going material flux is calculated by the removed particle numbers from the inlet of the 
screw per unit time. The cutting wheel rotary speed and the material gravity can be 
reproduced conveniently by setting the velocity of the wall element and the material 
gravity acceleration. 
(3) DEM model parameters of conditioned sands 
The geometry model dimension should be greater than 10 times of the particle diame-
ter [8], thus the particle diameter is selected as 0.2m. The number of particles in the 
analysis model is about 12000. The particle density is set to 2630 kg/m3 according to 
the density of the dried sand. The constitutive model acting at a particular contact 
(Fig.2) consists of the elastic component (normal and tangential contact stiffness kn, 
ks), which simulates the elastic contact force in the conditioned sands; the viscous 
component (normal and tangential strength Fcn, Fcs), which simulates the viscous 
force of the foam and bentonite slurry acting to the conditioned sands; and the plastic 
component (friction coefficient fu), which simulates the friction between conditioned 
sands particles.  

 

Fig. 2. Contact model of conditioned sands 

For calibrating the DEM model parameters of the sample, a triaxial compression 
experiment is modeled (Fig.3). The diameter of the synthetic triaxial sample is 3.91 m 
and the height is 8 m. The top and bottom walls simulate loading platens and the lat-
eral ones simulate the confining pressure experienced by the sides of the sample. 
During the simulation process, the velocity of the lateral walls are controlled auto-
matically by a numerical servomechanism which maintains a constant confining stress 
within the sample.  
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Fig. 3. DEM model of triaxial tests of conditioned sands  

 
Fig. 4. Comparison between predicted curves and observed curves of triaxial test 

The contact model parameters are determined by comparing the real experiment 
data with the numerical results, which is that the contact stiffness is 100kN/m, the 
bond strength is 0.3 N and the friction coefficient is 0.50. Adopting the above model 
parameters, the predict curves of the numerical model of the triaxial test is compared 
with the experiment curves (Fig.4), which shows that the simulation curves agree well 
with the real curves. 

2.2   Validation of Simulation Results 

In the analysis model, according to the field ground condition and working parameter, 
the excavation face pressure is set as the value of the lateral earth pressure at rest 
where the tunnel axis depth is 15m; the advance speed is 60mm/min; the screw rotary 
speed is 10 r/min; the cutting wheel rotary speed is 1 r/min. The simulation results of 
the pressure on the chamber board are showed in Tab.1, which is compared with the 
record data of construction site.  

As shown in Table 1, due to the error of the adopted contact model parameters of 
the conditioned sands, the simulation results are smaller than the observed data on site 
slightly. However, the pressure simulation results of three measured points on the 
chamber board conform to the site record data, which illustrates that it is effective and 
feasible to simulate the chamber pressure distribution by DEM. 
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Table 1. Comparison between simulation results and site data 

Measured point I II III 
Coordination (m) (0.8,2.4) (-0.23,-0.2) (-1.46, -1.8) 

Observed value (kPa) 68.0 97.0 126.0 

Simulation value (kPa) 62.5 92.5 120.2 

Relative error (%) 8.09 4.64 4.60 

3   Analysis of Chamber Pressure Distribution 

3.1   Pressure Distribution on Chamber Board 

As we all know, the typical cutting wheels include the board type and the spoke  
type, which opening rate is often 30-50% and 60-95% respectively. The analysis 
model of chamber pressure is established by the board cutting wheel with an opening 
rate of 32% and the spoke cutting wheel with an opening rate of 72%, as well as the 
tunnel depth of 10m, 15m and 20m is supposed in each case. The pressure on the 
chamber board has been monitored during the simulation by putting a set of meas-
urement spheres. The average pressure distribution on the chamber board is shown in 
Fig.5. 

There are several significant features related to Fig.5. 

(1) The cutting wheel structure influences the distribution of pressure contour on the 
chamber board. Especially when the coordinate y varies from -1m to 0m, the dif-
ference of the distribution of pressure contours between the two cutting wheel 
types is significant: For the board cutting wheel, the peak pressure is near to the 
position when the coordinate x equals 1.5m, while for the spoke cutting wheel, the 
peak pressure is near the position when the coordinate x equals 2.5m. In the same 
position of the chamber board, the pressure transfers through the cutting wheel 
with an opening rate of 72%, and it is slightly larger than that of 32%. 

(2) In the same opening rate of cutting wheel, the tunnel depth has little influence on 
the shape of the pressure contour of the chamber board, but the pressure values. 
When the tunnel depth is 10m, 15m and 20m respectively, the average chamber 
board pressure transfers through the cutting wheel with the opening rate of 32% is 
63.0kPa, 87.0kPa and 111.9kPa respectively, while 88.0kPa, 128.7kPa and 
165.5kPa respectively with the opening rate of 72%. 

(3) In all the simulation cases, the chamber board pressure reveals strong nonlinear 
distribution. Near to the position of the screw inlet center (0, -2.49), the average  
pressure gradient is 166.7kPa/m; in the area of the coordinate y between 0.8 and  
1.8, the average pressure gradient is 12.5kPa/m. The area of low pressure gradient  
is considered as the ideal position for putting the muddlers, which mixes around  
the admixture of the sand, foam and bentonite et al. in the chamber with the rota-
tion of the cutting wheel and enhances the characteristics of the plastic flow of the 
conditioned sands. 
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   a) opening rate 32%                  b)  opening rate 72%             c)  opening rate 32% 
       tunnel depth 10m            tunnel depth 10m                   tunnel depth 15m 

 

          d) opening rate 72%                 e)  opening rate 32%               f)  opening rate 72% 
   tunnel depth 15m                       tunnel depth 20m                    tunnel depth 20m 

Fig. 5. Pressure distribution of chamber board 

3.2   Model of Chamber Board Pressure Distribution 

In order to provide basis for the chamber pressure control, the pressure distribution on 
the chamber board is fitted by a multinomial function. The function is described as 
equation (1). 

222543242),( yjxyixhygyfyeydycxbxayxp +++++++++=  . (1)

where x, y is the coordination on the chamber board, a-j is the function coefficient. 
So the effective pressure on the chamber board can be described as formulation (2). 

∫=
A

b dAyxp
A

p ),(
1

 . (2)

For the board and the spoke cutting wheel, the coefficient a - j and the fitting rela-
tively coefficient R2 of the pressure distribution function when the tunnel depth is 
10m, 15m and 20m respectively, which are listed in Table 2. The contour of the fit-
ting pressure function is shown in Fig.6. 

As shown in Table 2, in the same opening rate of cutting wheel, model parameters 
a, b, e, f, i increase with the tunnel depth, while c, d, g, h, j decrease with the tunnel 
depth. The relative coefficient of the fitting equation in all cases is larger than 0.8, 
which illustrates that the fitting equation expression of the pressure distribution is 
applicable to describe the pressure distribution on the chamber board. 
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Table 2. Model parameters of pressure on chamber board 

Opening rate 32%  Opening rate 72% Model 
parameter 10m 15m 20m  10m 15m 20m 

a 69.67 79.25 98.73  64.67 77.32 97.96 
b 11.82 13.72 17.88  14.10 22.59 29.17 
c -1.92 -2.23 -2.86  -2.06 -3.04 -3.90 
d -18.45 -21.63 -25.11  -19.80 -24.21 -27.15 
e 6.64 6.81 8.15  9.16 13.50 13.02 
f 0.96 1.45 2.16  0.30 0.46 3.74 
g -1.45 -1.60 -1.96  -1.62 -2.21 -2.41 
h 0.11 0.09 0.06  0.19 0.22 -0.09 
i 1.15 1.34 1.68  1.56 1.96 1.50 
j -2.68 -2.94 -3.73  -3.19 -4.58 -5.47 

R2 0.87 0.88 0.89  0.83 0.84 0.86 

 

  

    a)  opening rate 32%                b)  opening rate 72%                 c)  opening rate 32% 
  tunnel depth 10m           tunnel depth 10m                     tunnel depth 15m 

 

          d)  opening rate 72%                e)  opening rate 32%               f)  opening rate 72% 
                tunnel depth 15m                     tunnel depth 20m          tunnel depth 20m 

Fig. 6. Fitting pressure distribution of chamber board 

As shown in Fig. 5 and Fig. 6, except for the field near the screw inlet centre, the 
fitting equation can represent the pressure gradient distribution on the chamber board 
approximately. 
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3.3   Relation between Chamber Board Pressure and Excavation Face Pressure 

For the board cutting wheel with the opening rate of 32% and 56%, and the spoke 
cutting wheel with the opening rate of 72% and 86%, the data of the chamber board 
pressure and the excavation face pressure when the tunnel depth is 10m, 15m and 
20m respectively are obtained by the simulation. For each cutting wheel, the relation 
between the effective pressure on the chamber board and that on the excavation face 
is fitted respectively, which is shown in Fig.7.  
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Fig. 7. Relation of chamber pressure and tunneling face pressure 
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Fig. 8. Curve between pressure transfer coefficient and opening rate cutting wheel 
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The following conclusions can be obtained: 

(1) In different opening rate of cutting wheel and tunnel depth, there are pressure 
differences between the excavation face and the chamber board. The effective 
pressure on the excavation face is larger than that on the chamber board. 

(2) By regress analysis, it is discovered that for a given cutting wheel, the effective 
pressure on the chamber board and that on the excavation face is approximate lin-
ear proportional relation, the scale coefficient of which is the pressure transfer co-
efficient . 

(3) The pressure transfer coefficient increases with the opening rate. Considering the 
limit conditions, when the opening rate equals 0, the excavation face force cannot 
transfer to the chamber board, so the pressure transfer coefficient is 0. The curve 
between the opening rate and the pressure transfer coefficient is described in 
Fig.8. 

 

As shown in Fig. 8, the pressure transfer coefficient and the opening rate of cutting 
wheel is approximate the relation of quadratic function curve, which is presented in 
equation (3). 

20.996-958.10.017 ηηα +=  . (3)

where η is the opening rate of cutting wheel. 

4   Conclusions 

(1) The chamber board pressure distribution shows strong nonlinear, and its distribu-
tion state is directly related to the cutting wheel structure and the position of the 
screw inlet. The chamber board pressure distribution can be approximately repre-
sented by a quintic polynomial function. 

(2) For a given cutting wheel, the effective pressure on the chamber board and that on 
the excavation face is approximate linear proportional relation. The scale coeffi-
cient is the pressure transfer coefficient, which increases with the opening rate, 
and for a given opening rate of cutting wheel, it is independent of the tunnel depth. 

(3) More simulations are required to discover the chamber pressure distribution rules 
under different ground earth conditions and working parameters. The present re-
sults should qualify as preliminary study for the designing and controlling of the 
EPB machines. 

References 

1. Anagnostou, G., Kovar, K.: Face stability conditions with earth-pressure-balanced shields. 
Tunnelling and Underground Space Technology 11(2), 165–173 (1996) 

2. Yi, H.W., Sun, J.: Mechanism Analysis of Disturbance Caused by Shield Tunnelling on 
Soft Clays. Journal of Tongji University (Natural Science) 28(3), 277–281 (2000) 

3. Hu, G.L., Gong, G.F., Yang, H.Y.: Realization of earth pressure balance for shield tunnel-
ling machine. Journal of Zhejiang University (Engineering Science) 40(5), 874–877 (2006) 



 Analysis of Chamber Pressure for Earth Pressure Balance Shield Machine 411 

4. Adachi, T., Kimura, M., Kishida, K.: Experimental study on the distribution of earth pres-
sure and surface settlement through three-dimensional trapdoor tests. Tunnelling and Un-
derground Space Technology 18(2), 171–183 (2003) 

5. Meguid, M.A., Saada, O., Nunes, M.A.: Physical modeling of tunnels in soft ground: A re-
view. Tunnelling and Underground Space Technology 23(2), 185–198 (2008) 

6. Xu, Q.W., Zhu, H.H., Liao, S.M.: Model experimental study on stratum adaptability of tun-
nel excavation with EPB shield machine in sandy stratum. Chinese Journal of Rock Me-
chanics and Engineering 25(z1), 2902–2909 (2006) 

7. Wang, H.X., Fu, D.M.: A mathematical model and the related parameters for EPB shield 
tunneling. China Civil Engineering Journal 9(31), 86–90 (2006) 

8. Manuel, J.M.M., Luis, E.M.R.: Discrete numerical model for analysis of earth pressure bal-
ance tunnel excavation. Journal of Geotechnical and Geoenvironmental Engineer-
ing 131(10), 1234–1242 (2005) 



M. Xie et al. (Eds.): ICIRA 2009, LNAI 5928, pp. 412–422, 2009. 
© Springer-Verlag Berlin Heidelberg 2009 

Dynamic Mechanism and Key Rectification Techniques 
of Shield Machine in the Vertical Plane* 

Ming Yue, Jian Wei, Wei Sun, and Zhenggang Guo 

School of Mechanical and Engineering, Dalian University of Technology, 
Dalian, Liaoning, China 
yueminghit@163.com 

Abstract. With the development of the urban construction, the shield machine 
becomes more and more important as the main equipment to extend the under-
ground space for the human being. In this paper, we investigate the dynamic 
mechanism of the shield machine in the vertical plane. Through this analysis, the 
basic requirement maintained balance of the shield machine while excavating is 
given. Meanwhile, the key rectification techniques about the deviation from the 
desired trajectory in vertical plane are discussed. This study is developed based 
on the engineering problems from which are frequently met in construction, and 
we hope to provide useful guidance to the actual excavating process. 

Keywords: Shield machine, Rectification, Dynamic mechanism, Vertical plane. 

1   Introduction 

Rapid growth in urban development has promoted the development and the use of 
underground space. Tunnel is a main underground structure and is a chief method to 
extend the underground space for the human being. It is widely used for transporta-
tion, water passage, and other purposes such as electricity or communication cable 
installations. Shield machine becomes one of the most popular methods used in the 
construction of urban tunnels, such as rapid transit systems and large diameter under-
ground pipelines, in order to reduce the impact on traffic [1, 2]. 

In literature [3, 4], the shield machine is considered as a kind of underground robot. 
Different from the other common robots, the shield machine suffers from the changeful 
and complex underground circumstance, which would lead to the complicated forces 
acting on the shield body. It is difficult to measure and evaluate the forces around the 
shield machine because of the complexity of the geological structure. Considering the 
different geological-tectonic conditions, two types of the tunneling equipments are 
mostly used, which are Tunnel Boring Machine (TBM) [5-7] and Earth Pressure Balance 
Shield (EPB) [8-10]. Generally, Tunnel Boring Machine is applied to the rock circum-
stance and Earth Pressure Balance Shield is used for clay or sandy situation [11, 12]. 

The construction techniques of Earth Pressure Balance Shield are very difficult for 
the underground constructors because of the immeasurable geological structures. In 
such a diverse driving environment, the deviation phenomena often take place. The 
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deviation between the actual trajectory and desired one would lead to unpredictable 
results, including the settlement of ground surface and enormous economic loss. 
Therefore, these deviation phenomena must be avoided as much as possible [13, 14]. 

The deviations can be divided into two kinds according to different planes: in hori-
zontal plane and in vertical plane. Comparatively speaking, the deviation in vertical 
plane is very different to control because that the complex forces around the shield 
body have no symmetrical characters [15]. For an operator of the shield machine, this 
deviation rectification process needs abundant construction experiments. For example, 
when there is a depression angle, the operator should increase the force of the lower 
hydraulic cylinders. There is no reference for them and it just relying on the engineer-
ing experience. Hence, both the absence of experience and the inattention will result 
in a great failure in the process of the excavation [16]. Considering these disadvan-
tages, in this paper, we investigate the dynamics mechanism of the shield machine, 
and derive the system balance equation, in order to apply a reference forces value to 
the operator and avoid deviation phenomena ultimately. Moreover, some techniques 
for rectification are also developed. We hope that these studies could give meaningful 
guidance to the actual construction of the shield machine. 

This paper organizes as follows: Section 2 illustrates the elementary theory of the 
deviation rectification; Section 3 illustrates the load model of the shield machine; 
Section 4 illustrates the dynamic model of the shield. 

2   Elementary Theory of the Deviation Rectification 

The shield machine can bend with the help of the articulated device, which makes it 
possible to excavate in a curved path and also makes it easy for the shield machine to 
realize the self-rectification (as shown in Fig. 1). However, the rectification capacity 
of the shield machine is restricted by its structure and articulated device. 

2.1   Basic Conception of the Rectification 

(1)The tendency of the shield machine 
The concept of the tendency used in shield machine refers to the value of the devia-
tion from designed tunnel alignment (DTA) while the machine excavates ahead  
 

 
Fig. 1. Schematic diagram of articulated device 
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about 1m. Here, the measurable unit can be illustrated by mm/m. Let χ express the 
curve tendency of the shield machine, and it can be derived from: 

χ=(1/R)×1000(mm/m)                                              (1) 

Where L is the excavating length of shield machine; R is the curve radius of shield 
running track. 

If the length of a single segment is l and the average rotation angle of per segment 
is a rad (1000amm/m), rectification capacity of each segment can be calculated as 
follows:  

λ=1000a-χl                                                          (2) 

According to the Eq.(2), it can be concluded that when the shield running track is a 
line segment, λ is equal to 1000amm/m (because that 0→χ  as ∞→R ). 

(2) Rectification capacity of the shield machine 
The concept of tendency deviation refers to the difference between the tendency to 
realize the rectification and the tendency which is needed in the process of excavating. 

If allowable tendency deviation is X(mm/m); rectification capacity of the shield 
machine is λ(mm/m); the excavating length of shield machine is L(m), and then, there 
will exist limiting conditions as follows: 

0.5XL≤50                                                                (3) 
Where the allowable excavating error is ±50mm; 0.5X is the average excavating ten-
dency. 

X=λL                                                                     (4) 
Where L=the excavating length of the shield machine with the tendency decreasing 
from X to 0. 

From the two above Eq.(3) and Eq.(4), the following formula can be obtained: 

X≤10 λ . By substitution of the value of λ, the allowable tendency deviation X and 
the excavating length of shield machine L can be obtained by calculation. 

If rectification capacity of each segment is λ and the needed excavating length is L, 

the maximum rectification angle is (X/1000) = (10 λ /1000) rad. Therefore, if the 
deviation angle exceeds this value, it will be impossible to rectify the deviation. 

2.2   The Realization of Rectification 

The attitude deviation of the shield machine in vertical plane may occur during exca-
vating because of construction error or some other reasons.  

The deviation angle is assumed as θ0. From the analysis above, it can be obtained 
that each segment has a given rectification capacity. The rectification capacity of the 
shield machine can be calculated from the proposed rectification capacity of the seg-

ment, which is denoted as λ (where θ0<10 λ /1000). 
If θ0<λ, rectification can be completed when the shield machine moves for a dis-

tance of one segment; if θ0>λ, rectification should be carried out step by step. The 
rectification angle of a single step is assumed as θ (θ<λ). n (n≈θ0/θ) steps should be 
taken to realize the rectification . 
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3   Load Model of Shield Machine 

To establish general equation of space motion for shield machine, the basic assump-
tion is as followed: 

The shield is considered as a rigid body with a weight of m, a length of L and a ra-
dius of R. The load model of shield machine is established according to requirement 
[1, 17], as shown in Fig. 2. 

 

Fig. 2. Load model of shield machine 

Coordinate systems of shield machine Oxyz is established as shown in Fig. 3. The 
point O is assumed to be situated at the centre of shield tail.  

 

Fig. 3. Schematic diagram of coordinate systems 

This paper is chiefly concerned with attitude deviation of shield machine in vertical 
plane. Therefore this paper mainly analyzes the forces which will affect the pitch 
angle of the shield, and these forces can be summarized as follows: the self weight of 
shield; the thrust of hydraulic cylinders (control input); the earth pressure acting on 
the shield face; the earth pressure acting on the upside and downside of shield; the 
friction force opposite to the forward direction of the shield. Since there is a close 
relationship between the ground displacement and the earth pressure acting on the shield 
periphery, so the earth pressure mentioned above can be calculated from the ground 
displacement. For the concrete method, please refer to reference 1. 
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3.1   Self Weight of Shield 

The weight of cutter head and sealed cabin is large by contrast with other parts of 
shield. Thus, the center of gravity of the whole shield will be located on the anterior 
part of the body and its concrete position can be measured by the pressure sensor. The 
following were assumed: 

The gravity of the shield is expressed as G with its direction vertically downward, 
and the x coordinate of the center of gravity is expressed as lG. Side view of the shield 
is shown in Fig. 4. 

 

Fig. 4. Schematic diagram of shield’s center of gravity 

3.2   Thrust Forces of Hydraulic Cylinders 

During the designing and manufacturing of shield, hydraulic cylinders are divided 
into four regions in order to control and correct the tunneling direction [18]. Assume 
that the promoting hydraulic cylinders are divided as shown in Fig. 5. 

 

Fig. 5. Division of the promoting hydraulic cylinders 

This paper is chiefly concerned with attitude deviation of shield machine in vertical 
plane (that is the pitch angle of the shield θ). By comparison, the forces from group A 
and group C have a little influence on the pitch angle. Therefore, the impact from 
group A and group C will not be considered in this case. What follows is the analysis 
of force from hydraulic cylinders of group B and group D.  
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The thrust forces of three pairs of hydraulic cylinders from group D can be equiva-
lent to a resultant force F1 (F will be used to express the equivalent force in the fol-
lowing explanation), which is in the x positive direction with coordinate of action 
point (0, 0, -h1). 

The thrust forces of hydraulic cylinders from group B can be equivalent to a  
resultant force F2, which is in the x positive direction with coordinate of action point 
(0, 0, h2). 

3.3   Earth Pressure on the Shield Face 

There is uneven distribution of earth pressure on the shield face. Earth pressure is 
assumed to be trapezoid distributed with the earth pressure of upper bottom p1 and the 
earth pressure of lower bottom p2(as shown in Fig. 6).The resultant total earth pres-
sure, expressed as F3, can be obtained by integration of earth pressure on the shield 
face. F3 is in the x opposite direction and its coordinate of action point is (L, 0, h3), as 
shown in Fig. 6. The force F3 and position h3 can be calculated as follows: 
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Fig. 6. The distribution of earth pressure on the shield face 

3.4   Earth Pressure on the Upside and Downside 

Besides on the shield face, there is earth pressure acting on the shield periphery dur-
ing excavating, which can be divided into two parts: the upper and lower halves of 
shield periphery. The equivalent earth pressure per unit length acting on the upper 
half is expressed as σ1. The earth pressure acting on the upper half can be equivalent 
to a resultant force F4, which is vertical-down to the axis of shield. And the coordinate 
of action point is (h4, 0, -R), as shown in Fig.7. The force F4 and position h4 can be 
represented by: 
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The earth pressure per unit length acting on the lower half is expressed as σ2. The 
earth pressure acting on the lower half can be equivalent to a resultant force F5, which 
is vertical-up to the axis of shield with coordinate of action point (h5, 0, R), as shown 
in Fig. 7. The force F5 and position h5 can be calculated as follows: 
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3.5   The Friction Force Opposite to the Forward Direction 

The friction force occurs along the opposite direction, which is due to the existence of 
the earth pressure on the upside and downside of shield. There is a significant linear 
correlation between the friction force and this earth pressure, as illustrated in Fig. 7. 

 

Fig. 7. The friction force due to F4, F5 

The equivalent friction coefficient is assumed as μ. The friction force acting on the 
upper half can be equivalent to a resultant force F6, which is in the opposite direction 
to the forward direction of the shield. The coordinate of action point is (L/2, 0, -h6). F6 
and h6 can be obtained from: 
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The friction force acting on the lower half can be equivalent to a resultant force F7, 
which has the opposite direction with the forward direction of the shield with coordi-
nate of action point (L/2, 0, h7). F7 and h7 can be obtained from: 
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4   The Dynamic Model of the Shield 

The dynamic model of the shield is divided into two forms as follows according to the 
conditions with or without a pitching angle. 

4.1   The Mechanical Relationship Deduced from the Balance 

This paper puts emphasis on the study of pitching angle, in order to avoid the attitude 
deviation of shield in vertical plane, that is, to avoid the rotation about the y axis. 

The moment M about the y axis, which caused by the forces discussed above, will 
be introduced. It is stipulated that seeing from the y positive direction, clockwise 
direction is the positive direction. M can be obtained from: 

ΣM=GlG+F1h1-F2h2+F3h3+F4h4-F5h5-F6h6+F7h7                  (10) 

It is expected that there is no rotation about the y axis that is ΣM=0, from which the 
relationship of the forces can be obtained deduced from the balance. The condition 
that there is no attitude deviation of shield in vertical plane can be obtained from: 

F1h1-F2h2=GlG+F3h3+F4h4-F5h5-F6h6+F7h7                            (11) 

4.2   Mechanical Model of the Shield for Rectification 

The relationship of the forces, when the shield is in the state of balance in vertical 
plane, is as shown in Eq.(11). However during excavating, the shield can not move 
forward in accordance with the design direction, which is due to many different fac-
tors. So it is most likely that there will be the attitude deviation. 

Due to the structure of shield, its center of gravity is located on the anterior part of 
the body, which will likely lead to shield tilt, especially in soft soil area. 

The following analyze the changes of forces and the mechanical model when the 
attitude deviation of shield occurs in vertical plane. The pitching angle of the shield is 
expressed as θ which can be measured by Laser Guiding System. As is known, θ is 
very little. So the influence on action points of the following forces is ignored: self 
weight of shield, the thrust of hydraulic cylinder and earth pressure on the shield face. 

(1) Earth pressure on the upside and downside 
It is assumed that there is attitude deviation of shield in vertical plane and the depres-
sion angle is θ.  

Depression angle θ has a little influence on the earth pressure acting on the upper 
half which is viewed as unchanged. 

Due to the depression angle θ, it is assumed that an elastic force KLθ is added to 
the earth pressure acting on the lower half. The earth pressure acting on the lower half 
can be equivalent to a resultant force F5′, which is vertical-up to the axis of shield. 
The distance between the action line of F5′ and y axis is expressed as h5′, as shown in 
Fig. 8. The force F5′ and position h5′ can be calculated as follows: 
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The shield moves forward with very low driving speed and can be viewed as quasi-
static model. Therefore, the viscous damping caused by the elastic force will be left 
out from consideration. 

(2) The friction force opposite to the forward direction 
The earth pressure on downside of shield changes, therefore the friction force due to 
this earth pressure should change accordingly, as shown in Fig. 8. 

The equivalent friction coefficient is assumed as μ. The friction force acting on the 
lower half can be equivalent to a resultant force F7′, which is in the opposite direction 
to the forward direction of the shield. The distance between the action line of F7′ and 
y axis is expressed as h7′. The force F7′ and position h7′ can be formulated as follows: 
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Fig. 8. The friction force due to F4, F5′ 

The inertia of the shield about the y axis is expressed as JY. We take clockwise di-
rection as the positive direction. According to differential equation of rotation of a 
rigid body about a fixed axis (The product of the inertia of a rigid body about a fixed 
axis and angular acceleration is equal to the algebraic sum of the moments of main 
powers acting on the rigid body), the following equation can be obtained: 

JY θ =GlG+F1h1-F2h2+F3h3+F4h4-F5′h5′-F6h6+F7′h7′                          (14) 

By substitution of values of the forces, the following equation can be obtained: 

JY θ +KLθh5′=GlG+ F1h1-F2h2+  

πR2(p1+p2)h3/2+σ1Lh4-σ2Lh5′-μσ1Lh6+μ(σ2L+KLθ)h7′             (15) 

The Eq.(15) presents the relationship between pitching angle θ, angular acceleration 
θ  and the forces acting on the rigid body. According to Eq.(15), the attitude deviation 
of shield in vertical plane can be rectified in a single step by the adjustment of power 
output of hydraulic cylinders (f1、 f2) or other factors. 
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5   Conclusions 

Due to the complex rock and soil mechanism around the shield machine, the deviation 
from the desired trajectory will occur frequently. Because of the influence of the 
shield gravity, the deviation in vertical plane becomes easier to occur than the case in 
horizontal one. Based on these actual problems, this paper developed research work in 
order to propose some guidance to the practical construction. 

Through the substitution method, the equation maintained the balance of the shield 
machine has been derived. The deviation phenomena will be avoided as much as 
possible by regulating the input forces of the shield machine according to the pro-
posed equation. Meanwhile, this paper also gave the key rectification techniques. 
Considering the practical engineering situation, we divided the process of rectification 
into a series of steps. In each step, the dynamic mechanism has been analyzed. Further 
work will investigate the dynamic mechanism of all postures of the shield machine, 
and will discuss their rectification techniques in the following studies. 
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Abstract. Based on the non-diffracting beam and the phase grating interfer-
ometer, a precise measurement method of azimuth angle for TBM has been de-
veloped in this paper. A high positioning precision is got on the image of the 
non-diffracting beam and its axis stability and a circular phase grating inter-
ferometer is used for angle measurement, so this measurement system can 
achieve that the measurement uncertainty of horizontal azimuth angle in absolute 
coordinates system is less than  0.507” and the measurement error of yaw angle, 
the angle between the non-diffracting beam and the axis of TBM, is less than 
0.05mradial, when the distance between two conjoint work station positions is 
200m. Therefore, this measurement system can be used as a guidance system of 
TBM in the shield tunneling and it can improve the orientation precision in the 
shield tunneling.  

Keywords: Non-diffracting beam, phase grating interferometer, angle  
measurement, shield machine azimuth, yaw angle. 

1   Introduction 

The shield tunneling construction method is a kind of construction method that digs the 
tunnel underground by using the shield machine, which is such a transportable steel 
tube structure that can dig and move ahead in the stratum [1]. And it can not only 
support the pressure from the stratum, but also make the upper strata not sink or uplift. 
At present, the shield tunneling construction method has been introduced into the re-
lated constructions in several cities in China, such as Shanghai, Guangzhou, Beijing 
and Wuhan [2]. As the result of the high safety and little impact on the environment, the 
shield tunneling technology is more and more applied to the subway tunneling con-
struction [3]. 

During the shield tunneling construction, there is always an automatic guidance 
system of shield machine which is able to measure and control the position and pose  
of shield machine and to display in the real-time. Because of the advantages of low 
human resource cost and high measurement speed, the automatic guidance system of 
shield machine has become the most important one of the shield tunneling measure-
ment technology. According to the measuring instruments selected and the level of 
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automation, the measurement methods can be divided into: manual measurement 
method (ruler method), semi-automatic measurement method (gyroscope method), 
auto-oriented method (prism method and ELS laser method) [4]. 

As related technologies can enhance the accuracy and reliability of shield tunneling 
construction, the laser-guide system has widely been adopted [5]. Presently, the auto-
matic guidance systems of shield machine are mainly ZED from England, VMT from 
German [6] and GYRO from Japan. ZED from England and VMT from German are the 
laser-guided, while GYRO from Japan is guided by gyroscope. 

And now, a new type of laser target was studied and developed by Huazhong Uni-
versity of Science and Technology and Shanghai Tunnel Engineering Co., Ltd [7]. 

The existing automatic guidance systems of shield machine are all based on the laser 
total station. To improve the measuring precision, a precise measurement method of 
azimuth angle for the shield machine, such as TBM, have been developed based on the 
non-diffracting beam technology [8,9] and the phase grating interferometer [10] in this 
paper. The new non-diffracting beam guidance system is achieved with independent 
intellectual property rights and will improve the measurement accuracy of automatic 
guidance system of TBM. 

2   Principle of Non-diffracting Beam Guidance System 

In shield tunneling construction, application sketch map of non-diffracting beam 
guidance system is as shown in Figure 1 from reference [6]. Non-diffracting beam 
guidance system consists of Two-dimensional measurement and control device, the 
front laser-electronic target and the behind laser-electronic target (reference target), a 
laser range finder, and an industrial control computer, and it’s used to measure and to 
display the position and pose (azimuth, elevation angle and roll angle) in the city co-
ordinate system (absolute coordinate system) and to calculate the error between the 
direction of TBM and the designed axis of tunnel. 

 

Fig. 1. Sketch map of automatically oriented system for controlling tunnel boring machine 
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Two-dimensional measurement and control device and the reference target are fixed 
on the formed tube of tunnel. The front laser-electronic target, the prism of laser range 
finder, and the industrial control computer are installed on TBM.  

After the error is measured, it is delivered to the control computer of TBM and is 
changed into the displacement of the jack of TBM. Then the position and pose of TBM 
can be changed in time, so the trend of TBM is controlled on the designed axis of tunnel 
with a small margin of error.  

3   Working Principle of Non-diffracting Beam Guidance System 

To measure the azimuth of TBM easily, the datum axis of laser target, yaw angle 
measurement system, is installed to parallel with the axis of TBM, so the angle θ be-
tween non-diffracting beam and the datum axis of measurement system can be regarded 
as the angle between non-diffracting beam and the datum axis of TBM. As shown in 
figure 2 from reference [7], Coordinate system O1X1Y1Z1 is established and its coor-
dinate axes parallel to the axes of the absolute coordinate system. Drawing auxiliary 
plane ABCD, the projection of OA and OB on horizontal plane is OD and OC. 

  

Fig. 2. Measurement of azimuth angle 

The diagram of non-diffracting beam guidance system is as shown in figure 3. 
Two-dimensional measurement and control device consists of two-dimensional 
mechanism whose direction can be adjusted automatically in horizon and vertical di-
rection and whose two rotation axes are perpendicular to each other.  

The each of two rotation axes is attached with a circular phase grating interferometer 
which is used to measure rotation angle and, in addition, a non-diffracting beam gen-
erator and a laser range finder is fixed on the device, and the optical axis of 
non-diffracting beam is parallel to that of the laser range finder. In the figure 3, the 
laser-electronic target consists of laser yaw angle measurement system, two clinom-
eters (one for pitch angle of TBM and another for roll angle of TBM), and a reflection 
prism. The distance between the reflection prism and the optical axis of non-diffracting 
beam is equal to the distance between the optical axis of the laser range finder and the 
optical axis of non-diffracting beam.  
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Fig. 3. The diagram of non-diffracting beam guidance system 

3.1   The Principle of Horizontal Azimuth Angle Measurement for TBM in the 
Absolute Coordinate System 

The principle of horizontal azimuth angle measurement for TBM is shown in figure 4. A 
facula is formed and its image is detected by CCD when non-diffracting beam illumi-
nates the front image plate of laser-electronic target. O(0,0) is the reference point on the 
front image plate of laser-electronic target and, compared with O(0,0), the offset of the 
facula center is S(x’,z’), so the offset in horizontal and vertical direction in the absolute 
coordinate system can be calculated when the pitch angle of TBM is supposed as 0: 
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Where φ-- roll angle of TBM rotates around its own axis (Y1 axis), which can be 

measured by clinometers for roll angle of TBM, 2222 ’‘ zxzxS +=+= , and L0 is 

the distance between Two-dimensional measurement and control device and the front 

laser-electronic target. 
The measurement principle of azimuth angle for TBM in the absolute coordinate 

system: horizontal azimuth angle δ of non-diffracting beam in the absolute coordinate 
system and the angle α between non-diffracting beam and horizontal plane can be 
gauged directly from the phase grating interferometer of Two-dimensional measure-
ment and control device. As the adjusting error of the mechanics of Two-dimensional 
measurement and control device is far more than the measuring error of phase grating 
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Fig. 4. The principle of horizontal azimuth angle measurement for TBM 

interferometer (the ratio of limits of error can be 10-20:1), the facula image center of  
non-diffracting beam can not track reference point O (0,0) on the front image plate of 
the front laser-electronic target exactly. The horizontal and vertical azimuth angle of 
the reference point on the front image plate of the laser-electronic target in the absolute 
coordinate system can be calculated: 
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3.2   The Measurement Principle for Angle between Non-diffracting Beam and the 
Axis of TBM 

The measurement principle for angle between non-diffracting beam and the axis of 
TBM is shown in Figure 3, the offset of the facula image center of non-diffracting beam 
to O(0,0) is S(x’,z’) and the offset of the facula image center of non-diffracting beam to 
reference point Oh(0,0) on the behind image plate of laser-electronic target is 
Sh(xh’,zh’)( considered pitch angle is 0). S(x,z) is S(x’,z’)in the absolute coordinates 
and Sh(xh,zh) is Sh(xh’,zh’), so the projection of the angle between non-diffracting 
beam and the axis of TMB on horizontal plane is θz, and on vertical plane is θx: 
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Where θz is yaw angle and d is the distance between the front image plate and the 
behind image plate, supposed d=300mm. 

The axis through reference points of the front and behind image plates is supposed to 
parallel to the axis of TMB. As is shown in figure 2, according to cosine theorem,  
the projection of the angle between non-diffracting beam and the axis of TMB on 
horizontal plane and vertical plane is  
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Where β is angle between horizontal plane and axis of TMB and α is angle between 
non-diffracting beam and horizontal plane. 

According to Equation 4, to measure azimuth angle of TMB, yaw angle, which is the 
angle θz between non-diffracting beam and the datum axis of the front target on the 
horizontal plane, should be measured firstly. The optical axis of non-diffracting beam is 
very straight and its direction is stable, so it can be used as a straight line. According to 
the basic optical principles, the position of the facula on the front image plate and the 
behind will follow to change if the angle between non-diffracting beam and the datum 
axis of TMB changes. 

The absolute measurement accuracy of offset S(x’,z’) of the facula on the front 
image plate and the behind is less than 0.015mm/20m~0.15mm/200m. As image 
matching of two faculae on the front image plate and the behind, the measurement 
accuracy of the difference between the faculae on the front image plate and the behind 
can be up to 0.015mm and the measurement accuracy of angle between non-diffracting 
beam and the axis of TMB is less than 0.05mradial if d=300mm. 

3.3   The Principle of Measuring Rotation Angle of Two-Dimensional 
measurement and Control Device 

3.3.1   The Angle Measurement Principle of Circular Phase Grating 
Interferometer 

Based on reference [10], the angle measurement principle of phase grating interfer-
ometer is developed and shown in figure 5. There is just one circular phase grating and 
there is just one optical spot on the phase grating. The angle measurement principle of 
phase grating interferometer is as following: 

 

Fig. 5. The angle measurement principle of phase grating interferometer 

The linearly polarized, coherent, and collimated laser beam from the laser diode1 
illuminates on circular phase grating 3 along the direction shown in figure 5 and is 
diffracted to the positive and negative first orders, ±1,of circular diffraction. The re-
flected first orders of diffraction respectively reaches two plane reflectors 4, which are 
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paralleled, and are deflected on plane reflectors 4, namely the positive first order of 
diffraction is deflected into the direction of the negative first order of diffraction and the 
negative first order of diffraction is deflected into the direction of the positive first order 
of diffraction. A half-wave plate 5 in the beam path of the negative first order effects a 
phase shift of 180º and rotation of the polarization direction by 90º. After passing the 
non-polarizing beam splitter 6, the diffracted wave trains are superimposed on each 
other.  

Since the polarization directions of both beams are perpendicular to each other, no 
interference is yet possible. One beam pair is phase-shifted by 90º by the quarter-wave 
plate 7. Both beam pairs pass through an analyzer 8, which rotates the directions of 
polarization by +45º and -45º such that the beams of the negative first and positive first 
order have the same polarization direction and interfere. The signal voltages of photo-
electric sensors 9 are A1, A2, B1, and B2. When the circular phase grating 3 moves 
relative to the scanning unit, two modulation signals, A1 and A2, with a phase shift of 
180º  can be detected at the output of two analyzers.  And so can B1 and B2. By con-
necting the photoelectric sensors 9 in difference, the DC component of light and dark 
current is rejected. Two symmetric 90º phase-shifted sinusoidal signals can thus be 
derived. The circular phase grating 3 is attached on the mechanics 2 which radius is R. 

3.3.2   The Theoretical Analysis of Range and Accuracy of Rotation Angle 
Measurement 

For the sinusoidal phase grating from references [10], it can be concluded that when the 
phase difference of the interference signal changes a cycle, the phase difference be-
tween diffraction waves will change dz /42 ππφ ==Δ . Where, z0=d/2 is the cycle 
constant of the phase difference. 

In this angle measurement system, the cylindrical radius of cylindrical holographic 
phase grating is R=112mm and on its surface, there are many sinusoidal diffraction 
grating stripes which is parallel to the axis of the cylindrical surface, the valid 
arc-length of the grating is ±10mm, and the grating pitch constant is 0.833um. By 256 
subdivision of the interference signal, the angle measuring range and resolution are  

°±=
±=

11.5

/100 Rφ
                                                                (5) 

"003.0
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≈
= ）（ Rdφ

                                       (6) 

3.3.3   Error Factors 
(1) Supposed the second derivative of absolute curvature to Y coordinate 

<0.00035radial, it causes the measurement error of phase grating interferometer is 
less than 0.06um, corresponding the angle measurement error is less than 0.075”; 

(2) Supposed the repeat error of rotation axis positioning is less than 0.1um, the angle 
measurement error that it causes is less than 0.184”.  

According to the square principle, the total angle measurement error of phase grating 
interferometer is less than 0.199”.  
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3.4   The Measurement Principle of Azimuth Angle of the Reference Line of 
Two-Dimensional Measurement and Control Device  

When Two-dimensional measurement and control device is moved to next work station 
position, the azimuth angle of the reference line of Two-dimensional measurement and 
control device in the absolute coordinate system should be measured again. The azi-
muth angle δ20 of the reference point O2(0,0) on the image plate of the reference target 
is measured (shown in figure 6). 
 

 
Fig. 6. The measurement principle of azimuth angle of the reference line of Two-dimensional 
measurement and control device 

By the refractive mirror of 180 degrees which is fixed along the horizontal direction 
or plumb directions, non-diffracting beam is deflected 180 degrees. By the use of the 
behind target, the reference azimuth angle δ20 (-5.11º~+5.11º) of the reference point on 
the image plate of the reference target to Two-dimensional measurement and control 
device can be measured and calculated as is shown in figure 7. 

δ20=δ2+ (x2-dd)/L01                                                    (7) 

Compared with O2(0,0), the offset of the facula center on the image plate of the ref-

erence target is S2(x2,z2),where S2= 2
2

2
2 zx +  and δ2 is the angle measured by the  

 

 

Fig. 7. The calculated diagram of azimuth angle of the reference line of Two-dimensional 
measurement and control device 
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phase grating interferometer. dd is the distance of reflected light beam to non- 

diffracting beam and L01 is the distance between Two-dimensional measurement and 

control device and the reference target. 
And more, the coordinates and the azimuth angle of the reference line of Two- 

dimensional measurement and control device in the absolute coordinate system are 
calculated. 

4   System Error Analysis 

4.1   The Rotation Angle Measurement Error of Two-Dimensional Measurement 
and Control Device 

The measurement error of rotation angle is less than 0.199” in one times, while meas-
urement of the two angles in two perpendicular sections of Two-dimensional meas-
urement and control device is inter-disturbed and supposed the measurement error is less 
than 3%, so the comprehensive measurement error of rotation angle is less than 0.2”.  

4.2   The Measurement Error of Horizontal Azimuth Angle in the Absolute 
Coordinate System 

The comprehensive measurement error of rotation angle of Two-dimensional measure-
ment and control device is less than 0.2”.The measurement error of the facula offset is less 
than 0.015mm/20m~0.15/200m, so the equivalent angle error is less than 0.155”. Ac-
cording to the square principle, the measurement error of horizontal azimuth angle, the 
measurement error of the front target, in the absolute coordinate system is less than 0.253”. 

4.3   The Angle Measurement Error of the Reference Line of Two-Dimensional 
Measurement and Control Device 

The measurement error of the horizontal azimuth angle of the reference target in the 
absolute coordinate system is also less than 0.253”. 

Supposed the refractive angle error of 180º refractive mirror is less than 0.2”and the 
positioning error of 180º reflection mirror is less than 0.15mm, so when the work sta-
tion position of Two-dimensional measurement and control device is advanced 200m 
(or 100m), the equivalent angle error of the rotation angle of the positioning error of the 
mirror is less than 0.155” in 200m (or 0.309” in 100m); 

According to the square principle, the angle measurement error of the reference line 
of Two-dimensional measurement and control device is less than 0.391” /200m(0.474” 
/100m). 

4.4   The Comprehensive Measurement Error of Horizontal Azimuth Angle in the 
Absolute Coordinate System 

According to the square principle, the comprehensive measurement error of horizontal 
azimuth angle in the absolute coordinate system is 0.507” /200m (0.573” /100m). 
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5   Summary 

The following is concluded  

(1) The comprehensive measurement error of horizontal azimuth angle in the ab-
solute coordinate system is less than 0.507”/200m; 

(2) The measurement error of yaw angle, the angle between non-diffracting beam 
and the axis of TMB on the horizontal plane, is less than 0.05mradial; 

Therefore, in this paper, a precise measurement method of azimuth angle is developed 
and the non-diffracting beam guidance system can be achieved with independent in-
tellectual property rights and it will improve the measurement accuracy of automatic 
guidance system of TBM in shield tunneling. 
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Abstract. In the Earth Pressure Balance shield construction, the soil dug in the 
capsule is difficult to form the "plastic flow state" and will cause three abnor-
mal operating conditions including occlusion, caking in the capsule and spew-
ing at the outlet of the dump device. These abnormal operating conditions will 
then trigger failure in tunneling, cutter-devices damage and even catastrophic 
incidents such as ground settlement. This paper effectively integrates mecha-
nism of abnormal operating conditions and knowledge of soil conditioning and 
establishes a uniform model of identification of abnormal conditions and intel-
ligent decision support system based on belief rule-base system. The model 
makes full use of knowledge of improving the soil, construction experience and 
data to optimize the model on-line. Finally, a numerical simulation with specific 
construction data is presented to illustrate the effectiveness of the algorithm. 

Keywords: Earth Pressure Balance Shield Machine (EPB), soil pressure cabin, 
abnormal operating condition, belief rule-base system. 

1   Introduction 

In the Earth Pressure Balance shield construction, the soil dug in the capsule is diffi-
cult to form the "plastic flow state" and will cause three abnormal operating condi-
tions including occlusion, caking in the capsule and spewing at the outlet of the dump 
device. These abnormal operating conditions will then trigger failure in tunneling, 
cutter-devices damage and even catastrophic incidents such as ground settlement. 

Liu pointed out that construction fault will arises if the soil in the pressure cabin 
don’t maintain the state of plastic flow [1]. According to the investigation report of 
the Japanese tunnel association, the EPB construction fault is half caused by caking, 
38.5% by occlusion, and 11.5% by spewing. 

In order to prevent the occurrence of abnormal conditions, we need to add suitable 
materials to convert the soil into "plastic flow state". But the prediction and  
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decision-making of the abnormal operating condition mainly depend on the experi-
ence of construction staff and often lead to construction faults by human uncertainties. 

In this paper, the mechanism of abnormal operating conditions and knowledge of 
soil improvement are effectively integrated to establish a uniform model (see Fig.1) 
which can identify the abnormal conditions and make intelligent decisions based on 
improved belief rule-base method. 

 

Fig. 1. Intelligent Decision-support System for Abnormal Operating Conditions 

2   Establish Mechanism Model of Abnormal Conditions 

2.1   Mechanism Model of Soil Caking in Capsule 

By reason of the lack of liquidity, the soil under the press of sealed cabin could be 
compacted to form a hard “cake”. In accordance with the conditions of EPB bound-
ary, the consolidation model of the soil has been established[2]. Based on one-
dimensional consolidation theory, one can define the degree of consolidation ( )U t  at 
point z  as follows 
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According to this formulation, the greater the permeability coefficient k  is, the 
greater the degree of consolidation U  is. The greater the compression coefficient  

va  is, the smaller U  is. So we can avoid caking problems in construction through 
improving the soil coefficients of permeability and compressibility. 

2.2   Mechanism Model of Soil Occlusion in Capsule 

When the soil in the capsule has a large internal friction angle, the friction between 
the soil and the sidewall is great.  If the pressure in front of tunneling interface is big, 
soil adhesion phenomenon will occur at the sidewall. If the adhesive soil increases, 
arch is prone to occur. Soil under pressure in the Shield machine capsule arches as 
shown in Fig.2. 
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Fig. 2. Arch in Capsule 

The pressure of the shield excavation interface can be calculated as[2] 

( )2
1 0 045 / 2 1tg ( (0)( ) )l wP H Z H Zϕ γ γ= − + + +−D  

Where
 
φ is the internal friction angle of soil,

 0 1K P′
 
indicates the pressure of shield 

machine at the top, 0K ′ is the static side pressure coefficient of the soil. τ is the effec-

tive range of agitator in the capsule. 
From the vertical force balance of the arched soil, we can get [2]  

2
0 1 1 10
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H
h

HB Bh f PdZ f PdZK P
τ

τγ
−

−+ = +∫ ∫  

Where h  is the height of the arched soil. 
According to the analysis of the model, the height of the arched soil has main rela-

tionships with φ, f and γ. Among them, the impact of φ plays a leading role, f and γ 
have little impact on h . so in order to avoid "blocking", we must improve the strength 
of  the soil in excavation.  

2.3   Mechanism Model of Water Spewing 

If the soil in the capsule and spiral conveyor cannot effectively resist the higher water 
pressure of the tunneling interface, water spraying will take place at the exit of spiral 
conveyor. Changes of water pressure in shield machine can be illustrated as Fig.3. 
Based on Darcy's law and flow balance, we can found the model [3] 

1
2

2
1

1

2QL QL
H H

KA KA
− −=  

Where 1L is the length of the capsule, 2L is Dump's length, 1A is Cross-sectional area of 

the capsule, 2A  is Dump's cross-sectional area, 1H  is water head of excavation sur-

face, 2H  is water head at exit of dump device, θ  is obliquity of spiral Dump, K  is the 

permeability coefficient of soil in sealed cabin, Q  is cross-section seepage of capsule 
and Dump device. 

With the equation we can see, permeability coefficient of soil in excavation is the 
most sensitive parameters and has a significant impact on 2H and Q . Therefore, im-

proving the permeability coefficient of excavation soil is the most practical and effec-
tive approach to prevent spewing. 
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Fig. 3. Water Pressure in Shield Machine 

2.4   Establish Rule Model for the Soil Improvement 

In this paper, we only analysis foam material as an example, and other additives can 
be modeled in the similar approach. 

As the bubble is a complex gas-liquid two-phase body, there is no unified test 
method or model to evaluate their performance. Generally the performance of the 
foam is given  through determination of experiment curve, such as Fig.4 [2].  

 

Fig. 4. Relationship between the Proportion of Mixing Bubble and Permeability Coefficient 

 

Fig. 5. The Causal Relationship between Foam Parameters and Parameters of Improved Soil 
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The causal relationship between foam parameters and performance parameters of 
improved soil can be illustrated in Fig.5. Knowledge of the rules of the cause and 
effect can be extracted from artificial experience, experiment data and mechanism 
analysis. 

3   Identification of Abnormal Conditions and Intelligent  
Decision-Making Model Based on Belief Rule-Base Method 

At present, in EPB construction, the type and quantity of adding material are deter-
mined ahead based on experience, and then, construction staff will repeatedly grope 
the best mixing ratio in construction, but often fail to achieve the effect, and delay the 
construction and increase the project cost. For this problem, this paper effectively 
integrates mechanism of abnormal operating conditions and knowledge of soil condi-
tioning to establish a uniform model of abnormal conditions identification and intelli-
gent decision support system based on belief rule-base system. 

3.1   Introduction of Belief Rule-Base Algorithm 

Abnormal working condition model contains a variety type of models such as quanti-
tative models, qualitative models, rule based models, and also contains a variety type 
of data, such as quantitative data, qualitative data, and rule knowledge based on the 
experience. In order to integrate these models and data with different attributes, this 
paper adopts improved Belief rule base methods to establish the model of abnormal 
working condition prediction and intelligent decision-making system. 

A belief rule base inference methodology using the evidential reasoning approach 
(RIMER) has been developed recently [4-10],where a new belief rule base (BRB) is 
proposed to extend traditional IF-THEN rules and to capture more complicated causal 
relationships using different types of information with uncertainties. This paper pro-
motes the rule-base algorithm to integrate various models and data. 

3.1.1   Belief Rule Base 
In order to capture the dynamics of a system, a belief rule base (BRB) with a collec-
tion of belief rules is defined as follows[8]: 
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Where 1 2, , ,
kTx x x"  represents the antecedent attributes in the thk  rule. k

iA  is the refer-

ential value of the thi antecedent attribute in the thk  rule. ,j kβ  is the belief degree as-

sessed to jD  which denotes the thj  consequent.  

BRB represents functional mappings between antecedents and consequents possi-
bly with uncertainty. It provides a more informative and realistic scheme than a sim-
ple IF-THEN rule base for knowledge representation. Note that the degrees of belief 

,i kβ  and the weights could be assigned initially by experts and then trained or update 

using dedicated learning algorithms [4,7]. 
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3.1.2   Belief Rule Inference Using the Evidential Reasoning Algorithm 
The evidential reasoning (ER) approach mainly consists of two steps, and here will 
review the ER approach. 

1) calculation of the activation weights 
The activation weight of the thk  rule at thn  step, ( )kw n  is calculated by [8]  
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Where iδ  is the relative weight of the thi  antecedent attribute that is used in the thk  

rule. Because ( )kw n  will be eventually normalized so that ( ) [ ]0,1kw n ∈ . Without loss 

of generality, ( ) [ ] ( ) [ ]0,1 and 0,1k in nθ δ∈ ∈ . ( ) ( )( )1 ,

ik k
k ii j

T
a n a n

δ

=
= ∏  is called the normalized 

combined matching degree. ( ),
k

i ja n  could be generated using various ways, depending 

on the nature of an antecedent attribute and data available such as a qualitative attrib-
ute using linguistic values.  The input information can be one of the following types: 
continuous, discrete, symbolic and ordered symbolic. In order to facilitate data collec-
tion, a scheme for handling various types of input information has been summarized 
by Yang [4,7,8,11]. 

2) rule inference using the evidential reasoning approach  
After activating all rules by the actual input vector ( )x̂ n at time instant n , the final 

conclusion ( )( )O Y n  is generated, using the ER analytical algorithms [7,8], as follows: 

( )( ) ( )( ) ( )( ){ }, , 1, ,ˆ j j kO Y n F D n j Tx n β= = = "  

Where ( )j nβ  denotes the belief degree in jD  at time instant n . 
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The logic behind the approach is that, if the consequent in the thk  rule includes iD  

with , 0i kβ >  and the thk  rule is active, then the overall output must be iD  to a certain 

degree, which is measured by both the degree to which the thk  rule is important to the 
overall output and the degree to which the antecedents of the thk  rule are activated by 
the actual input ˆ( )x n [4]. 
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3.1.3   Optimization Belief Rule-Base System 
Beliefs in a rule base may initially be provided by human experts based on individual 
experiences and personal judgments, and then optimally trained if observed input-
output data are available. In other words, ,i kβ  can be trained if appropriate data is 

available. In addition, a change in rule weights kθ  and attribute weights iδ  may have 

significant impact on the performance of a BRB system [8], so they also need to be 
trained for achieving desirable performance. 

( )pξ

ˆmy

my

ˆmx

 

Fig. 6. diagram of training process of Belief rule-base 

Fig.6 shows the process of training a BRB, where ˆmx  is a given input, ˆmy  is the 

corresponding observed output which either measured using instruments or assessed 
by experts, my  is the simulated output that is generated by the BRB system and ( )Pξ  

is the difference between ˆmy  and my .  

The observed training data is composed of M input-output pairs 
( )ˆ ˆ,    ( 1, , ) m mx y m M= … , where ˆmy  is subjective and represented using a distributed as-

sessment with different degree of belief as follows: 

( )( ){ }ˆˆ , , 1, ,m j jy D m j Nβ= = …  

Where jD  is the reference (linguistic) term in the consequent part of a rule, and ( )ˆ
j mβ  

is the degree of belief to which jD  is assessed for the thm  pair of observed data. A 

subjective conclusion my  that is generated by aggregating the activated rules can also 

be represented using the same referential terms as the observed output as follows: 

( )( ){ }, , 1, ,m j jy D m j Nβ= = …  

Where jβ  is generated by the BRB for a given input. 

It is desirable that, for a give input ˆmx , the BRB system can generate an output, 

which is represented as ( )( ){ }, , 1, ,m j jy D m j Nβ= = … , which can be as close to ˆmy  as 

possible. In other words, for the thm  pair of the observed data ( )ˆ ˆ,m mx y , the BRB is 

trained to minimize the difference between the observed belief ( )ˆ
j mβ  and the belief 

( )j mβ  that is generated by the BRB system for each referential term. Such a require-

ment is true for all pairs of the observed data. This leads to the definition of the objec-
tives for all referential output terms as follows: 
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The detail of solving this optimal training problem can be seen in references [4,7,9]. 

3.2   Integration of Abnormal Operating Conditions Based on Belief Rule-Base 
Model 

Through the belief rule-base method, abnormal working conditions mechanism model 
and soil improvement model can be integrated, as illustrated in Figure 7. And the 
integration the model can be updated online with the new knowledge and abnormal 
condition data. 

 

Fig. 7. Integrated Abnormal Condition Forecasting Model 

4   Numerical Simulation 

In order to verify the effectiveness of the algorithm, sand situation encountered in the 
Guangzhou EPB shield tunneling construction is selected(the detail information can 
be seen in [2,12]). The distribution of soil particle size is illustrated in Fig.8. 

The distribution of sandy in Guangzhou is uneven with a small average particle 
size in a very narrow particle size range. In normal shield construction of Guangzhou, 
arch happen frequently, and soil arching factor increase over times. The adding mate-
rial is Meyco Fix Slf30 [2,12], the permeability coefficient of sand is 6101.21 m s−× , 
digging head is 14m . Based on belief rule base, the mechanism model of occlusion, 
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experience of soil improvement and data of construction are integrated to establish 
identification of occlusion abnormal conditions and intelligent decision-making 
model. The forecast effect of the model is illustrated in Fig.9, which shows that the 
model is good at the prediction of anomaly and the intelligent decision-making of 
bubble ratio.  
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Fig. 8. Particle size curve 

 

Fig. 9. Influence Prediction of bubbles ratio to arch coefficient 

5   Conclusion 

In this paper, mechanism of abnormal working conditions and knowledge of soil 
improvement are effectively integrated by improving the belief rule base, to establish 
a unified identification of abnormal conditions and intelligent decision-making model, 
which can effectively integrate a variety of attribute data and multi-attribute model, 
and make full use of knowledge of soil improvement, construction experience and 
construction data to update itself on-line. Finally, a model is established using data 
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and parameters given reference, to identify abnormal conditions and make intelligent 
decision, for problems in Guangzhou where occlusion is prone to happen. The simula-
tion result shows that the model can forecast abnormal working conditions, decide  
the bubble ratio intelligently, and increase the effectiveness and efficiency of soil 
improvement. 
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Abstract. Cutter head is one of the most important components for the full-face 
rock tunnel boring machine (TBM), in which the layout design of the disc 
cutters is a key issue. Considering the complex engineering technical 
requirements, this paper studied an ant colony optimization (ACO) algorithm to 
solve the disc cutters plane layout problem. The searching space of the design 
variables (disc cutters’ position) were dispersed by setting several different 
search steps, then an ACO algorithm was adopted to search the best searching 
step of each design variable dynamically during the whole optimization process. 
Finally, the disc cutters layout design instance was solved by the ACO method 
to demonstrate its feasibility and effectiveness. The computational results 
showed that that ACO method can provide various disc cutters layout schemes 
for engineers choosing from. 

Keywords: Full-face tunnel boring machine, Disc cutters, layout, Ant Colony 
Optimization. 

1   Introduction 

The full face rock tunnel boring machine (TBM) has been widely applied to the 
subway, the railway, the highway and the water-electricity projects. Disc cutters 
layout design of the TBM is the most effective way to improve the global 
performance of a TBM [1], which directly affects its boring performance, its service 
life, its main bearing of the cutter head, the vibration of the TBM and the noise. 

The layout design of the disc cutters is closely related to the process of cutter 
penetration into the rock and the cutting force models. Many investigators have 
studied the cutting force models that can be used to calculate the normal force and 
rolling force, these models can be divided into two categories: one is the Semi-
theoretical model, it is constructed based on the Linear Cutting Machine(LCM) 
testing and the theoretical analysis, such as the Colorado School of Mines(CSM) 
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model [1][2]. The other is the empirical model; it is constructed based on the 
historical field performance of machines, such as the Norwegian Institute of 
Technology (NTH) model [3]. Among all the cutting force models, the multi-factor 
cutting force models (e.g. CSM and NTH) are more widely accepted and used in the 
industry, since all the effects of ground conditions, rock properties, machine 
parameters, and operational and practical constraints are considered. 

The disc cutters layout design correlates with the disc cutters head force, the 
crushed rock mobility and the manufactural process of the cutter head [4]. The disc 
cutters layout design includes the disc cutters spacing design and the disc cutters 
plane (circumferential) layout. Considersing the studying of the disc cutters’ spacing 
design, many investigators adopt the numerical simulation method [5-7] and the 
Linear Cutting Machine (LCM) experiment method [1, 4, 8-10]. the cutters space 
design is excluded in this paper. After determine the cutting spacing among the disc 
cutters, the next step is to place all the disc cutters circumferentially on the face of the 
cutter head. CSM computing model can be used to design the disc cutters layout and 
calculate individual loads. Rostami [11] surveys the methods of the hard rock TBM 
cutter head modeling that has been a successful tool used by the industry at various 
levels of sophistications relative to the end use. Zhang [12] studies the spiral layout 
rule of the disc cutters and gives the computational equations of the simplified cutter 
head forces distribution.  

The layout design of the disc cutters should meet the geometry constraints and 
other performance constraints. It belongs to the complex engineering design problem 
and involves with multi-disciplines knowledge, a practical computational model for 
the disc cutters layout problem should be established, and then the advanced 
computational methods should be studied to solve the problem efficiently. 

It can be seen that researches on the process of cutter penetration into the rock and 
the cutting force models have been widely studied, but there are only a few researches 
on the disc cutters plane layout design. In this study, according to the complex 
engineering technical requirements and the corresponding cutter head structure design 
requirements, a nonlinear multi-objective disc cutters layout mathematical model with 
complex constraints was given, and then a ACO method was used to solve the disc 
cutters layout design problem. Finally, the disc cutters layout design instance of the 
TBM was solved by the ACO method. 

2   Problem Statements 

As shown in Fig. 1, the discs are so arranged that they contact the entire cutting face 
in concentric tracks when the cutter head turns. The separation of the cutting tracks 
and the discs are chosen depending on the rock type and the ease of cutting. The size 
of the broken pieces of rock results from this. The rotating cutter head presses the 
discs with high pressure against the face. The discs therefore make a slicing 
movement across the face. The pressure at the cutting edge of the disc cutters exceeds 
the compressive strength of the rock and locally grinds it. So the cutting edge of the 
disc pushes rolling into the rock, until the advance force and the hardness of the rock 
are in balance. Through this displacement, described as net penetration, the cutter disc 
creates a high stress locally, which leads to long flat pieces of rock (chips) breaking 
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off. According to the relative literatures [11] [12] and the practical engineers’ 
experiences, the technical requirements of disc cutters plane layout design are 
summarized as following: 

① the amount of eccentric forces should be as small as possible; 
② the amount of eccentric moments should be as small as possible; 
③ Two adjacent disc cutters should crush the rock successively to keep the high cutting 

efficiency; 
④ All the disc cutters should be contained within the cutter head, with no overlap among the 

disc cutters; 
⑤ The position error of the centroid of the whole system should not exceed an allowable value, 

and the smaller the better; 
⑥ all the disc cutters should not interference with manholes and buckets respectively. 

1-Center cutte rs; 2-Normal cutters; 3-Gauge cutters; 
 4-Reaming cutters; 5-manhole; 6- muck buckets 

2 

1

3 

4

5 

6

 

Fig. 1. A disc cutter layout scheme 

3   Mathematical Model 

Suppose that the set of disc cutters to be located on the cutter head with R radius is 

CUTs={Cut1, Cut2,…, Cutn}， where n=total number of disc cutters. 1{ , }, qU U=U  

indicates the dynamic rock properties. As shown in  
Fig. 1, all the disc cutters are simplified as circles in this work and regarded as 

rigid bodies with uniform mass distribution. So the ith cutter can be denoted by 

i i i ( , )Cut p r , where T 3
i i i i=( , , ) Rρ θ γ ∈p

 
= position of a reference point (the 
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centroid of the object in this paper) of Cuti in the coordinate system oxyz, 
(0, )i Rρ ∈ =the radius of ith cutter from the center, [0,2 )iθ π∈ = the position angle of 

the ith cutter, [0, )
2i

πγ ∈ =the tilt angle of the ith cutter, ri = radius of the cutter. 

Generally, the tilt angle of the normal cutter is zero, the masses and dimensions of all 
the disc cutters are given in advance, so pi are the variables to be manipulated in the 
following procedure. Thus, a general disc cutters layout scheme of a cutter head can 
be formulated as: 

1 2 i i i{ , , , }, { , , }, 1, 2, ,n ix x x x i nρ θ γ= = =X  (1)

Then based on the technical requirements of disc cutters layout design, the 
mathematical model of whole disc cutters layout problem can be formulated as 
follows:  

Find a layout scheme X∈R3n, such that 

1 2 = ( , )=( ( , ), ( , ))I I If U f U f Umin
∈X D

y X X X  (2)

s.t. 
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(5)

Manholes and buckets constraints: 

8 ( , ) { {1, , }: }I
ig i n cut OP= ∀ ∈ ∩ ∈∅X U  (6)

where D denotes the feasible region of variable X, 1( )f X  denotes the side force Fs of 

the cutter head. 2 ( )f X  denotes the eccentric moments of the cutter head. In this 

paper, a semi-empirical cutting forces model proposed by Rostami [11] was adopted to 
calculate the normal force. jViΔ denotes the overlapping area between the Cuti and the 

Cutj. θΔ  denotes the allowable angle difference between the two adjacent disc 
cutters. Om(xm, ym)=real centroid of the whole system and Oe(xe, yee)=expected 

position of Om, icut OP∩ ∈∅  denotes the ith cutter is not to overlap with the 

manholes and the buckets respectively. 
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4   A Quasi Combinatorial Model of the Cutters Plane Layout  

Disc cutters plane layout problem belongs to a multi objective optimization problem 
with nonlinear constraints. The swarm-based computing methods (such as the ant 
colony algorithm, etc.) had been proved to be an effective way to solve the complex 
optimization problems. Ant Colony Optimization (ACO), originated by Colorni [13], 
is a recently developed, population based approach that has been successfully applied 
to several complex optimization problems, such as the TSP [13, 14], the Assignment 
problems [15] and the job-shop scheduling problems [16]. ACO meta-heuristic has 
been proposed to provide a unifying framework for most applications of ant 
algorithms to combinatorial optimization problems. To avoid the search getting stuck, 
Dorigo [13] proposes an Ant-Q system, in which a random searching method is set to 
determine the searching situation between the “known information” and “unknown 
information” before ants select the next city. Based on the Ant-Q system, Stützle and 
Hoos [17] proposed a Max–Min Ant System (MMAS). 

According to the TSP model characters, this paper dispersed the searching space of 
the design variables (Disc cutters position) by setting several different search steps. 
Supposed that xi(t)∈R is the ith design variable of the disc cutters at the t moment, 
then the next feasible value of xi(t+1) at the (t+1) moment can be formulated as: 

1 2

( ) ( ),

( 1) { ( ) ( , , , ) ,}

1,2, ,

i i

T
i i i i iq

x x t s j

x t x s j sp sp sp

j q

= +
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=

 (7)

That is, each ant is limited to move along q discrete searching steps evenly distributed 
around its current position. The q searching steps are named step 1, step 2…, and step 
q, respectively. It can be seen that there are q possible searching steps for each design 
variable in the next searching step. The definitions of the discrete variable feasible 
searching step transform the cutters plane layout problem into a series of 
combinatorial optimization problems. Based on the above mentioned process, this 
paper constructed a quasi combinatorial cutter plane layout model, which was 
illustrated in Fig. 2. 
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Fig. 2. Quasi combinatorial Model of the disc cutters layout 
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In constructing the cutters layout design scheme, each variable is asked to select 
one of the q feasible search steps and is regarded as a decision point. All decision 
points form a set of decision points D. There are totally q feasible directions (called 
the solution components hereafter) for the ith variable to choose. As shown in Fig. 2, 
each circle denotes the q feasible search steps of a variable, which forms a set of 
search steps Ei= {1… q} of the ith variable. When the construction of a LST is 
completed, a path linking all the decision points comes into being, as shown by the 
arrows in Fig. 2. 

5   ACO-Based Cutters Plane Layout Design Algorithm 

Based on the above-mentioned quasi combinatorial model and the MMAS by Stützle 
and Hoos [13], a local search transformation ACO algorithm for the cutters plane  
 
Begin 

Initialize the population size, the initial search steps

of all variables and the number of the ants，t =0， count

=0; 

For (count=0; count< Countmax; Countmax++) 

Set all elements of the trial intensity matrix as

τmax; 

For each anti（i=1,2, …,n） 

 Select the jth solution component with a

probability Pij; 

End For  

Produced all new candidate solutions； 

Evaluate the candidate solutions; 

Get the best individual antopt and the path Lopt; 

Update the trail matrix;  

If no improvement occurs and at least one element

in the “best” path is non zero 

Adjust the current searching step scheme

according to the path. 

End If 

End For 

 Output the best searching step scheme and save the best

cutters plane layout design scheme. 

End  
Fig. 3. Procedure of the ACO algorithm 
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layout problem was developed. Its main idea is: iteratively the MMAS was used to 
solve the cutters plane layout problem with dynamic searching steps until the 
termination criterion is satisfied. All variables synchronously search for the optimal 
search step around their current positions, which improves the design objectives as 
much as possible. The procedure of the ACO algorithm can be described as Fig. 3. 

6   Application Instance 

Taking the disc cutters layout design of full face rock TBM of a water tunnel project 
as a background, Forty one disc cutters need to be located on the cutter head surfaces 
shown in  

Fig. 1. The relative parameters are as following: ①Rock physical properties：the 
rock is mainly in granite-based geology，the punch shear strength of rock 

τ =7~13(MPa)，the Uniaxial compressive strength of rock cσ =50~93.6 (MPa)，the 

Brazilian tensile strength tσ =2.14~4 (MPa). ②Cutter head geometry：the cutter 

head radius R=4.015m， the rotational speed of cutter head ω =6(r/min)= 0.6283 
rad/s，the mass of each cutter  M=200kg，the diameter of each cutter 
D=483mm，the cutter tip width T=10mm, the cutter penetration P=7mm，the cutter 
edge angle α = 1.5708 rad. The center cutter number n1=8、the gage cutter number 
n2=10、the normal cutter number n3=33. The whole technical requirements of the 
disc cutters layout design are as following：the expected centroid position of a cutter 
head xe=0mm, ye=0mm, the allowable centroid error of the whole 
systemδxe=5mm,δye=5mm. According to the engineering requirements, four 
manholes are located on the cutter head, the radius of the manholes is 200mm, and the 
locations of the manholes are listed in Table 1. Eight buckets are located in the cutter 
head symmetrically; their locations are listed in Table 2. The basic problem is to 
optimize the objective function formulated by Eq.(2) while satisfying the 
technological constraints given by Eqs.(3)–Eqs.(6). 

Table 1. Locations of the manholes 

No. 1 2 3 4 

ρ /mm 2700.000 2700.000 2700.000 2700.000 

θ /rad 1.2217 2.793 4.363 5.934 

Table 2. Dimensions and locations of the buckets 

No. 1 2 3 4 5 6 7 8 

ρ /mm 3700 3500 3700 3500 3700 3500 3700 3500 

θ /rad 0.611 1.396 2.182 2.967 3.753 4.538 5.323 6.109 

Length/mm 700 900 700 900 700 900 700 900 

Width/mm 300 300 300 300 300 300 300 300 
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Table 3. The performance indices of the optimal layout scheme and the original layout scheme 

Methods vM / 

KN.m 
sF /KN 

mx /mm my /mm
Overlapping 

area 

Unsuccessive disc 

cutters’ number 
time/S 

Original layout 

scheme 
154.840 11.558 -2.135 -0.221 0.000 4 Unknown

Best 3.528 8.36 0.5 -0.58 0.000 2 512 
ACO 

Average 16.623 9.52 -0.532 0.262 0.000 3 543 

         
1 Normal cutters and gage cutters； 2 Manholes； 3 Buckets；4 Center cutters； 

4

2

3

1

(a) The original disc cutters Layout scheme (b) The obtained optimal disc cutters layout scheme  

Fig. 4. The layout schemes of the disc cutters 

 

Fig. 5. Discrepancies of the solutions solved by ACO 
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The numerical experiments were run on an AT-compatible PC, with 1.6GHz Intel 
processor and 2.00 GB Memory. An ACO algorithm was used to solve the disc 
cutters plane layout problem. The total running times of ACO is 20; the performance 
indexes of the optimal layout scheme solved by two methods were listed in Table 3. 
The disc cutters Layout scheme was shown in  

Fig. 4. Discrepancies of the solutions solved by ACO were shown in Fig. 5. 
The data in Table 3 showed that, compared with the original disc cutters layout 

scheme, ① ACO obtained the lower value of the side force and the eccentric 
moments of the cutter head. And the side force and the eccentric moments of the 
cutter head of the original scheme are higher. ② as shown in  

Fig. 4, the optimal disc cutters layout scheme solved by ACO can make all 
adjacent disc cutters cut the rock successively with a relative larger position angle 
difference; ③ the static balance value of the cutter head solved by ACO is lower than 
that of  the original disc cutters layout scheme; ④ as shown in Fig. 5, after running 20 
times, ACO can provide various disc cutters layout schemes for the engineers 
choosing from; ⑤ ACO can obtain a optimal disc cutters layout scheme within a 
shorter running times. 

7   Conclusions 

Based on the technical requirements of the cutters plane layout design, this paper 
constructed a quasi TSP-based cutters plane layout model, in which the searching 
space of the design variables were dispersed by setting several different search steps. 
An ACO algorithm was adopted to search the best searching step of each design 
variable dynamically during the whole optimization process. Computational results 
showed that the proposed method can not only produce various cutters plane layout 
design scheme with better technical indexes, but also can improve the computational 
accuracy of the solutions. 
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Rotational Moment Analysis and Posture Rectification 
Strategy of Shield Machine* 
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Dalian, Liaoning, China 
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Abstract. The rolling phenomenon of the shield body occurs frequently in the 
process of practice construction, which could lead to the derivation of the shield 
machine and increase the difficulties of the excavation control. It is mainly 
caused by the rotation of the cutter head. Based on this practical problem, we 
investigate the forces around the shield body and the cutter head. Meanwhile, 
the positive and negative rotary controlling techniques are developed to regulate 
the deviated rolling angle. These studies would provide theoretical basis to the 
further research about the whole postures rectification of the shield machine.  

Keywords: Shield machine, Rotation moment analysis, Rectification strategy. 

1    Introduction 

1.1   Shield Tunneling Method 

Shield machine is an important technique equipment in basic construction and re-
source development, which is widely applied in tunnel, railroad, highway, mineral 
mountain etc underground construction. The shield tunneling method is a method to 
construct tunnel with shield machine. During shield excavation, the jack at the shield 
tail push the tunnel segment which had been assembled where a reaction force oc-
curred to make the shield going forward, at the same time the excavation plane must 
keep stabile. 

Comparing with cut and cover method, shield tunneling method have some merits 
as follows: 

1, Less occupied ground surface, less land expropriation cost. 
2, The influence of weather condition is small, so there will be longer effective 

construction time comparatively. 
3, Soft soil, sand egg soil, soft rock and the rock strata are all applicable. 
4, The construction speed is quick.  
5, The influence to the environment is small. 

According to the above merits, the shield tunneling method get extensive application. 
                                                           
* We thank the Chinese National Basic Research Program (973 Program) (No.2007CB714006) 

for the financial support of this investigation. 
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1.2   Rotation Posture Rectification 

Position and posture of shield machine is important to precision of tunnel construction 
during excavation. But there must have deviation from actual position and posture to 
desired position and posture. So the rectification of the deviation is necessary.  

In this paper, we do not discuss position rectification. In posture rectification, only 
rotation rectification is considered.  

Posture of shield machine is described by three parameters: the pitching angle 
pθ , 

the yawing angle 
yθ  and the rotation angle 

rθ . The pitching angle 
pθ  is the angle be-

tween shield machine axis and horizontal plane. The yawing angle is the angle be-
tween shield machine and vertical plane through the shield machine axis. The rotation 
angle is the angle that the shield machine rotates on the shield machine axis. In the 
following description, replace 

pθ  with θ . To illustrate θ , the following coordinate 

system is established.  
 
 
 
 
 
 
 
 
 
 
 
 
 

Fig. 1. Coordinate systems are established 

The global coordinate system EC  is selected so that the z  axis is vertically down-
wards and the x  and y  axes are on a horizontal plane. The x , y  and z  axes are per-

pendicular to each other and follow the right-hand rule. 
A machine coordinate system MC  is selected so that the p  axis is vertically down-

ward when the shield being not rotate and the r  axis is in the direction of the machine 
axis. The MC  consolidate with the shield. The origin of the machine coordinate sys-
tem is selected at the center of the shield tail plane. The p , q  and r  axes are perpen-

dicular to each other and follow the right-hand rule.  
A reference coordinate system MVC  is selected so that the 

vp  axis is through the 

cross-line of VP  and shield tail plane and the 
vr  axis is in the direction of the machine 

axis. The 
vp  and 

vq  axes are on the shield tail plane. The VP  is the vertical plane 

through shield axis. The origin of the reference coordinate system is selected at the 
center of the shield tail plane. The 

vp , 
vq  and 

vr  axes are perpendicular to each other 

and follow the right-hand rule.  

x

y
z

vp p

vq

q

vr

θ

θ

r

x

MC

EC

MVC VP
o

 

shield tail



 Rotational Moment Analysis and Posture Rectification Strategy of Shield Machine 455 

The angle between p  axis and vp  axis is the rotation angle θ . The θ  is positive 
for counterclockwise rotation of shield (view from shield tail).  

Shield rotation posture rectification means zero θ  when θ  is not zero.  
During excavation, if  θ  is not zero, the actual jack thrust distribution will be dif-

ferent from theoretical jack thrust distribution. That will lead to algorithm deviation. 
More serious condition is that θ  is over certain threshold which will lead to propul-

sion failure and segment assembly failure. 

1.3   Previous Research 

In literature [1], the silt sandy ground in Shanghai area is taken as prototype, then 
different parameters of shield machine and ground properties be combined for testing. 
Based on the test results, studies are carried out to discover the variation law of thrust 
force, the mechanism of friction between soil and shield and its influence factors. In 
literature [2], soil cutting force was investigated and a soil cutting force model was 
proposed. In literature [3,4,5], the reasonable calculation method of thrust force and 
its influencing factors were studied by applying mathematics and mechanics based on 
the working mechanism of EPB shield machine. 

In order to research on shield rotation rectification, a shield rotation moment model 
must be established. The previous research is helpful to establish the model, but no 
specialized research was carried on.  

2    Rotation Rectification Strategy 

The rotation rectification strategy includes four steps: rotation angle measurement, 
cause analysis, need to rotation rectification or not, rotation rectification. Rotation  

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 

rotation angle measurement 

cause analysis  

rotation rectification 

need to rotation  
rectification or not 

                     Fig. 2. Rotation rectification steps 
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angle measurement can be measured by an inclinometer in the shield. Based on the 
shield rotation moment model, the reasons that cause the current rotation situation 
could be found out. If θ >1.5o , rotation rectification by counter rotation of cutter is 
needed.  

When 
pθ  and 

yθ  rectification is proceeding, rotation rectification is not carried on. 

When the shield machine is in curve alignments, rotation rectification is also not car-
ried on. 

To investigate the reasons that cause the rotation situation, the shield rotation mo-
ment model must be established.  

3   Modeling of the Shield Rotation Moment  

The loads acting on the shield are composed of four forces: force due to the self-
weight of the shield 

1F , force due to the jack thrust 
2F  , force acting at the face

3F , and 

force acting on the shield periphery 
4F , as illustrated in Fig. 3. Corresponding to the 

forces, the moment around the shield axis are 
1T , 

2T , 
3T  and

4T  respectively. 

 
Fig. 3.  Shield loads 

3.1   
1T  Corresponding to the Shield Self-weight 

1F  

The point of the self-weight is on the shield axis, so there is not any moment around 
shield axis.  

That means 
1 0T = . 

3.2   
2T  Corresponding to the Jack Thrust 

2F  

The force 
2F  is composed of jack thrust 

21F  and friction on the interface between the 

jacking plate and the segment 
22F . The direction of 

21F  is parallel to shield axis, so 

there is not any moment around shield axis. The force
22F  produces moment around 

shield axis. 

1F

4F

4F

3F2F
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(3)

where jsα is the ratio of resistance to friction between jack and segment[6,7]; jsμ is 

the coefficient of mobilized friction between jack and segment; jif  is the ith jack thrust 

force; iα  is the angle between the ith jack and q  axis; ( )sign CF  a positive sign for 

counterclockwise rotation of cutter face (viewed from shield tail). 
Then 

2
1

( )
n

js js ji
i

T r sign CF fα μ
=

= ∑  (4)

Where r  is the radius of the jack from the r axis.  

3.3   3T  Corresponding to the Force Acting at the Shield Face 
3F  

3 31 32 33 34F F F F F= + + +  (5)

Where 31F  is the force due to the earth pressure acting on the panel of cutter face; 

32F  is the force due to the muck in the chamber; 33F  is the force due to the earth 

pressure acting on the edge of the cutter face and 34F  is the cutting force. 
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31F32F
33F

34F

 
Fig. 4. The force acting at the shield face 

3.3.1   The Force Due to the Earth Pressure Acting on the Panel of Cutter Face 

31F  

According to soil mechanics[8,9]: 

0CP K hσ γ=  (6)

Where cpσ is the earth pressure on the cutter face panel; 0K  is the horizontal earth 

pressure coefficient; γ  is soil bulk density; h  is the vertical depth of the integrated 

area of cutter face from the ground surface. 

sinh H r α= −  (7)

Where r  is the radius of cutter face; H  is the vertical depth of the center of cutter 
face from the ground surface. 

Then the normal earth pressure 31
rF  

2 22

31 0 0

0 0

(1 ) ( sin ) (1 )
4

D

r D
F K H r drd K H

π πη γ α α η γ= − − − = − −∫ ∫  (8)

Where η  is the cutter face open rate; msμ  is the coefficient of mobilized friction be-

tween muck and shield; D  is the cutter face diameter. 
Then  

2

31 0(1 ) ( )
4ms

D
T K Hsign CF

πμ η γ= − −  (9)

3.3.2   The Force Due to the Soil in the Chamber 32F  

The forces due to the soil in the chamber concerning to the shield rotation include 
friction forces between the soil with the bulk, with shield cylindrical inner face and 
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with the rear of cutter face. In this paper, only the friction force between the muck 
with the rear of cutter face is taken into account.  

Then 

2

32 0(1 ) ( )
4ms

D
T K Hsign CF

πμ η γ= − −  (10)

3.3.3   The Force Due to the Earth Pressure Acting on the Edge of the Cutter 
Face 33F  

0 0(1 ) sinK K Kα α= − +  (11)

Then 

2

33 0 0

0

( ) ((1 ) sin )( sin )ce msT rl sign CF K K H r d
π

μ α α α= − − + −∫  (12)

Where cel  is the cutter face thickness.  

3.3.4    The Cutting Force 34F  

0cyif =∑ , that is 

0 0 0 1 1 1cos sin cos ( )sin 0c c cN N N cS Nα μ α θ μ θ− + − + =  (13)

0ccif =∑ , that is 

0 0 0 1 1 1sin cos sin ( )cos 0c c cN N N cS Nα μ α θ μ θ+ − − + =  (14)

Thereby 0N ， 1N  are obtained. 

Then the cutting force of one knife tF  is, 

0 0 0
0 1

0 1

cos sin
cos sin cos sin
sin cos sin cos

c
t

c c

c c

cS
F N Nα μ α α μ α θ μ θ

α μ α θ μ θ

= − = − −+
+ +

 
(15)

Where cS  is the soil rupture area. 

sinc e
c

P
S l

θ
=  (16)

Where P  is the cutting depth of specific cutter, el  is the width of cutter. 
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Fig. 5. The cutting force model 

1
(90 )

2cθ ϕ= −  (17)

Where ϕ  is the internal friction angle of the soil. 

v
p

n m
=

×
 (18)

Where v  is the shield propulsion speed, n  is the cutter face rotation velocity, m  is 
the number of cutter at the same assembly radius. 

34 i ti iT a F r=∑  (19)

Where ir  is the ith cutter assembly radius. ia =1 for active cutter and 0 for inactive 

cutter. 

3.4   
4T  Corresponding to the Force Acting on the Shield Periphery 

4F  

As to 
4F , a simplified method is introduced. 

4 msF DLfμ=  (20)

Where D  is the diameter of the shield, L is the length of the shield, f  is the fiction 

on unit shield periphery area. 

( )
2

v h
ms

u
f

D

σ σμ
π

+= +  (21)

cθ

α crf
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p

0N

1N

p
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v Hσ γ=  

(22)

2( 2) tan (45 2)o
h H Dσ γ ϕ= + −  

(23)

Equilibrium that keep the Rotation balance 

4 ( )ms msT r sign CF DLfα μ=  (24)

where msα is the ratio of resistance to friction between shield and soil around shield. 

4    Conclusion 

Concerning 1 0T = , the equilibrium that keep the Rotation balance is  

2 3 4 0T T T+ + =  (25)

The hindering moments of shield rotation are 2T  and 4T . The moment that causing 

shield rotation is 3T . 2T  and 4T  are passive moment, and 3T  is positive moment. 

Under normal circumstance, the moments that provided by 2T  and 4T  are much 

larger than 3T , so the shield keep un-rotation. 2T  is proportional to jack thrust force. 

4T  is relative to characteristic of soil around the shield. 3T  is relative to characteristic 

of soil front of the shield, shield machine propulsion speed and cutter face rotation 

velocity. 3T , especially 34T , changes acutely with the actual working conditions.  

With the increasing of the 34T , the possibility of shield rotation goes high. For in-

stance, cutting large stones, excavating from sand to clay and increasing the propul-

sion speed will increase 34T .  

5    Rotation Rectification Practice 

After the measurement of inclinometer, if θ >0.5o  and θ <1.5o , then rotation rectifica-
tion could not be carried on. In this situation, the reason causing the rotation deviation 
must be concerned. If the rotation is due to cutting the large stones in front of the 
shield, then the excavation parameters should remain unchanged. If the rotation is due 
to that the shield is in the process from sand to clay, then the ratio of cutter face  
rotation velocity to shield propulsion speed should be increased to prevent further 
rotation.  

If θ >1.5o , then the rotation rectification should be carried on. If the rotation is due 
to cutting the large stones in front of the shield, then the excavation parameters should 
remain unchanged and rotation rectification by counter rotation of cutter is needed. If 
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the rotation is due to that the shield is in the process from sand to clay, then the ratio 
of cutter face rotation velocity to shield propulsion speed should be decreased and 
rotation rectification by counter rotation of cutter is needed. After the rectification is 
done, the ratio of cutter face rotation velocity to shield propulsion speed should be 
adjusted to prevent over rectification. 

In curve alignments, the friction between shield and the soil around the shield in-
crease, so the possibility of rotation gets smaller. But when the shield machine is in 
curve alignments, rotation rectification is not carried on, so the inclinometer values 
should be observed closely the inclinometer values, and the excavation parameters 
should be kept well, to prevent over rotation. 
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Abstract. In the shield tunneling construction, the inclinometer is usually util-
ized to measure the pitching angle and rolling angle of the shield machine in 
real-time. However, the nonlinearity and the temperature characteristic of the in-
clinometer always result in large measurement error. In order to improve its 
measurement accuracy, the research on compensating the nonlinear error and the 
temperature drift error based on BP neural network is presented in this paper. 
The characteristic of the inclinometer is studied by experiment at first and then 
its inverse model is built using BP neural network and trained with an amount of 
experimental data; finally the trained model is used to compensate the measure-
ment error. The experimental results verify that the proposed compensation 
method can improve the measurement accuracy of the inclinometer greatly by 
correcting the nonlinearity and eliminating the influence of temperature. 

Keywords: Inclinometer, Shield Machine, Nonlinear Error, Temperature Drift 
Error, BP Neural Network. 

1   Introduction 

Shield tunneling method has been applied to the subway tunnel construction increas-
ingly in recent years due to its many advantages, such as rapid construction speed, 
security, good quality, slight impact on the environment and so on. In order to guaran-
tee the construction quality, it is necessary to determine the position and posture of 
the shield machine accurately in real-time so that the shield machine can be driven 
ahead along the DTA (Designed Tunnel Axis). Therefore, it puts forward a high re-
quirement on the measurement accuracy of the attitude angle in engineering. The 
results of the simulation experiment in MATLAB showed that the measurement error 
of the instrument must be within 0.8mrad in order to ensure the measurement error of 
each attitude angle is less than 1mrad. 

As an important component of attitude measurement system for the shield ma-
chine, the inclinometer is of high resolution, high performance-price ratio, low power 
consumption and etc. It is mainly used to measure the pitching angle and the rolling 
angle of the shield machine. Therefore, the measurement accuracy of the inclinometer 
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affects that of the two attitude angles directly. However, it is discovered by experi-
ments that the available inclinometer can satisfy the accuracy requirement only when 
the measuring angle is smaller and its the measurement error will become larger obvi-
ously with the increasing of the measurement range. Besides, its measurement accu-
racy is susceptible to the variation of operating temperature. Thus, the measurement 
error of the inclinometer must be compensated effectively so as to meet the required 
measurement accuracy of the attitude angle in engineering. Nowadays, there are 
mainly two kinds of methods of error compensation for sensors: hardware improve-
ment method [1] and software compensation method. The former can decrease the 
measurement error of sensors with additional compensation circuit. However, it also 
brings about many problems, such as complex circuit, poor universality, low precision 
but high cost and so on. Hence, it is seldom adopted in the practical applications. 
There are many methods about software compensation, such as correction method of 
nonlinear inverse function [2], polynomial curve fitting approach based on least 
square method [3-4] and etc. There is no theoretical error to the correction method of 
nonlinear inverse function, but it is rather difficult to obtain the nonlinear inverse 
function accurately in practical applications. Moreover, the nonlinear factor is the 
only consideration for this method, so it can’t get high compensation accuracy. As a 
result, its application is also restricted. Generally speaking, the polynomial curve 
fitting approach based on least square method can acquire higher compensation accu-
racy, but the nonlinear factor and the temperature effect must be considered separately 
in order to find all coefficients of the fitting polynomial. If other factors are needed to 
consider, such as vibration, it will be extremely inconvenient to get the coefficients. 
In addition, when there are too many calibration experiment data, it is easy to emerge 
the phenomena of oscillatory and unable to obtain the coefficients of the fitting poly-
nomial. In a word, it isn’t the best way to compensate the measurement error of the 
inclinometer, either. 

ANN (Artificial Neural Network) is a kind of new information processing system, 
which is built on the basis of imitating the structure and function of human brain. 
Actually, it is a complex network with numerous simple elements interconnecting. 
The inherent features of ANN are as follows: distributed storing information; parallel 
and collaborative processing information; nonlinear mapping; strong abilities for self-
organizing, self-adapting and self-learning. Therefore, the neural network can show 
its superiority when dealing with the complex problems, especially when the internal 
law of the problem is difficult to know and can’t be described with an exact mathe-
matical expression, or many factors and conditions are needed to consider simultane-
ously, or the task requires having fault tolerance, it is always the most appropriate 
treatment means. In fact, the neural network has shown its incomparable advantages 
in the aspect of error compensation [5-9]. 

Therefore, a novel method is proposed in this paper to compensate the measure-
ment error by setting up an inverse model of the inclinometer and then training it with 
a mass of calibration experiment data based on BP neural network. The experimental 
results show that this method not only can correct the nonlinear error effectively, but 
also can compensate the temperature drift error well. 
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2   Experiment of Measuring Angle with the Inclinometer and the 
Analysis of Measurement Error 

2.1   Introduction to the Experiment 

In order to study the nonlinearity and the temperature characteristic of the existing 
inclinometer (model: SST260, resolution: 0.001°, measurement accuracy: ±0.05°, 
temperature drift: ±0.1°) and examine the compensation effect of measurement error, 
an experiment of measuring angle with the inclinometer is carried out in this paper. 
As shown in Fig.1, the experimental device mainly includes a dual-axes inclinometer 
with a temperature sensor inside and a high precision DD (direct drive) servo motor 
(model: SGMCS-05B3B11, absolute accuracy: ±15 second, repeatable accuracy: ±1.3 
second ) with an absolute pulse encoder in the rear. In addition, a heat source is 
adopted to change the operating temperature in a wide range by heating the incli-
nometer during the experiment. When the rotating control pulse is sent out by the 
computer, the inclinometer will measure its inclination relative to the horizontal plane 
after rotating a certain angle together with the motor shaft under the action of  
the drive unit and the temperature sensor will measure the operating temperature of 
the inclinometer at the same time. The inclination, the operating temperature and the 
digital code corresponding to each position of the motor shaft are transmitted to the 
computer through the data lines. At different inclinations and temperatures, it is requi-
site to measure the inclination of dual-axes separately relative to the horizontal plane 
so as to correct the measurement error respectively. Besides, in order to avoid the 
installation error, it is necessary to make sure Y axis of the inclinometer is parallel to 
the motor shaft when measuring the inclination of X axis relative to the horizontal 
plane, vice versa. 

 

Fig. 1. Schematic diagram of the experimental device 

2.2   Analysis of Measurement Error for the Inclinometer 

Take the experiment of measuring the inclination of Y axis relative to the horizontal 
plane for example, the inclination is set to change in the range of ±45° for the purpose 
of analyzing the nonlinearity of the inclinometer fully and it is nearly selected by the 
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same interval of 5°. In addition, the calibration operating temperature of the incli-
nometer increases gradually at intervals of 0.92°C approximately. For each measured 
value of the inclinometer, the true inclination needs to be determined in real-time so 
as to obtain the measurement error. In this paper, the true inclination can be obtained 
by calibrating the zero point (It means to determine the digital code of the absolute 
pulse encoder when the inclinometer is in level condition in the rotary process) and 
then performing the unit conversion. After eliminating the gross error and decreasing 
the random error of the experimental data, the nonlinear error curves of the incli-
nometer at different calibration operating temperatures are illustrated in Fig.2. The 
nethermost curve represents the nonlinear error of the inclinometer when the operat-
ing temperature is 27.70°C and the uppermost one corresponds to 46.19°C. 

 

Fig. 2. Nonlinear error of the inclinometer at different calibration operating temperatures 

It can be seen from the Fig.2 that the measurement error of the inclinometer isn’t 
large generally when the true inclination is smaller. However, the nonlinear character-
istic of the inclinometer itself will lead to large errors once the measurement range 
extends. Besides, the operating temperature also has a great impact on the measure-
ment accuracy of the inclinometer so that the nonlinear error curves are of obvious 
drift with the rising of the operating temperature. Considering the complexity of the 
nonlinear error curves for the inclinometer, if they are expressed with a fitting poly-
nomial as follows: 

2
0 1 2

nC C y C y C ynε = + × + × + ×                      (1) 

where ε  denotes the nonlinear error, y represents the output of the inclinometer and 
Ci is the coefficient of the fitting polynomial. The order of the fitting polynomial not 
only is needed to select appropriately, the relationship between each coefficient and 
the temperature but also should be considered, that’s to say, each coefficient Ci is a 
function of the temperature, too. 
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where t  implies the operating temperature. In other words, there is an interaction 
between the nonlinear error and the temperature drift error. If the polynomial curve 
fitting approach based on least square method is utilized to find a fitting function 
between the error and the output of the inclinometer together with the temperature, it 
must fit the test data for several times to obtain all coefficients. Besides, the compen-
sation accuracy of this method is not satisfying. 

Hence, in order to improve the measurement accuracy of the inclinometer as high 
as possible, it is essential to find a new and convenient method to compensate the 
nonlinear error and the temperature drift error effectively. 

3   Error Compensation Based on BP Neural Network 

3.1   Principle of Error Compensation 

As stated above, the measurement model of the inclinometer when applied in practice 
can be expressed as 

( , )p f y t=                                                        (3) 

where t  is the operating temperature of the inclinometer, y  and p are the input (true 
inclination) and the output of the inclinometer separately and the function )(⋅f is a 
unknown nonlinear function with two variables. The goal of error compensation is 
hoping to obtain the unknown input of the inclinometer according to its output at any 
temperature, thus the inverse function of the function )(⋅f needs to be acquired gen-
erally. However, the exact mathematical expression of the function )(⋅f is extremely 
difficult to get, let alone its inverse function. 

 

Fig. 3. Schematic diagram of principle of error compensation 

It is well-known that BP neural network can realize any nonlinear mapping from 
the input space to the output space as long as providing sufficient input and output 
data for its training even though without prior understanding about the mathematical 
equation of the mapping relationship. Therefore, an inverse model of the inclinometer 
is established based on BP neural network, which can be simply described as 
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( , )q g p t=                                                         (4) 

where q  represents the actual output of the neural network, the operating temperature 
t  and the output p  of the inclinometer are two inputs of the neural network, while 
the input y  of the inclinometer is taken as the expected output of the neural network 
during the training. In order to achieve the goal of error compensation, the mathe-
matical expression of the function ( )g ⋅ is unnecessary to know and it is only needed 
to design an appropriate BP network model as the inverse model of the inclinometer 
and train it with enough test data until the error between the actual output and the 
expected output of the neural network is acceptable. Furthermore, the trained BP 
neural network is of strong generalization capability and it can generate appropriate 
output for new inputs. (The schematic diagram of principle of error compensation 
based on neural network is illustrated in Fig.3 above). 

3.2   Design of BP Network Model 

The design of BP network model mainly contains five aspects as follows:  

1) Network layers: BP network can have many hidden layers, but it has been 
proved that BP network with a hidden layer can realize any nonlinear mapping with 
any degree of accuracy when the number of nodes in hidden layer is no restriction, so 
2 layers is chosen in this paper; 

2) The number of nodes in input layer and output layer: as illustrated in Fig.3, it is 
obvious that the number of nodes in input layer and output layer are 2 and 1 respec-
tively; 

3) Transfer function: the transfer function in hidden layer is hyperbolic tangent 
sigmoid transfer function usually, which expression is as follows 

1( )
1

x

x

ef x
e

−

−
−= +                                                       (5) 

In order to enable the network to output any value, the pure linear function is adopted 
in output layer and it is 

( )h x x=                                                           (6) 

4) The feed-forward BP network and the trainable cascade-forward BP network are 
usually used in practical applications. The difference in their structures is that each 
layer of the feed-forward BP network only has a weight coming from the previous 
layer, but the other has weights coming from the input layer and all previous layers. It 
is discovered by experiments that the feed-forward BP network is more sensitive to 
the initial value and easy to get into local minimum when there is a large difference 
between the inputs and the output. In the process of training, the feed-forward BP 
network often leads to a long training time, slow convergence speed, difficult to 
achieve the target of error performance, etc. However, the trainable cascade-forward 
BP network doesn’t have above defects and its convergence speed is much faster 
despite the difference is large or small, so it is adopted in this paper. 
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5) The number of nodes in hidden layer: there is no theoretical guidance to its cho-
sen but it is rather crucial. If the number is too small, it will result in a poor fault  
tolerance and generalization capability; conversely, if there are too many nodes in 
hidden layer, it will lead to a complicated network structure, a long time to train and 
even emerge the problem of over-fitting (It means the error between the actual output 
and the expected output of the neural network is very small to training sets but large 
to new samples), which will reduce the generalization capability instead. So the trial 
and error method is adopted in this paper. To the same training sets, the network is 
trained with 2 hidden nodes at first and then increased gradually. Moreover, the train-
ing and testing are undertaken alternately. For each case, the network is trained and 
tested for 200 times and the minimum value of the mean absolute testing error is 
shown in Fig.4. Obviously, the choice of 12 nodes in hidden layer is the best. 

 

Fig. 4. The minimum value of mean absolute testing error for different hidden nodes in 200 
times 

To sum up, the designed network model is a trainable cascade-forward BP network 
with 2 nodes in input layer, 12 nodes in hidden layer and 1 node in output layer, 
which structure is illustrated in Fig.5. 

 

Fig. 5. The designed BP network model 
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3.3   Training of BP Network Model 

The working mode of neural network involves two phases: training and testing. In the 
training phase, the weights are adjusted by the learning rule so as to minimize the 
error target function, which can improve the performance of the network. In the test-
ing phase, the weights remain unchanged and the trained network can generate appro-
priate output according to the inputs. 

 
Fig. 6. Testing error at different training times 

In order to guarantee the network has a good generalization capability, there are 
two aspects required to consider: 

1) The definition of the training sets: as we know, the neural network is only of the 
characteristic of internal interpolation instead of external interpolation. In other 
words, the generalization capability of the neural network is merely effective to these 
new data which is in the range of training sets. If the new data exceeds the extent of 
training sets, the neural network will produce large output error probably. In order to 
avoid the problem, the experimental scope should be as wide as possible. In this pa-
per, the inclination of training sets can vary from －45° to ＋45° and the range of the 
temperature is from 20.31°C to 48.94°C, which variation intervals are as stated in 
chapter 2.2. 

2) The determination of training times: the performance of a network model is 
evaluated by its generalization capability, not its training error, so it is essential to test 
the trained network with new samples. In fact, even though the number of nodes in 
hidden layer is appropriate, the network may also emerge the problem of over-fitting 
due to overtraining, which will lead to a poor generalization capability. Generally 
speaking, with the training times increased�both the training error and the testing 
error will reduce at first. However, after surpassing a certain extent, the training error 
will reduce continually but the testing error will increase instead. In other words, the 
generalization capability of a neural network has a trend that it will strengthen gradu-
ally at first but weaken later with the training error reducing constantly, which can be 
illustrated in Fig.6. Therefore, it can’t be thought simply that the smaller the training 
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error is, the better the generalization capability will be. It is necessary to ascertain the 
training times when the testing error is minimum through experiments so as to obtain 
a good generalization capability. 

4   Results of Error Compensation 

In order to verify the validity and feasibility of the proposed method, three sets of new 
experimental data which are different from the training sets but within its extent are 
separately used to compensate the measurement error of the inclinometer under dif-
ferent circumstances: (1) Compensation for the nonlinear error; (2) Compensation for 
the temperature drift error; (3) Compensation for the composite error. 

Fig.7 shows the measurement error curves of the inclinometer before and after 
compensation when the calibrated operating temperature remains unchanged at  
 

 

Fig. 7. Compensation result of the nonlinear error 

 

Fig. 8. Compensation result of the temperature drift error 
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21.24°C and the true inclination changes from ＋45° to －45° at interval of 2° ap-
proximately. (The solid curve denotes the measurement error after compensation by 
BP neural network) Compared with the measurement error before compensation, the 
compensation effect of BP neural network is pretty good apparently and the largest 
error reduces from 1.8mrad to 0.3mrad. 

In the experiment of the inclinometer, when the true inclination is 10.06° con-
stantly and the operating temperature increases gradually from 30.47°C to 42.47°C at 
intervals of 0.92°C, its temperature drift error is illustrated in Fig.8. Obviously, BP 
neural network can eliminate the impact of temperature variation on measurement 
effectively by error compensation. 

 

Fig. 9. Compensation result of the composite error 

In the shield tunneling construction, both the attitude angle of the shield machine 
and the operating temperature of the inclinometer change all the time, so there exist 
the nonlinear error and the temperature drift error in the output of the inclinometer 
inevitably. In order to simulate the true process of measurement, a set of test data in 
which the inclination varies gradually from 44.92° to －45.33° and the temperature 
also rises gradually from 22.16°C to 48.01°C is utilized to compensate the composite 
error of the inclinometer. Compared with the true inclination, the composite error 
curves before and after compensation are shown in Fig.9. It can be found that the 
composite error of the inclinometer is very large before compensation, but it becomes 
much smaller after compensation by BP neural network and the largest one declines 
from 1.8mrad to 0.3mrad. 

5   Conclusions 

(1) Compared with other methods, the error compensation method based on BP neural 
network can compensate the nonlinear error and the temperature drift error of the 
inclinometer simultaneously. That’s to say, the nonlinear factor and the temperature 
influence needn’t be considered respectively. What’s more, it can obtain the highest 
compensation accuracy and enable all measurement error to be under 0.3mrad, thus it 
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can be used to improve the measurement accuracy of the inclinometer in the shield 
tunneling construction. 

(2) The range of the training sets and the determination of the training times have 
great impacts on the neural network’s generalization capability. 

(3) The trainable cascade-forward BP network is superior to the feed-forward BP 
network as a whole, especially when there is a large difference between the inputs and 
the output of the neutral network. 
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Abstract. The shield machine is a heavy construction machine for tunnel exca-
vation. The segment erector is an important subsystem of the shield machine. 
The 2DOF five-bar radial mechanism in the 6DOF erector is hard to implement 
the precise synchronization control. Hence, this paper proposes a redundantly 
actuated PRPRP radial mechanism for the segment erector. When the redundant 
actuator is locked or produces enough pretightening stretching force, the 
PRPRP mechanism can ensure the synchronization of the two driving hydraulic 
cylinders based on the mechanical structure. The redundant actuator can also 
make the two flexural torques applied at the hydraulic cylinders be the same, 
which avoids the overload of the single cylinder.  

Keywords: Redundant actuation, synchronization control, five-bar mechanism, 
segment erector, shield machine. 

1   Introduction 

The shield machine is a heavy construction machine for tunnel excavation. It contains 
the cutter subsystem, impelling subsystem, segment erector subsystem, etc. The seg-
ment erector is used to safely quickly and precisely put the precast concrete segments 
to the required locations of the tunnel inwall, when the shield machine is cutting and 
impelling. The classical segment erector has 3DOF, and can implement the necessary 
erecting actions, but cannot adjust the pose of the segment [1]. To improve the quality 
and efficiency of the segment erection, the modern erector has 6DOF [2]. 

The radial mechanism in the classical erector only has 1DOF, and the two driving 
hydraulic cylinders move synchronously. There are 2DOF in the radial mechanism of 
the 6DOF erector, and the two hydraulic cylinders can move both synchronously and 
differentially. It is noted that, because of the errors and disturbances in the control 
system, it is hard to implement the precise synchronization control for the 2DOF 
mechanism. Hence, this paper proposes an improved 2DOF radial mechanism for the 
erectors. The redundant actuation is utilized to ensure the precise synchronization of 
the two driving hydraulic cylinders [3][4][5]. The redundant actuator can also make 
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the two flexural torques applied at the hydraulic cylinders be the same, which avoids 
the overload of the single cylinder. 

2   Radial Mechanisms in Segment Erectors 

The segment erector is a multi-DOF mechanism. To guarantee the safety of the ma-
nipulation, the motion of each DOF acts one by one, and there is no coupling motion 
between the DOF. The typical motion process contains segment gripping, axial trans-
lation, circumferential rotation, radial lifting, etc. As for the 6DOF erectors, the mo-
tion process also contains the pose adjustment of the segments. 

2.1   PRRP Mechanism in the Classical 3DOF Erectors 

The classical 3DOF erector cannot adjust the segment pose. Its radial mechanism is 
shown in Fig. 1. There is only 1DOF, but two driving hydraulic cylinders in the PRRP 
mechanism. Obviously, these two cylinders should move synchronously. Note that the 
synchronization of two cylinders is not only implemented by the hydraulic control 
system, but also ensured by the mechanical structure like link C in Fig. 1. 

 

 

Fig. 1. The PRRP mechanism in a 3DOF erector. The joint A1 and B1 denote the two driving 
hydraulic cylinders. The joint A2 and B2 are two revolute joints. The load M denotes the segment. 

2.2   PRRRP Mechanism in the Existing 6DOF Erectors 

The PRRRP mechanism is adopted in the existing 6DOF erectors to adjust the seg-
ment pose, as shown in Fig. 2. There are 2DOF in this mechanism. The two hydraulic 
cylinders can implement synchronous lifting when the cylinders move synchronously, 
and can implement pose adjustment when the cylinders move differentially. Note that 
the synchronization of two cylinders totally depends on the hydraulic control system.  
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Fig. 2. The PRRRP mechanism in an existing 6DOF erector. The joint A1 and B1 denote the two 
driving hydraulic cylinders. The joint A2 and B2 and C are three revolute joints. The load M 
denotes the segment. 

 

 

Fig. 3. The redundantly actuated PRPRP mechanism in the improved 6DOF erector. The joint 
A1 and B1 denote the two driving hydraulic cylinders. The joint A2 and B2 are two revolute 
joints. The load M denotes the segment. The joint C is the redundant actuator. The length of 
link A2 is constant, while the length of link B2 is changeable. 
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In the practical control system, no matter what the hydraulic elements such as syn-
chronal valves or advanced controlling strategies are adopted, the precise synchroni-
zation of the two cylinders is hard to achieve. 

2.3   Redundantly Actuated PRPRP Mechanism in Improved 6DOF Erectors 

This paper proposes the redundantly actuated PRPRP mechanism to implement the 
radial precise synchronization of the two hydraulic cylinders in the 6DOF erectors, as 
shown in Fig. 3. There are 2DOF in this mechanism, which satisfies the synchroniza-
tion and pose adjustment in theory. When the redundant actuator (joint C in Fig. 3) is 
locked or produces enough pretightening stretching force, the PRPRP mechanism is 
equivalent to the PRRP mechanism as shown in Fig. 1, so it can ensure the synchroni-
zation of the two driving hydraulic cylinders based on the mechanical structure. 

3   Radial Synchronization Control Using Redundant Actuator 

When the redundant driving joint C in Fig. 3 is locked or produces enough pretighten-
ing stretching force, the distance between joint A2 and B2 keeps constantly. If there are 
some errors or disturbance in the control system, for example if the velocity of joint 
A1 exceeds the velocity of joint B1, then joint A1 will immediately drag joint B1 
through the rigid links A2 and B2, so the synchronization of two hydraulic cylinders is 
guaranteed.  

After the pose adjustment of the segment, the PRPRP mechanism can easily restore 
its synchronous status. As link B2 restores its initial length, the radial mechanism will 
restore the synchronization. 

4   Effects of Redundant Actuation on Forces and Torques 

The redundant actuator can not only ensure the synchronization, but also make the 
two flexural torques applied at the driving hydraulic cylinders be the same, which 
avoids the overload of the single cylinder. 

Suppose that mA1, mA2, mB1, mB2, and md denote the masses of link A1, A2, B1, B2, 
and the segment, respectively. LA1, LA2, LB1, LB2, and Ld denote the lengths of link A1, 
A2, B1, B2, and the distance between joint C and the segment, respectively. The seg-
ment is combined with link A2. The angle between axis XP and XO in Fig. 3 is θ. g 
denotes the gravity acceleration. f denotes the redundant driving force of joint C. 

Suppose the two hydraulic cylinders perform the synchronous uniform motion. The 
flexural torque of joint C is 

( )
( )

2 2 2 2

2 2

2 cos 2 sin

2
B A d A B d d

C
A B

L g L m m m L m
M

L L

θ θ+ + +⎡ ⎤⎣ ⎦=
+
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The flexural torque of joint A1 is 
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1 1 22 2 sin 2

2
A

A d A A

L
M m m m g fθ= + + −⎡ ⎤⎣ ⎦  (2)
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The driving force of joint A1 is 

( ) ( ){ }
( )

2 1 2 2 1 2 2
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The flexural torque of joint B1 is 

( )1
1 1 22 sin 2

2
B

B B B

L
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The driving force of joint B1 is 
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If MA1=MB1 is required, then 
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According to the circumferential rotating angle θ and the lengths of link LA1 and LB1, 
the redundant driving force f can be controlled in real time to make the two flexural 
torques applied at the driving hydraulic cylinders be the same. 

Let LA2=LB2=1.2m, Ld=0.3m, mA1=mB1=500kg, mA2=mB2=280kg, md=5000kg, 
g=9.8m/s2. When LA1=LB1=2m, the variations of torques with θ are shown in Fig. 4, 
where the blue real line denotes the flexural torques of joint A1 and B1, and the red 
dashed line denotes the flexural torques of joint C. The variations of forces with θ are  
 
 

 

Fig. 4. The variations of torques with θ. The blue real line denotes the flexural torques of joint 
A1 and B1, and the red dashed line denotes the flexural torques of joint C. 
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shown in Fig. 5, where the red real line denotes driving force of joint A1; the green 
dashed line denotes driving force of joint B1; the blue dotted line denotes the redun-
dant driving force. 

 
 

 

Fig. 5. The variations of forces with θ. The red real line denotes driving force of joint A1; the 
green dashed line denotes driving force of joint B1; the blue dotted line denotes the redundant 
driving force. 

 

 

Fig. 6. The variations of torques with LA1 (LB1). The blue real line denotes the flexural torques 
of joint A1 and B1, and the red dashed line denotes the constant flexural torques 15379.5Nm of 
joint C. 
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When θ= 74.5°, the variations of torques with LA1 (LB1) are shown in Fig. 6, where 
the blue real line denotes the flexural torques of joint A1 and B1, and the red dashed 
line denotes the constant flexural torques 15379.5Nm of joint C. The driving forces of 
joint A1, B1, and C are not variable with LA1 (LB1). The driving force of joint A1; the 
driving force of joint B1 equals to 14492.3N; the redundant driving force equals to 
23608.9N. 

When the acceleration a of radial motion of the erector is considered, the flexural 
torques of joint A1 and B1 are the same with formula (1) and (4), respectively. Hence, 
if MA1=MB1 is required, then the redundant driving force f is the same with formula 
(6). The flexural torques of joint C is 

( )
( )

2 2 2 2

2 22
A B A B

Ca C
A B

L L m m
M M a

L L

+
= −

+
 (7)

The driving force of joint A1 is 
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The driving force of joint B1 is 
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According to formula (7)-(9), it is found that, no matter what the circumferential ro-
tating angle θ is, if the two hydraulic cylinders move synchronously (LA1= LB1), the 
effects of acceleration a on the driving forces of joint A1 and B1 and the flexural 
torque of joint C are only inversely proportional to a. 

5   Conclusions 

The redundantly actuated PRPRP mechanism can ensure the radial synchronization of 
the two driving hydraulic cylinders in the segment erector of shield machine based on 
the mechanical structure. The redundant actuation can also make the two flexural 
torques applied at the driving hydraulic cylinders be the same, which avoids the over-
load of the single cylinder. The research indicates that: 

(1) An optimum redundant driving force can be obtained to make the two flex-
ural torques applied at the driving hydraulic cylinders be the same. This optimum 
redundant driving force is only related with the circumferential rotating angle of the 
erector, and independent of the controlling parameters such as radial displacement or 
acceleration. 

(2) When the circumferential rotating angle is fixed, the two flexural torques  
applied at the driving hydraulic cylinders are directly proportional to the radial dis-
placement. The driving forces of two cylinders and the flexural torque of the redun-
dant actuated joint are independent of the radial displacement. 
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(3) When the acceleration of the radial motion of the erector is considered, if the 
two driving hydraulic cylinders move synchronously, the two flexural torques applied 
at the cylinders and the optimum redundant driving force are independent of the ac-
celeration. The effects of the acceleration on the driving forces of the cylinders and 
the flexural torque applied at the redundant actuated joint are only inversely propor-
tional to the acceleration, and independent of the circumferential rotating angle. 
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Abstract. A thrust hydraulic system of shield tunneling machine with pressure 
and flow control is introduced. The electrohydraulic control model is presented. 
Based on conventional PID control, corresponding experimental analyses are 
carried out on the simulator test rig. Considering the uncertain and variable 
loads during shield tunneling, simulation study on fuzzy control of the thrust 
parameters is realized by applying fuzzy-PID compound control and fuzzy 
adaptive PID control strategies. Dynamic simulations are finished in AMESim 
and MATLAB/Simulink softwares. The simulation results show that the control 
with fuzzy logic algorithm can improve the performances of the thrust system 
evidently compared with pure PID control, and the fuzzy adaptive PID control 
system can achieve better performances. 

Keywords: Thrust hydraulic system, shield tunneling machine, pressure and 
flow control, PID, fuzzy. 

1   Introduction 

With the rapid urban development and the continuous extension of transportation 
systems, demands of underground space exploration and tunnel construction have 
been considerably growing. In response to the increasing needs, it is necessary to 
develop the tunneling technique characterized by reliable security, low cost and high 
efficiency.    

Compared with the old and conventional excavation methods, shield tunneling is a 
well established method at present. It allows tunneling in a wide range of geological 
environments with complicated conditions such as high ground water pressure, soft 
soils with low cover depths, etc. This method features relatively complex construction 
processes and interactions among the ground, the cutter, the jacks, the tunnel lining 
and the backfill grouting.  

The thrust system, driven by hydraulic power, is a key part of shield tunneling ma-
chine. The actuators are composed of several cylinders distributed circularly in the 
section of shield. The thrust system usually performs the basic task of jacking shield 
ahead while tunneling and is also responsible for controlling the attitude and position 
of shield ensuring that the shield can advance along the expected route. Thus the hy-
draulic jacking control system plays a very important role in shield tunneling [1,2]. 
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As for the thrust control of the hydraulic system, it has been investigated in the 
term of speed and pressure control [3,4]. Allowing for variation and nonlinearity of 
load, the objective of this paper is to investigate the application of fuzzy control to-
wards thrust hydraulic control system of shield tunneling machine. The experimental 
test station and the thrust hydraulic system are firstly given. Then, the control design 
and corresponding simulation study are presented, making comparisons between the 
conventional PID control and fuzzy-PID compound control. 

2   Experimental System 

Fig. 1 shows the experimental system of the tunneling shield machine. The test station 
consists of a simulator box, the shield tunneling machine, load system, hydraulic 
system and the data acquiring and monitoring system. The simulator box, with an 
inner diameter of 4m and an axial length of 6m, can be stuffed with a variety of soils 
which will be pressurized by the bag filled with high pressure water. The water bag 
loading system can assure the soils of the pressure up to 0.4MPa so as to provide an 
artificial geo-environment which the tunneling machine will be able to go through. 

 

 

Fig. 1. Experimental System 

 
Fig. 2 shows the schematic of the tunneling machine. It is an EPB (earth pressure 

balance) shield machine with a screw conveyor discharging the muck cut down by 
rotating cutterhead with a diameter of 1.8m. The thrust system is composed of six 
hydraulic cylinders which have the same stroke of 1.5m. The cylinder body is fixed 
with the backrest while the piston rod is moving to push the tunneling machine  
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Fig. 2. Experimental Shield Tunneling Machine 
 
 

forward as shown in Fig. 1. Once the driving distance is beyond the stroke of the 
cylinder, the tunnel segments are set to relay the jacking process.  

2.1   Thrust Hydraulic System  

The hydraulic system employed in the experiment for thrusting works is designed 
according to the proportional pressure and flow regulation principle. The thrust hy-
draulic cylinders are divided into six identical groups to implement control task, and 
Fig. 3 shows one group. The fluid flowing into each group is controlled by appropri-
ate input signal of the flow control valve 2 while the working pressure is set by the 
pressure relief valve 3. 

 

 

Fig. 3. Thrust Hydraulic System of Shield Tunneling Machine 

As shown in Fig. 3, each group comprises a flow control proportional valve 2 and a 
pressure relief proportional vale 3 to achieve the flow and pressure compound control 
required in tunneling. The flow rate through flow control valve remains almost invari-
able as a combination hydrostat maintains a constant level of pressure difference across 
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the proportional valve, irrespective of system or load pressure changes. Besides, the 
distributed fluid flow also partly passes through the pressure valve to ensure that the 
system pressure stays at a constant level. By adjusting the electric current through the 
coils of the valves, the pressure and flow rate of the system can be regulated to meet 
the thrust requirements. When tunneling, the solenoid B of 4-way directional valve 4 is 
energized, shifting the valve to its right position thus making cylinder piston rod move 
forward. Pressure sensor and the displacement sensor real-timely measure the pressure 
and displacement of hydraulic cylinder. Measured signals are subjected to online data 
transmission to the central control system so as to be compared with reference input 
signals to implement pressure and flow control respectively. 

When the shield machine stops for laying the tunnel segments, the hydraulic cylin-
ders must be able to perform the retraction action correspondingly with the 4-way 
valve 4 working at the left position. Meanwhile, the flow valve is shorted by 2-way 
directional valve 1 to engender a high flow rate running condition thereby high speed 
of the rod. There also exist a counterbalance valve 6 and a hydraulic lock 5 for each 
thrust group, the former assures a stable return movement while the latter locks the 
circuit to prevent leakage for safety protection when the cylinder thrust is released. 

3   PID Control of Thrust Hydraulic System 

The control block diagram of one group in the thrust system is shown in Fig.4, which 
represents the thrust motion in forward direction. The thrust distance is measured by a 
displacement sensor equipped inside the cylinder, which is simultaneously converted 
into velocity parameter to be fed back to input signal of the flow control valve. Simi-
larly, the pressure closed-loop control is completed by pressure sensor. By comparing 
the reference signals and the feedback ones, the errors are produced then transferred to 
the controllers. The adjustments of pressure and flow rate are realized synchronously. 

 

 

Fig. 4. Block Diagram of the Pressure and Speed Control System 

3.1   Experiments  

In this project, experiments are conducted with a test rig mentioned in the earlier part 
of this paper. In the experiments, two typical kinds of soils are employed, and their 
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properties are listed in Table I. The following experiment results are obtained with the 
thrust hydraulic control system using conventional PID controller. Fig. 5 and Fig. 6 
show the thrust speed and pressure in a certain clay soil excavation section during the 
experiments. In the figures, the simulation results are also added to make a compari-
son. As shown in Fig. 5, the thrusting velocity which overshoots up to about 
38mm/min in beginning, stabilizes at 30mm/min after 10 seconds or so. When ad-
justed to 42mm/min after 200 seconds, there exists another sharp rise lasting for a 
very short period, then the velocity comes back to set value level. During the course 
of speed adjustment, it can be seen from Fig. 6 that the thrust pressure maintains its 
normal value of 6MPa approximately. Moreover, the experiment results match the 
simulation results well. 

Table 1. Parameters of Two Kinds of Soils 

Parameters Clay Sandy gravel 
Moisture content (%) 47.2 18.0 
Unit weight (kN/m3) 17.0 20.2 

Angle of internal friction (º) 10.0 37.8 
Cohesion (kPa) 10.0 0.1 
Void ratio 1.26 0.559 

 
 
In Fig.7 and Fig. 8, red and black curves are given together, because the thrust is 

conducted with two cylinders 3# and 4# mounted symmetrically shown in Fig. 2. This 
experiment is finished in the sandy gravel tunneling section. Tuning the control knob 
at 100s, thrust pressure follows the changes gradually. Due to the unequal load acted 
on two cylinders, the pressure levels are not consistent with each other. However, the 
driving speed curves always keep around 30mm/min with good agreement with each 
other. It also can be seen that the working pressure and speed in sandy gravel goes 
less steadily than in clay.  
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Fig. 5. Speed of Thrust Hydraulic 
Cylinder in Clay  

Fig. 6. Pressure of Thrust Hydraulic 
Cylinder in Clay  
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Fig. 7. Thrust Pressure in Sandy Gravel Fig. 8. Thrust Speed in Sandy Gravel 

Because of the nonlinearity and uncertainty of soil and the large inertia of the tun-
neling machine, the experimental curves are fluctuating all the way compared with the 
simulation ones. In all, the thrust hydraulic control system with conventional PID  
controller can perform a relatively good task in tunneling. But in practice, the geo-
logical conditions are very complex and highly uncertain. To get a better performance 
for tunneling machine, it is preferable to employ the fuzzy control as described below. 

4   Fuzzy Control of Hydraulic System 

Tunneling is a very complicated process involving such unknown and unpredictable 
factors as nonlinear and variable load. The conventional PID control shows disadvan-
tage in parameter adjusting for varying condition, whereas the fuzzy control can pro-
vide a better solution for the process with uncertainty and variation [5]. Taking both 
advantages of conventional PID and fuzzy control, this paper proposes two different 
control strategies as follows. 

4.1   Fuzzy-PID Compound Control Design 

The principle of combining PID and fuzzy control to improve the performance of the 
control system is shown in Fig. 9, in which the former is to eliminate the error of 
steady state while the latter functions for fast response of the system [6]. The PID 
controller and the fuzzy controller work simultaneously, and their outputs are 
summed up and presented to the controlled object y. 

 

Fig. 9. Principle of Fuzzy PID Compound Control 
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Fig.10 is the structure of two dimensions Mamdani fuzzy controller [7] which is 
adopted as the fuzzy controller of fuzzy-PID compound control. The two dimensions 
Mamdani fuzzy controller has two inputs e and ec which represent error and error 
variation rate respectively, and it has one output namely u1. Both of E and EC are 
divided into 7 linguistic values as {PB, PM, PS, ZO, NS, NM, NB}, which express 
positive big, positive medium, positive small, zero, negative small, negative medium, 
negative big. Trigonometric function is chosen for inputs and outputs membership 
function. According to the properties of the thrust hydraulic system of shield tunnel-
ing machine，the fuzzy control rules are listed in Table 2. 

 

 
 

Fig. 10. Structure of Two Dimensions Mamdani Fuzzy Controller 

Table 2. Fuzzy Control Rules of The Variable-U 

E\EC NB NM NS ZO PS PM PB 
NB NB NB NB NB NM ZO ZO 
NM NB NB NB NB NM ZO ZO 

NS NM NM NM NM ZO PS PS 
ZO NM NM NS ZO PS PM PM 
PS NS NS ZO PM PM PM PM 
PM ZO ZO PM PB PB PB PB 
PB PB ZO PM PB PB PB PB 

 

4.2   Fuzzy Adaptive PID Control Design 

Tuning the parameters of PID controller is a troublesome task usually, and the fixed 
values of the parameters do not always function satisfactorily under changing working 
conditions. So the PID controller with the parameters suffered real time adjustment is 
preferred. As shown in Fig. 11, the fuzzy inference system in the fuzzy control can 
tune the three PID parameters Kp, Ki, Kd online by the aid of error and its variation 
rate. Thereby, the controller can adapt itself to meet the requirements of control sys-
tem with variable parameters. 

Like the fuzzy-PID compound control, the two variables E and EC are also divided 
into 7 linguistic values as {PB, PM, PS, ZO, NS, NM, NB} in the fuzzy adaptive PID 
control. Trigonometric function is chosen for inputs and outputs membership  
function, and PID parameters can be tuned as: 
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where, Kp, Ki and Kd refer to the PID online parameters, Kp0, Ki0, Kd0 are the PID  
initial parameters. 

 

 
 

Fig. 11. Principle of Fuzzy Adaptive PID Control 

 
On the basis of operating experiences, the fuzzy control rules of the fuzzy adaptive 

PID control are listed in Table 3. 

Table 3. Fuzzy Control Rules of The PARAMETERS’ MODIFICATION 

EC 
△Kp/△Ki/△Kd 

E 

NB NM NS ZO PS PM PB 

NB PB/NB/
PS 

PB/NB/ 
NS 

PM/NM/ 
NB 

PM/NM/ 
NB 

PS/NS/ 
NB 

ZO/ZO/ 
NM 

ZO/ZO/ 
PS 

NM PB/NB/ 
PS 

PB/NB/ 
NS 

PM/NM/ 
NB 

PS/NS/ 
NM 

PS/NS/ 
NM 

ZO/ZO/ 
NS 

NS/ZO/ 
ZO 

NS PM/NB/ 
ZO 

PM/NM/ 
NS 

PM/NS/ 
NM 

PS/NS/ 
NM 

ZO/ZO/ 
NS 

NS/PS/ 
NS 

NS/PS/ 
ZO 

ZO PM/NM/ 
ZO 

PM/NM/ 
NS 

PS/NS/ 
NS 

ZO/ZO/ 
NS 

NS/PS/ 
NS 

NM/PM/ 
NS 

NM/PM/ 
ZO 

PS PS/NM/ 
ZO 

PS/NS/ 
ZO 

ZO/ZO/ 
ZO 

NS/PS/ 
ZO 

NS/PS/ 
ZO 

NM/PM/ 
ZO 

NM/PB/ 
ZO 

PM PS/ZO/ 
PB 

ZO/ZO/ 
NS 

NS/PS/ 
NS 

NM/PS/ 
NM 

NM/PM/ 
PS 

NM/PB/ 
PS 

NB/PB/ 
PB 

PB ZO/ZO/ 
PB 

ZO/ZO/ 
PM 

NM/PS/ 
NM 

NM/PM/ 
NM 

NM/PM/ 
PS 

NB/PB/ 
PS 

NB/PB/ 
PB 

 

4.3   Simulation Model 

The investigation of fuzzy control applied in the thrust hydraulic system of the tunnel-
ing machine is carried out by simulations in AMESim and Matlab/Simulink environ-
ment simultaneously that is called co–simulation, and the first software is for hydraulic 
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modeling while the second is in the charge of control model creating. It can be seen 
from Fig. 12 that the simulation model is simply composed of proportional valves, 
cylinders, load models, measuring components, control loops. The block with two 
inputs from sensor signals and two output ports to the valves is an interface connecting 
the two softwares together. By this way, co-simulation is achieved.  

 

 
 

Fig. 12. Co-Simulation Model in AMEsim 

 
In the simulation, based on the thrust speed and pressure control in actual tunnel-

ing, different speed values are set to verify the adaptability of the control strategies. 

4.4   Simulation Results and Comparison 

Fig. 13 and Fig. 14 give the simulation results of thrust hydraulic system with fuzzy-
PID compound control. Fig. 15 and Fig. 16 present the simulation results with fuzzy 
adaptive PID control. Here, comparisons are drawn between the results by different 
control actions. 

According to the plots, in the fuzzy-PID compound control system, the speed out-
put has good performance and fast response, reaching the set value 0.8mm/s in about 
3s. The working pressure rises rapidly to steady state. As for different speed shown in 
the figures, the lower the speed is, the faster the response is. That is the same to the 
influence on pressure.  

In addition, the speed response is faster and the overshoot is smaller in fuzzy adap-
tive PID control system than that in fuzzy-PID compound control system, and so is 
the pressure response. Especially when the thrust speed is low, the difference is much 
more obvious. In a word, fuzzy adaptive PID control is superior in both speed and 
pressure characteristics to fuzzy-PID compound control. 
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Fig. 13. Speed Response with Fuzzy-PID 
Compound Control 

Fig. 14. Pressure Response with Fuzzy-PID 
Compound Control 

 

  

Fig. 15. Speed Response with Fuzzy Adaptive 
PID Control  

Fig. 16. Pressure Response with Fuzzy Adap-
tive PID Control  

5   Conclusion 

This paper dealt with the control of thrust hydraulic system of shield tunneling ma-
chine. By simulations as well as the experiments, some comparisons were drawn with 
different control strategies. According to the simulation results, the thrust hydraulic 
system employed the fuzzy inference can achieve better thrust performance than pure 
PID control. Adaptive PID control with on-line parameter tuning is favorable for 
tunneling process control. Experiments of fuzzy control will be focused in the next 
work to verify the simulation and the comparison. 
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Abstract. Hydraulic thrust system is an important system on a shield tunneling 
machine. Pressure regulation of thrust cylinders is the most important function 
of thrust system during tunnel excavation. In this article, a hydraulic thrust sys-
tem is illuminated, and a corresponding simulation model is carried out in order 
to study the system characteristics.  Pressure regulation of a certain group’s cyl-
inders has a little influence of the other groups’ cylinders.  The influence will 
not affect the process much during tunnel excavation.  Pump displacement may 
have a great effect on the pressure regulation.  Oil supply flow rate should be 
adaptive to the system demand.  A tough situation is simulated to explain how 
the pressure regulation works during tunnel excavation. 

Keywords: Tunnel, hydraulic thrust system, pressure regulation, simulation. 

1   Introduction 

Shield tunnel machine is a large and complex machine for underground tunnel exca-
vation.  It is used in construction projects such as underground rail lines, urban pipe-
lines, submarine tunnels and water conservancy, etc.  Hydraulic technique is widely 
applied on shield tunneling machine. For instance, it is used in thrust system, cutter 
head drive system, screw conveyor, segment erector, etc. 

Some research works about tunnel excavation are carried out.  Sugimoto and 
Sramoon have built a theoretical model for tunnel excavation based on mechanics 
analysis [1].  Their simulation results have a good agreement with the observed data 
[2].  Maynar and Rodriguez used discrete numerical model to analyse the excavation 
process.  Some studies about thrust force and torque are carried out [3].  Hehua Zhu et 
al. have discovered some relationship between working parameters during tunnel 
excavation [4].  Only a few studies about hydraulic system on the machine are done.  
Guoliang Hu et al. have done some works on a thrust system of a machine.  Pressure 
and flow compound control is studies in article [5]. 
                                                           
 * This research is supported by the National Basic Research Program (973 Program) of China 

(No. 2007CB714000) and the National High Technology Research and Development Pro-
gram (863 Program) of China (No. 2008AA042803). 

** Corresponding author. 
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A different system from that of article [5] is studied in this research.  Pressure 
regulation of thrust system is studied by using a simplified simulation model.  And 
more cases about the regulation are discussed. 

2   Thrust System 

Thrust system is an important part of a shield tunneling machine.  The system consists 
of power unit (electric motor and hydraulic pump), hydraulic valves and hydraulic 
cylinders as actuators.  The number of thrust hydraulic cylinders is usually 16 or 32.  
If individual control of hydraulic cylinders is applied, more proportional control 
valves and pressure sensors are required.  Moreover, machine operator has to control 
16 or 32 pressure parameters during excavation.  Individual control is rather compli-
cated and expansive in cost.  Nowadays, thrust cylinders are usually divided into 4 or 
5 groups, and 4-group arrangement is more common.  4-group cylinders are divided 
into Group A, Group B, Group C and Group D, corresponding to right zone, lower 
zone, left zone and upper zone.  The proportion of A: B: C: D is usually 4:5:4:3, as 
Fig.1 shows. 

 

Fig. 1. Arrangement of 4-group hydraulic cylinders 

More cylinders are required in Group B so as to counter the weight of cutter head 
and the higher earth pressure in the lower zone. Oil pressures in different cylinders are 
the same if they are in the same group. In this case, only 4 proportional control valves 
are required, and machine operator only has to control 4 pressure parameters.  

During tunnel excavation, hydraulic cylinders are supplied with high pressure hy-
draulic oil, exerting on the segments, in order to generate a thrust force to push the 
machine forward.  The machine operator may adjust hydraulic pressures of thrust 
cylinders to achieve steering control and machine posture adjustment. After a thrust 
process is over, segments will be set up to compose a new ring of tunnel. Meanwhile, 
thrust cylinders are pulled back in order to make room for those segments. When a 
segment is located, corresponding cylinders are pushed out. These cylinders exert on 
the segment, supporting the segment with a small force to finish the install. 
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3   Hydraulic Circuit and Modeling 

The hydraulic circuit diagram for the thrust system is shown as Fig.2.  The system 
mainly consists of a variable displacement pump 1, a pressure relief valve 2, a direc-
tional control valve 4, four pressure reducing valves 5 and sixteen hydraulic cylinders 
8.  Pump displacement is proportional to the input signal.  Pressure relief valve works 
when the system is overloaded.  Directional control valve is used to control the push 
out or pull back motion of cylinders.  Pressure reducing valve is the most important 
component and is used to adjust the hydraulic pressure of cylinders. 

 

 

Fig. 2. Hydraulic circuit of thrust system 

When cylinder is pushed out, high pressure oil comes from hydraulic pump 1, and 
then flows through directional control valve 4, pressure reducing valve 5, check valve 
6, on/off valve 7, finally into the rear chamber of hydraulic cylinder 8.  The back 
pressure oil flows out of the rod chamber of cylinder 8, then through directional con-
trol valve 4 and back into the oil tank at last.  When cylinder is pulled back, oil flows 
through directional control valve 4, then into the rod chamber of hydraulic cylinder 8.  
The back pressure oil flow out of the rear chamber, then through on/off valve 7, check 
valve 9, directional control valve 4, finally into the oil tank. 
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Fig. 3. Simulation model of the thrust system 

We use commercial software AMESim as analysis tool.  To simplify the model, we 
consider two zones of hydraulic cylinders for analysis.  The simulation model is shown 
as Fig.3.  All the hydraulic models are the normal models provided by the software 
except the pressure reducing valves and the flow control valve.  These valves are built 
as “super-component”, which is composed by other normal models.  These valves give 
more details about not only the working parameters but also the internal structures. 

We consider three kinds of forces in the cylinder load model: earth pressure force, 
friction and the force caused by the thrust motion.  Earth pressure exerts on the cutter 
head and linings of the machine.  The force exerted on the cutter head affects the thrust 
motion and the force on the lining can be ignored.  Friction on linings of the machine 
caused by the earth pressure is considerable.  It usually costs about half,   or even more, 
of the thrust force.  During excavation, however, these two forces almost maintain con-
stantly.  We set these two forces as constant in the model.  Earth pressure is set by the 
input signal of the load model, and friction is set in the mass model of cylinder.  Article 
[4] refers that there is an exponent relationship between advance speed and thrust force 
exerted on the excavated face.  The higher of thrust force, the higher of thrust speed is.  
There is only slight different between exponent relationship and linear relationship.  
Fig.4. is cited from article [4].  The black dots represent the experimental result for a 
54% open ratio cutter head, and the white dots represent the result for 36% open ratio.  
The black real line represents the exponent relationship, which is done in the article [4].  
The red dashed line represents the linear relationship, which is supplemented in this 
paper.  The dashed line also has a good agreement with the experimental result. 
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Fig. 4. Relationship between positive thrust force and advancing speed 

We prefer linear to exponent so as to simplify the simulation.  The thrust force should 
be greater than earth pressure exerted on the cutter head together with friction force on 
the lining, in order to push the machine advance.  If thrust force is not great enough, the 
machine will not advance.  In Fig.3, there is a dead band in the load model.  The dead 
band represents the situation that thrust force is not great enough to push the machine 
forward.  While the machine is advancing, increase of the thrust force will cause in-
crease of advance speed.  We apply this experiment result to the load model. 

We mainly focus on the thrust pressure regulation during tunnel excavation.  Pres-
sure regulation determines the excavation working condition.  Advancing orientation 
is due to the pressure distribution of thrust cylinders.  Machine operator may control 
the posture of the machine by adjusting the pressures of cylinder groups.  The ma-
chine may steer left or right, or advance along a small angle of slope if corresponding 
settings of pressure regulation are given.  Normally, at the end of a tunnel excavation, 
the difference between actual tunnel axis and designed tunnel axis should be no more 
than 20 mm.  The machine operator will adjust the machine advancing axis to agree 
with the designed axis.  As a result, pressure regulation is a very important function 
during tunnel excavation. 

4   Simulation 

The main simulation parameters are set as follows: 

Maximum displacement of hydraulic pump:  30 cc/rev 
Nominal pump speed:     1500 rev 
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Relief pressure:      35.3 MPa 
Piston diameter of hydraulic cylinder:  600 mm 
Rod diameter of hydraulic cylinder:   480 mm 
Force exerted on cutter head:    3200 KN (800KN on a cylinder) 
Friction force:      6000 KN  

The simulation parameters are obtained from a shield tunneling machine which is 
used in Nanjing subway construction.  We take left and right thrust groups for simula-
tion, and sixteen hydraulic cylinders are reduced to eight.  A 63 cc/rev maximum 
displacement pump should be reduced to 31.5 cc/rev, and we take 30 cc/rev.    Piston 
diameter of a real cylinder is 300mm, and rod diameter is 240mm.  Either thrust group 
that contains 4 hydraulic cylinders is simplified to one hydraulic cylinder, which has 
the same work areas as the original cylinder group.  As a result, the piston diameter 
and rod diameter of simulation cylinder are 600mm and 480mm, respectively.  When 
oil pressure is about 8 MPa, which supplies about 9200 KN of thrust force, the ma-
chine begins to move.  Article [6] refers that friction force costs about 53.5% ~ 73% 
of thrust force.  And friction force is selected to be 6000 KN, which costs about 65% 
of thrust force.  The rest 3200 KN is exerted on cutter head for tunnel excavation. 

4.1   Pressure Regulation 

Steering control is simulated in this case.  Both hydraulic cylinders are set to about 14 
MPa at first.  The machine advances straight.  We hope the machine to steer left.  The 
pressure of right cylinder (Pright) should be higher than that of the left (Pleft).  Pleft may 
maintain at 14 MPa.  Pright is set to 20 MPa.  Simulation result is shown as Fig. 5 and 
Fig. 6. 

 

Fig. 5. Pressures of right and left cylinders during pressure regulation of left steering 

Pright is adjusted to 20 MPa as the step signal is given.  There is a small overshoot of 
the pressure in Fig. 5, for there is a mass-spring system in the pilot stage.  Overshoot 
of the mass-spring system causes overshoot of the outlet pressure in the second stage.  
Pleft has a pulse when Pright is adjusted and increases slightly after adjustment.  The 
inlet pressure sudden change will cause the same pulse of outlet pressure at first.   
 



 Simulation Analysis of Pressure Regulation of Hydraulic Thrust System 499 

 

 

Fig. 6. Displacements of right and left cylinders during pressure regulation of left steering 

 
Because the pilot stage frequency response is not high enough.  When the pilot stage 
mechanism starts adjusting the opening of valve, outlet pressure will decrease to the 
set value.  The small increase of Pleft might be caused by the increase of pump outlet 
flow rate.  The pump outlet flow rate will be discussed next.  This small different in 
pressure will not affect the tunnel excavation.  Higher advancing rate is achieved on 
the right side, as shown in Fig.6.  A left steering motion is carried out.  

4.2   Pump Displacement Adjustment 

Pump displacement should be adjusted when pressure regulation is carried out.  Three 
cases are illuminated to explain the problem.  Pressure regulation is operated as the 
previous case.  

Case 1: Displacement maintains at about 75% of maximum.  Fig. 7 shows the result.  

 

Fig. 7. Pressures of pump outlet and right cylinder when pump displacement maintains at 75% 
of maximum displacement 

Pright is adjusted to 20 MPa.  Pressure regulation is achieved.  However, pump outlet 
pressure is at 35.3 MPa, which means pressure relief valve is open and the system is 
overloaded.  Power loss caused by relief flow is considerable. 
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Case 2: Displacement maintains at about 50% of maximum.  Fig. 8 shows the result. 
Pump outlet pressure is sensitive to the load pressure.  There is no overload during 
pressure regulation.  However, thrust pressure can not be adjusted to 20 MPa, for oil 
flow supply is not enough.  Higher thrust pressure causes higher advance speed, 
which means the cylinder requires more oil flow rate.  Pressure regulation is invali-
dated in this case. 

 

 

Fig. 8. Pressures of pump outlet and right cylinder when pump displacement maintains at 50% 
of maximum displacement 

Case 3: Displacement is set at 50% at first, then 75% when pressure regulation is 
carried out.  Fig. 9 shows the result.  The system is not overloaded.  Pump outlet pres-
sure is sensitive to the load pressure.  Thrust pressure can be adjusted to 20 MPa.  
This is because pump displacement is adaptive to the system.  A pressure regulation 
should be together with a pump displacement regulation.  

 

 

Fig. 9. Pressures of pump outlet and right cylinder when pump displacement is adjusted from 
50% to 75% of maximum displacement when pressure regulation is applied 

4.3   A Tough Situation 

An optimal tunnel project is worked out by considers of citizen's demand, commercial 
demand, geological conditions, etc.  Shield tunneling machine is expected to advance 
in good geological condition.  Normally, geological survey is done before excavation 
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process.  Though, it is impossible to know about everything that in front of the ma-
chine.  Unexpected conditions may happen to the machine, such as encounters of hard 
rock, wooden poles, quicksand or underground river. 

A tough situation is simulated in this case.  The machine encounters some hard soil 
in the right side.  The followings show how the pressure regulation works and how 
the machine behaves.  The simulation result is shown as Fig. 10 and Fig. 11. 

Note: Time domain is used as X-axis in the simulation.  However, the time is not a 
practical data.  Time setting is artificial for the purpose of the illustration.  Time pe-
riod may be much longer in practical tunnel process. 

0s – 5s: The machine is advancing straight in soft soil with a normal speed.  Thrust 
pressure is 14MPa.  

5s - 15s: The machine is advancing from soft soil into hard soil on the right side.  
Right cylinder speed (Vright) decreases, because Pright is not enough to maintain the 
normal speed.  This causes surplus pump outlet flow rate and increase of system pres-
sure.  And Pleft and left cylinder speed (Vleft) increase.  System pressure increases until 
relief valve is open.  Meanwhile, Pleft and Vleft drop to the normal. 

At 20s: Pright is adjusted to 31MPa.  A pulse occurs in Pleft and causes a pulse in Vleft, 
as illuminated before.  Because an increase of flow rate occurs in right cylinder, flow 
rate of relief valve will decrease suddenly and there is a sudden drop of system  
pressure. 
 

 

Fig. 10. Pressures of pump outlet, right cylinder and left cylinder as the machine advances into 
and then out of some hard soil 
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At 25s: Vleft should decrease to ensure straight advance.  For Vleft is higher than Vright, 
unwanted right steering motion is carried out.  Manual control to decrease Pleft until 
the machine advances straight.  

At 30s: Pump displacement is adjusted.  After pressure regulation, the machine is 
now advancing at a lower speed.  Pump displacement should decrease until overload 
is avoided, or over-adjustment will cause decrease of thrust pressure and advancing 
speed. 

40s - 50s: The machine is advancing out of the hard soil.  Pright decreases as the ma-
chine goes into soft soil little by little.  Pright is rather high at the beginning, which 
causes speed increases.  Oil supply is not enough for the system anymore as Vright 
increases.  This causes the drop of system pressure, and Vright decreases at the mo-
ment.  

At 55s: Thrust pressure is adjusted.  Thrust pressure may be set to 14 MPa.  Pressure 
regulation should take place before pump displacement adjustment.  A slight increase 
of thrust speed happens due to the increase of thrust pressure.  Oil supply is not 
enough, however, and pressure regulation is invalidated. 

At 60s: Pump displacement is adjusted.  As pump displacement increases, thrust 
pressure is adjusted to 14MPa and thrust speed increases.  The machine is advancing 
at the normal speed from now on. 

 
 

 

Fig. 11. Velocities of right cylinder and left cylinder as the machine advances into and then out 
of some hard soil 
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5   Conclusions 

Pressure regulation of the thrust system on a shield tunneling machine is studied in 
this article.  Pressure regulation includes two parts: pressure setting of thrust cylinders 
and pump displacement adjustment. 

1) Pressure regulation of a cylinder group may influence the pressures of the other 
groups. The increases of a certain group’s pressure and pump outlet flow rate 
may cause small pressure increase in other groups.  This small change in pres-
sure is acceptable in tunnel excavation process.  

2) Pump displacement adjustment should be carried out when pressure regulation is 
applied.  If pump outlet flow rate is more than the system demand, pressure regu-
lation will also achieved with an unwanted pump pressure overload.  If pump 
outlet flow rate is less than the system demand, pressure regulation is invalidated 
though pressure setting signal is given.  The pressure regulation will be achieved 
as pump displacement increases enough. 

3) A decrease of advancing speed may be a sign of encounter of hard soil.  Com-
pared with that, a decrease of thrust pressure may be a sign of encounter of soft 
soil. During excavation process, thrust pressure is set first, and then pump dis-
placement adjustment should be carried out to finish the pressure regulation.   
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Abstract. In recent times, the chances of robot-human contact have increased; 
hence, safety is necessitated with regard to such contact. Thus, manipulators using 
a pneumatic rubber artificial muscle, which is lightweight and flexible, are stud-
ied. However, this artificial muscle manipulator has faults such as slow response 
and limited instantaneous power due to operation by air pressure. Because of 
these faults, uncontrollable vibrations can occur, leading to instability in the arm 
when an object is held and lifted. In this study, an artificial muscle manipulator 
with 1 DOF and a variable rheological joint mechanism using MR fluid is devel-
oped. Vibration control of the arm using MR fluid is realized when an object is 
held and lifted, confirming the reduction in vibration due to the MR effect.  

Keywords: MR brake, Artificial muscle, Soft manipulator, Position control, 
Vibration reduction. 

1   Introduction 

Partner robots for life support and power assist machinery for medical care have been 
developed recently. These robots are expected to be active in the human living envi-
ronment in the future. Because humans and robots will share an environment, safety is 
necessitated in robot–human contact. 

Therefore, we developed a manipulator using a straight-fiber-type pneumatic artifi-
cial muscle actuator. This type of artificial muscle has greater contraction ratio and 
power, and a longer lifetime than conventional McKibben-type muscles [2]–[6]. Fur-
thermore, the muscles are very lightweight and flexible; hence, a manipulator made of 
this type artificial muscle has greater drivable range and torque. This ensures the 
safety of the manipulator in robot–human contact, which makes it suitable for per-
forming collaborative activities with humans. 

On the other hand, the muscle has high compliance. This causes the actuator to vi-
brate under a high load. Also, the former artificial muscle manipulator has some faults 
such as slow response and limited instantaneous power for operation by air pressure. 
Therefore, the control method for artificial muscles using feed-forward control that 
applies the mechanical equilibrium model and feedback control using proportional-
integral (PI) control, and vibration control at the load was performed in the past.  
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Vibration control in the low-frequency area was confirmed, but vibration control in 
the high-frequency area was unrealizable due to the slow response of air pressure. In 
addition, variable joint stiffness control of the artificial muscle manipulator was per-
formed [7]. However, it is difficult to control momentary joint stiffness, because the 
response of air pressure is slow. 

On the other hand, magneto rheological (MR) fluids have been widely adopted as 
smart materials with properties that can be controlled by tuning an external magnetic 
field, which can transform from a fluid-like to a solid-like state within milliseconds. 
This fluid is applied to the joint of an artificial muscle manipulator to achieve a vari-
able rheological joint. As a result, angle control and joint stiffness control in the high-
frequency area, which cannot be controlled by air pressure, can be achieved. 

In this study, an artificial muscle manipulator with 1-DOF and a variable rheologi-
cal joint mechanism using MR fluid is developed, in which the vibration control of 
the arm using MR fluid is realized when an object is held and lifted. 

2   Straight-Fiber-Type Artificial Muscle 

2.1   Outline of the Artificial Muscle 

Fig. 1 shows a schematic diagram of the straight-fiber-type artificial muscle. A tube is 
made from natural latex rubber with a carbon fiber seat fixed at either end by a termi-
nal, which is inserted in the long-axis direction.  

Since this suppresses axial expansion, the artificial muscle expands radially due to 
air pressure and exerts a contractile force axially. In addition, the ring installed in the 
muscle prevents an explosion due to excessive expansion, and we can modify its 
influence by adjusting the ratio between the length and radius of the muscle under 
different conditions. 

The artificial rubber muscle using this structure is lightweight, flexible, and capa-
ble of high output. However, to move by air pressure, the pressure that can be applied 
is limited, and this actuator cannot achieve high stiffness.  

2.2   Pressure Characteristics of the Artificial Muscle 

Fig. 2 shows the pressure characteristics of this artificial muscle. As shown in this 
figure, we can control muscle contraction, according to the pressure characteristics 
and use the muscle as an actuator. However, the muscle’s pressure characteristics are 

Fig. 2. Relationship between pressure and 
contraction 

Fig. 1. Schematic diagram of artificial 
muscle 
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highly nonlinear due to the material used. These characteristics affect manipulator 
position control. 

2.3   Mechanical Equilibrium Model 

Since an artificial muscle has 
high nonlinearity, the input and 
output gains vary. Hence, it’s 
highly likely that movement 
becomes unstable in certain 
situations. Therefore, a me-
chanical equilibrium model for 
the artificial muscle has been 
proposed in the past.  

Table 1 shows the parameters 
of the muscle and the manipula-
tor. In this table, the subscript 
number discriminates between 
artificial muscles 1 and 2; the 
common equation for both mus-
cles uses the subscript i. From 
the mechanical equilibrium 
model [7], an expression of the 
relationships between contrac-
tion x, load F, and pressure P is 
obtained.  

F is expressed as 
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Fig. 4 compares the theoretical and experimental results for the relationship between 
the contraction and the force as a parameter of pressure. It is observed that there is 
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Fig. 3.  Shape model of artificial muscle viewed along 
the Z-axis 
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good agreement between the theoretical and experimental results, and that the me-
chanical equilibrium model has sufficient accuracy for use in position control. 

Next, the outline of an artificial muscle manipulator is shown in Fig. 5. Here, F is 
the contraction force, F0 is the balance force, x is amount of contraction, θ is the joint 
angle, r is the pulley radius, and τ’1 is the driving torque. 

When the balance force is considered, the driving force F’ is expressed as 
 

 
 

Further, from Fig. 5, the contraction x and driving torque τ’1 are expressed as  
                                                         　　θrx = , 

                                                           rF′=τ . 

From (7) and (8), the pressure P1 and P2 of the artificial muscle depends on the joint 
stiffness Kjd and the desirable angle θd. P1 and P2 are expressed as 
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From (9) and (10), stabilization of joint angle control can be achieved. 

3   MR Brake 

In this study, MR fluids are applied to the joint of an artificial muscle manipulator to 
realize a variable rheological joint. Hence, an MR brake that has small size, high 
output, and high response was studied.  

3.1   MR Fluids 

MR fluids have been widely adopted as smart materials with properties that can be 
controlled by tuning an external magnetic field, which can transform them from a 
fluid-like to a solid-like state within milliseconds. Hence, MR fluid is useful in many 
applications such as a clutch and brake, an actuator and vibrating-type damper. Its use 
in inclined and angular sensors has also been proposed. 

3.2   MR Brake 

In this study, MRB-2107-3 of the LORD Co. is used as an MR brake device. Fig. 6 
shows the schematic view of MRB-2107-3, and Table 2 shows its specifications. This 
device distributes MR fluid to the circumference of an internal disk part and changes 
the viscous friction of the disk part surface by changing the magnetic field. As a re-
sult, the torque can be continuously controlled for revolving motion. The response 
speed is several millimeters per second. Therefore, the artificial muscle’s response 
delay is avoided by MR brake. Moreover, because the MR brake has the damper func-
tion, the achievement of the system that has flexibility becomes possible. The features 
of the MR brake are shown below. 

a) It is small and produces a high output due to its high     
torque density. 

b) It is strong with a simple structure. 
c) The response speed is several millimeters per sec-

ond. 
d) It is continually variable. 
e) It has function of damper.  
f) It is stable. 

From these characteristics, wide-ranging rigidity control 
and vibration control are possible. 

3.3   Characteristics of the MR Brake 

In this study, the vibration of the arm is controlled with the MR brake when an object 
is held and lifted. Therefore, the voltage-torque characteristics of the MR brake were 

Fig. 6. Configuration of 
the MR brake 

)14(
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investigated. Fig. 7 shows the relationship between the voltage and the torque of the 
MR brake. This graph shows that the torque of the MR brake rises as the impressed 
voltage increases. 

 
 
 
 
 
 
 
 
 
 

4   Artificial Muscle Manipulator 

This study examines vibra-
tion control of the arm by the 
MR fluid when an object is 
held and lifted. Therefore, a 
1-DOF artificial muscle ma-
nipulator equipped with the 
MR brake in the joint is de-
signed.  

Fig. 8 shows a schematic 
diagram of the manipulator 
produced in this study, and 
Table 3 shows its specifica-
tions. The artificial muscle 
manipulator is a mechanism 
that pulls with two artificial 
muscles working together, 
and transmits the contraction 
force of the muscle to the 
rotation axis through the 
pulley. Also, the MR brake is 
fixed to the first link side, 
making it possible to apply 
the brake to the rotation axis. 
This manipulator includes an 
encoder to detect joint angle 
and a strain gauge to detect 
the load of the link point.  

Fig. 7. Relationship between the voltage 
and the torque of the MR brake 
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Table 2. Specification of the MR Brake 
 

Diameter [mm] 92 
Length [mm] 36 
Weight [kg] 1.4 

Maximum torque [Nm] 5.65 
Minimum torque [Nm] <0.34 
Max current value [A] 1 

Temperature range [℃] −28.9 to 71.1 

 
 

Fig. 8. Schematic diagram of the manipulator 
 

Table 3. Specification of the manipulator 
 

Mass of 2nd link [kg] 0.168 
Length of 2nd link [mm] 250 

Center of gravity 2nd link [mm] 240 
Movable range [rad] −π/2≦θ≦π/6 

Inertia of 2nd link [kgm2] 4.80 × 10−6 
Parallel number of artificial muscle 2 
Series number of artificial muscle 1 
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5   Design of Control System 

5.1   Control of Artificial Muscle 

Fig. 9 shows a block diagram of an artificial muscle manipulator. Currently, the con-
trol technique of the artificial muscle uses feed-forward control [8] that applies the 
mechanical equilibrium model and feedback [8] control using PI control.  

 

Fig. 9. Block diagram of feed-forward control 

 

1) Feed-Forward Control 
An artificial muscle manipulator is controlled by air pressure. However, the motion 
characteristic of the muscle is nonlinear. Also, the manipulator generates rapid motion 
to the target angle. Therefore, the position control may become unstable. Hence, the 
manipulator uses feed-forward control that applies the mechanical equilibrium model, 
and input and output are linearized.  

 

2) Feedback Control 
With the dynamic equilibrium model, linearization of the input and output angles in the 
steady state is realized. However, an error occurs in output angle for the accuracy of the 
equilibrium model and the load 
that hangs from the joint. 

Therefore, feedback control 
using PI control is applied to the 
manipulator. As a result, exact 
position control becomes possi-
ble, because angle compensation 
to a target angle is performed. 

5.2   Control of the MR Brake 

This study examines vibration 
control of the arm by the MR 
fluid when an object is held and 
lifted. Therefore, two control 
methods for the MR brake are 
produced. Fig. 6 shows the con-
trol system of the MR brake 
when an object is held and lifted. Fig. 10. Control method for experimental systems 

(a) Position control (b) Holding control 
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1) Position control 
In position control (Fig.10 (a)) the MR brake is applied to the rotation axis, when the 
joint angle detected by the encoder reaches before A[deg] of a desirable angle when 
lifting an object. Moreover, the brake torque applies the value calculated from the 
load detected with the strain gauge and the length of the 2nd link. 

 

2) Holding control 
In holding control (Fig.10 (b)), the MR brake is applied to the rotation axis, when the 
link point load is detected by the strain gauge when holding an object. The break 
torque calculation technique is the same as the position control. 

6   Vibration Control Experiments 

6.1   Position Control Experiment 

In the experiment, a load of 1.7 kg was installed at the link point of a manipulator, 
and the experiment examined the lift by step input of which the desirable angle is 
90[deg]. This experiment examined stability in the following control systems. 

 

Control system a) Angle feedback using PI control. 
Control system b) Angle feedback using PI control and torque feedback to 

 feed-forward control (Eq. (9), (10)). 
Control system c) Angle feedback using PI control, torque feedback with MR 

brake. (A was set to 40 [deg].)  
 

Here, in all of control system, each PI gain was adjusted so that the rise time is set to 
0.4 [s], and the stability of the step responses were compared. 

6.2   Holding Control Experiment 

In the experiment, the arm was maintained in the position of 90[deg], and vibration 
control was realized when a load of 2.55 kg was put on the link point. In the case of 
this experiment, the above-mentioned control methods were applied. 

7   Results of Experiments 

7.1   Results of Position Control Experiment 

Fig. 11 shows the experimental results of the step response for position control. When 
control system is (a), the arm vibrates due to the spring characteristics of the artificial 
muscle and high disturbance torque. In addition, when control system is (b), torque 
feedback control realized stable position control. However, a momentary vibration 
cannot be controlled by the slow response of air pressure. On the other hand, when 
control system is (c), we could confirm vibration reduction of a large vibration at the 
time of arm stop. From this figure, MR brake torque is impressed according to the 
disturbance load from the position of 50 degrees. 
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However, the arm causes a rapid acceleration change, because high brake torque 
occurs suddenly at the desired angle. This results in unsteady lift operation, because 
the lifted object may be thrown when a rapid stop occurs. Therefore, in the future the 
brake torque will be raised gently to create a smooth stop. 

7.2   Results of Holding Control Experiment 

Fig. 12 shows the experimental results for holding control. When control system is (a), 
the arm falls and vibrates due to the load of the weight. In addition, when control system 
is (b), torque feedback control realized stable holding control. However, a momentary 
vibration cannot be controlled by the slow response of air pressure. On the other hand,  
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Fig. 11. A experimental results of the step response for position control 
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Fig. 12. A experimental results of the step response for Holding control 
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when control system (c), we could confirm the control of this fall and vibration. From 
this figure, MR brake torque is impressed according to the disturbance load.       

However, a steady state error occurred, because the joint torque resulting from the 
load exceeds the maximum generating torque of the MR brake, and the arm fell due to 
the artificial muscle’s high compliance characteristic. Moreover, the figure shows 
compensatory movement caused by PI control to counteract the angle error due to the 
fall. However, the arm was saturated reaching up to the desired angle. 

As the cause, increased muscle burden due to the brake and load be considered. It 
is thought that we control an artificial muscle and MR brake independently. There-
fore, the burden to the artificial muscle increases by mutually generated torque, be-
cause MR brake and an artificial muscle cannot compensate mutually. As a result, 
high pressure is transmitted to an artificial muscle, and the arm’s angle is changed 
forcibly. Hence, a solution would be a control system design that enables a change of 
the maintenance by the artificial muscle and MR brake.  

8   Conclusion 

A 1-DOF artificial muscle manipulator with a variable rheological joint mechanism 
using MR fluid is developed. To verify its effectiveness, vibration control was inves-
tigated when an object is held and lifted. From the experimental results, we confirmed 
that vibration restraint was achieved by a high output and the response of the MR 
brake in the area where it cannot be achieved by air pressure. 

In the future, the rapid acceleration change caused by the brake will be controlled 
continuously to realize more stable operation when an object is lifted. In addition, the 
vibration that occurs due to the high-speed response of the artificial muscle will be 
controlled. And we aim to achieve quicker operation by an artificial muscle manipula-
tor, and the running operation and the throw operation by the artificial arm or an arti-
ficial leg. 
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Abstract. A novel concept called gesture-changeable under-actuated (GCUA) 
function is proposed to improve the dexterities of traditional under-actuated 
hands and reduce the control difficulties of dexterous hands. Based on the GCUA 
function, a new humanoid robot hand, GCUA Hand is designed and manufac-
tured. The GCUA Hand can grasp different objects self-adaptively and change its 
initial gesture dexterously before contacting objects. The hand has 5 fingers and 
15 DOFs, each finger is based on screw-nut transmission, flexible drawstring 
constraint and belt-pulley under-actuated mechanism to realize GCUA function. 
The analyses on grasping static forces and grasping stabilities are put forward. 
The analyses and Experimental results show that the GCUA function is very nice 
and valid. The hands with the GCUA function can meet the requirements of 
grasping and operating with lower control and cost, which is the middle road 
between traditional under-actuated hands and dexterous hands. 

Keywords: Humanoid robot, multi-fingered hand, passive adaptive grasp,  
gesture-changeable under-actuated function, stability, dexterity. 

1   Introduction 

Humanoid robotic hand plays an important role as end-effecter of humanoid robot. Over 
the past 30 years, the study on dexterous hand has gained plentiful achievements. A 
dexterous hand has 3~5 fingers with 2~4 DOFs in each finger, whose joints are mostly 
driven by actuators actively. Examples of dexterous robot hands are Utah/MIT Hand [1], 
Robonaut Hand [2], UB Hand [3], BH series hands by Beihang University and HIT series 
hands [4] by Harbin Institute of Technology. Dexterous robot hands can grasp different 
kinds of objects agilely and stably. However, dexterous hands cannot grasp objects 
self-adaptively, which makes them highly depend on their sensors and control system. 
The complexity of dexterous hands makes them high cost and low reliability. 

Under-actuated robotic hands can overcome some weaknesses of dexterous hands 
whose joints are mostly driven by actuators forwardly. Thus under-actuated robot 
hands are more and more important in recent 10 years. In the research of under-actuated 
robot hands, Laval University (Birglen et al. [5]) in Canada, MIT  (Dollar et al. [6]) in 
USA, HIT (Liu et al. [7]), Beihang University (Guo et al. [8]), and Tsinghua University 
(Zhang et al. [9]), have done many jobs. Under-actuated robotic hands can grasp ob-
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jects with different shapes and sizes self-adaptively, which makes hands reduce the 
requirements of sensor and control system. 

The traditional under-actuated finger has the gesture which cannot be changed 
(mostly keep straight) until the finger touches objects, which makes the finger less 
human-like and less stable to grasp different objects. For instance, with the constraint 
of spring, each finger of TH-3 hand must keep straight (the angle between middle- and 
terminal-segment is straight angle) only if it is blocked by objects, which reduces the 
stability and dexterity of grasping. 

2   Principle of GCUA Function 

2.1   Concept of GCUA Function 

A novel concept called gesture-changeable under-actuated (GCUA) function is pro-
posed to improve the dexterities of traditional under-actuated hands and reduce the 
control difficulties of dexterous hands. It is called “gesture-changeable”: change the 
finger initial gesture before grasping. The gesture-changeable under-actuated (GCUA) 
mechanism can change the finger’s initial gesture flexibly according to the different 
sizes and shapes of the grasped objects, and then grasp objects passively adaptively. 
The gesture-changeable under-actuated function can make the finger pinch relatively 
small objects easily, simultaneously make the grasping process more humanlike 
(People always bend the middle joints of fingers to grasp relatively small objects).  

In fact, adding the GCUA function makes under-actuated finger more like dexterous 
finger rather than traditional under-actuated finger. The GCUA mechanism adds the 
dexterity of dexterous hands to the under-actuated mechanism by changing the finger’s 
initial gesture, at the same time, eliminates the weakness that dexterous hands highly 
depend on their sensors and control systems by the self-adaptive grasping function. The 
GCUA hand will be the middle road between under-actuated hand and dexterous hand. 

2.2   Grasping Process of Finger with GCUA Function 

Fig. 1. shows the under-actuated grasping process of a finger with GCUA function. The 
motor rotates on the base, driving the gear, and then the first joint-shaft rotates. Before 
I-segment contacts the grasped object, a spring located around the second joint-shaft 
and a spring around the third joint-shaft keep II-segment and III-segment being static 
relative to I-segment as long as possible, resulting in rotation of the three segments as a 
rigid body around the first joint-shaft. 

When I-segment is blocked by the grasped object and unable to continue rotating, 
the motor keep rotating to drive II-segment and III-segment rotates against the elastic 
force of the return spring as a rigid body, until also touching the object. When 
II-segment is blocked by the grasped object, the III-segment rotates continuously. 

Fig. 2. shows the second movement process of the GCUA function: the finger 
changes the initial gesture firstly and then grasps the object self-adaptively. The motor 
located in II-segment rotates, driving the gear. Through the screw-nut transmission and 
flexible drawstring, the motor drives II-segment to rotate against the elastic force of the 
return spring around the second joint-shaft. II-segment has already rotated an angle 
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before the motor stops rotating. The flexible drawstring can prevent II-segment from 
rotating backward, however, allow II-segment to rotate forward with the driving of 
other actuators. Therefore, the pre-bending motion has no effect on the under-actuated 
grasping process. 

The process of II-segment rotating backward is like this: the motor rotates backward, 
driving the gear. Then with the screw-nut transmission, the motor drives the flexible 
drawstring not restrict II-segment any more. The deformation of the return spring gets 
smaller gradually, with II-segment rotating backward to be the initial status. 

These two processes mentioned above, can be used alone or combined under the 
different requirements of grasping. The GCUA function can not only be self-adaptive 
to the shapes and sizes of the grasped objects with the under-actuated grasping process, 
but also grasp small size and light objects or gliding objects with the pre-bending  
motion stably. 

 
   (a)                       (b)                  (c)                          (d)                     (e) 

Fig. 1. Under-actuated grasping process of the GCUA finger 

 
                         (a)                     (b)                   (c)        (d)                       (e) 

Fig. 2. Pre-bending motion and Under-actuated grasping 

3   Design of the GCUA Hand 

We will describe the design of GCUA Hand which is based on the gesture-changeable 
under-actuated function. The hand has 5 fingers and 15 DOFs(6 active DOFs, 5 
pre-bending DOFs, 4 passive DOFs).  

GCUA Hand is the double size with an adult’s hand, with a length 350mm, palm 
length of  180mm, palm width of  152mm, palm thickness of  30mm, all the fingers can 
rotate angle range of 0~90° for all joints. The details of the hand and the placement of 
components are shown in Fig. 3. 
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3.1   Design of the 2-Joint Finger 

The component of the 2-joint finger mechanism is shown in Fig. 4. The first motor is 
fixed with the base, whose output shaft is fixed with the first bevel gear, the first bevel 
gear is meshing with the second one which is fixed with the base joint-shaft, the base 
joint-shaft is sleeved within the base. The first straight gear is also fixed with the base 
joint-shaft, which meshes with the second one fixed with the first joint-shaft. The 
first-shaft is sleeved within the base, the second joint-shaft is sleeved within the mid-
dle-segment, and fixed with the terminal-segment. 

 

   
(a) design of the GCUA Hand    (b)the GCUA Hand 

Fig. 3. Details of GCUA Hand and placement of components 

At the same time, the return spring around the second joint-shaft connects the middle 
and terminal segment by its two ends, the active spring around the first joint shaft 
connects the active pulley and the first joint, which can eliminate the torque produced 
when the active pulley reverses. 

The second motor is fixed in the middle-segment, whose output shaft is fixed with the 
screw, and the screw is connected with the nut. The flexible drawstring connects the nut 
and the rope pulley by its two ends, the rope pulley is fixed with the second joint-shaft. 

3.2   Design of the 3-Joint Finger 

The 3-joint GCUA finger has two motors to drive 3 DOFs, which can change the initial 
gesture (the angle between I-segment and II-segment) with the pre-bending motion and 
grasp different objects with the under-actuated grasping process self-adaptively. 
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(a) front cutaway view        (b) side cutaway view         (c) sketch map  

Fig. 4. The GCUA finger with 2 joints. 1-base; 2-first motor; 3-first bevel gear; 4-second bevel 
gear; 5-first joint-shaft; 6-second joint-shaft; 7-middle-segment; 8-terminal-segment; 9-second 
motor; 10-screw; 11-nut; 12-flexible drawstring; 13-return spring; 14-active spring; 15-active 
pulley; 16-passive pulley; 17-belt; 18-first straight gear; 19-second straight gear; 20-base 
joint-shaft; 21-rope pulley. 

       
(a)    (b)          (c)            (d)                (e)  

Fig. 5. The GCUA finger with 3 joints. (a) front cutaway view; (b) side cutaway view; (c) front 
view; (d) side view; (e) photo of three 3-joint fingers. 
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Fig. 5. shows the design of the 3-joint GCUA finger. The 3-joint GCUA finger uses 
the same principle like 2-joint GCUA finger, which has the first motor located in the 
base to drive the finger to grasp different objects self-adaptively (Under-actuated 
grasping process), the second motor located in I-segment to drive the finger to change 
the initial gesture (Pre-bending motion). The four 3-joint fingers of GCUA Hand have 
the same structure but different sizes, each of which can grasp objects independently. 

4   Analyses of the GCUA finger 

4.1   Force Analysis of Pre-bending Motion 

Fig. 6a. shows the force analysis of 3-joint GCUA finger when it changes its initial 
gesture. The letter “I” stands for the I-segment, “II” stands for the II-segment. 

TM2-the torque caused by the second motor to the screw with regard to II-segment, 
second motor torque for short, Nmm; 

FM2-the force exerted by the screw to the flexible drawstring, which is caused by 
TM2, N; 

TS1-the torque caused by the return spring between I-segment and II-segment with 
regard to the II-segment joint-shaft, spring torque for short, Nmm; 

FP-the grasping force exerted by the II-segment to the object, N; 
r3,rP-the radii of passive pulley and rope pulley, mm; 
hP- the arm of force FP with regard to the II-segment joint-shaft, mm; 
θP-the rotational angle of the II-segment, rad; 
ψ-the lead angle of the screw, rad. 
According to the static force analysis, when the II-segment touches the grasped 

object, using the principle of virtual work, one obtains 
FM2=CTM2        (1) 

                   FM2·rP+TS1=FP·hP                                                    (2) 
where C=2/(d·tanψ), TS1=-K1θP, K1 is the stiffness of the return spring. Combining eq. 
(1), (2), one obtains 

FP=JP

TTP                                                                                        (3) 
where JP=[2rP/(dhPtanψ) 1/hP]

T, TP=[TM2 TS1]. The main object of the pre-bending mo-
tion is changing the angle between I-segment and II-segment, at the same time, it can 
also provide grasping force. 

4.2   Force Analysis of Under-Actuated Grasping Process 

Although pre-bending motion can provide grasping force, the main grasping force is 
provided by under-actuated grasping process. With the unilateral constraint of the 
flexible drawstring, pre-bending motion has little effect on under-actuated grasping 
process, therefore, we can consider under-actuated grasping process only. Fig. 6b. 
shows the static force analysis of 3-joint GCUA finger when under-actuated grasping 
process carries on. I stands for I-segment whose length is l1, mm, II stands for 
II-segment, whose length is l2, mm, III stands for III-segment whose length is l3, mm. 
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 (a) changing the initial gesture  (b) under-actuated grasping process 

Fig. 6. Static force analysis of the GCUA finger 

 
F1-the grasping force caused by the I-segment to the object, whose magnitude is 

equal to the reaction force caused by the object against the I-segment, N; 
F2-the grasping force caused by the II-segment to the object, whose magnitude is 

equal to the reaction force caused by the object against the II-segment, N; 
F3-the grasping force caused by the III-segment to the object, whose magnitude is 

equal to the reaction force caused by the object against the III-segment, N; 
TM1-the torque caused by the first motor to the active pulley with regard to the 

I-segment joint-shaft, motor torque for short, Nmm; 
TS1-the torque caused by the return spring between I and II segments with regard to 

the II-segment joint-shaft, first spring torque for short, Nmm; 
TS2-the torque caused by the return spring between II and III segments with regard 

to the III-segment joint-shaft, second spring torque for short, Nmm; 
r1, r2, r3- the radii of the active, first passive and second passive pulley, mm; 
θM-the rotational angle of the active pulley, rad; 
θ1 - the rotational angle of the I-segment, rad; 
θ2 - the rotational angle of the II-segment, rad; 
θ3 - the rotational angle of the III-segment, rad; 
h1- the arm of force F1 with regard to the I-segment joint-shaft, mm; 
h2- the arm of force F2 with regard to the II-segment joint-shaft, mm; 
h3- the arm of force F3 with regard to the III-segment joint-shaft, mm. 
According to the principle of virtual work, one gets 

T TT F VΩ =                                                          (4) 
where T is input torque vector by the first motor and the return springs, F is the 
grasping force vector by the three segments of the finger, V is the velocity vector on 
the contact points, i.e. 

M1

S1 1 2

S2 2 3

T

T T K

T K

θ
θ

⎡ ⎤
⎢ ⎥= = −⎢ ⎥
⎢ ⎥= −⎣ ⎦

                                                   (5) 

F=[F1 F2 F3]
T                                                       (6) 
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where K1, K2 are the stiffness of the return spring located around the second joint-shaft 
and the third joint-shaft respectively. 

( )

1
1

1 2 2 2 2

1 2 3 2 3 3 2 3 3 3
3

0 0

cos 0

cos cos cos

h

V l h h

l l h l h h

θ

θ θ
θ θ θ θ θ

⎡ ⎤
⎢ ⎥⎡ ⎤
⎢ ⎥⎢ ⎥= + ⎢ ⎥⎢ ⎥
⎢ ⎥⎢ ⎥+ + + +⎣ ⎦ ⎢ ⎥
⎣ ⎦

i

i

i

              (7) 

T

M 2 3θ θ θ⎡ ⎤Ω = ⎢ ⎥⎣ ⎦

i i i
                                           (8) 

where 
Mθ
i

is the rotational velocity of the first motor, 
1θ
i

is the rotational velocity of 
the I-segment, 

2θ
i

is the rotational velocity of the II-segment, 
3θ
i

is the rotational ve-
locity of the III-segment. Let 

( )

1

1 2 2 2

1 2 3 2 3 3 2 3 3 3

0 0

cos 0

cos cos cos
V

h

A l h h

l l h l h h

θ
θ θ θ θ

⎡ ⎤
⎢ ⎥= +⎢ ⎥
⎢ ⎥+ + + +⎣ ⎦

                 (9) 

Considering the rotary process of the finger, one gets 

M 1 1 2θ θ α α= + + , 
1 1 2 2r rα θ= , 

2 1 3 3r rα θ=                         (10) 

where α1 is the rotational angle of the II-segment after the I-segment is blocked by the 
grasped object, α2 is the rotational angle of the III-segment after the II-segment is 
blocked by the grasped object, from eq. (10), one gets 

32
M 1 2 3

1 1

rr

r r
θ θ θ θ= + +                                           (11) 

Differentiating the eq. (11), one can obtain 

32
M 1 2 3

1 1

rr

r r
θ θ θ θ= + +
i i i i

                                             (12) 

Combining eq. (8) and eq. (12), one obtains 
AΩΩ = Θ                                                       (13) 

where 
T

1 2 3θ θ θ⎡ ⎤Θ = ⎢ ⎥⎣ ⎦

i i i , 2 1 3 11 / /

0 1 0

0 0 1

r r r r

AΩ

⎡ ⎤
⎢ ⎥= ⎢ ⎥
⎢ ⎥⎣ ⎦

. Combining eq. (4), (5), (6), (7), (9), 

and eq. (13), one gets 
T T

VT A F AΩ =                                                     (14) 

Calculate the determinants of matrix AΩ and AV, we know 1 0AΩ = > , 

1 2 3VA h h h= , when hi isn’t zero, with matrix manipulation, one obtains 
T T

VF A A T−
Ω=                                                       (15) 

Let T T
F VA A A−

Ω= , one obtains 

FF A T=                                                         (16) 

Let ki=(licosθ(i+1)+h(i+1))/(hih(i+1)) (i=1,2), Ri=r(i+1)/r1 (i=1,2) and s=l1cos(θ2+θ3)/h2, one gets 
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                        (17) 

The return spring torques TS1 and TS2 is quite small compared to the motor torque TM1, 
and might as well be omitted. From eq. (16), one knows F3 is always large than zero. 
Let li, hi, Ri, TM1 as constants (li=2, hi, R1=2, R1=1, TM1=100, SI). The grasping stability 
area of the finger can get, shown in Fig. 7. 

 

Fig. 7. Grasping stability area when R1=2, R2=1 

When state point (θ2, θ3) is in the stable area, all the three grasping force are positive, 
thus, the finger can grasp the object stably. On the contrary, if point (θ2, θ3) is in the 
unstable area, at least one force is negative, so the finger cannot grasp the object stably. 
Fig. 8. shows that the stability with different magnitudes of Ri. 

 

Fig. 8. Grasping stability area when R1=1.5, R2=1 
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5   Grasping and Operation Experiments 

Fig. 9 shows some pictures of the hand grasping experiments. The hand can grasp 
objects of different sizes and shapes with under-actuated grasping process like tradi-
tional under-actuated hand. Moreover, the hand can also grasp many small or gliding 
objects, like tennis ball, apple MP3, and so on. What’s more, the hand can do some 
operations or poses like touching keyboard, playing electronic organ, and so on, which 
in shown in Fig. 10. 

With the GCUA function, the hands can not only grasp objects but also operate in-
struments. Combining pre-bending motion with under-actuated grasping process 
makes the finger more humanoid, more dexterous, easier to control, lower manufacture 
and maintenance cost. 

 

    

Fig. 9. GCUA Hand grasping different objects 

 

   

Fig. 10. Operations and poses of the GCUA Hand 

6   Conclusions 

This paper proposed a design idea of gesture-changeable under-actuated (GCUA) hand 
which can achieve the pre-bending motion and the under-actuated grasping process. 
The analyses and Experimental results show that the GCUA function is very nice  
and valid. GCUA Hand can grasp different objects self-adaptively like traditional 
under-actuated hands. Furthermore, it can also operate some instruments or make 
humanoid poses as a dexterous hand. Although it is less dexterous than dexterous hand, 
it can meet many needs of grasping or operating with a lower manufacture and  
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maintenance cost. The hands with the GCUA function will be the middle road between 
traditional under-actuated hands and dexterous hands. 
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Abstract. This paper describes a device to support rehabilitation of a patient’s 
upper limb motion. For safety, light weight, and flexibility, it uses a pneumatic 
cylinder, for which the optimum arrangement is presented. The rehabilitation 
support device has two rehabilitation modes corresponding to different rehabili-
tation contents. A compliance control system and a position control system are 
applied for those modes. We evaluate the effectiveness of the rehabilitation 
support mode through some experimentation. 

Keywords: Rehabilitation support, Pneumatic actuator. 

1   Introduction 

In recent years in Japan, the number of handicapped people has increased because of 
sickness, injury, aging, etc. Furthermore, according to an annual report on the aging 
society in Japan, a hyper-aging society will exist in the near future [1], [2]. Because  
of the physical handicaps of elderly people and handicapped people, activities of  
daily life (ADL), such as eating, will become difficult. They cannot live without  
the exertion of great effort. Moreover, the burdens will increase not only for handi-
capped people, but also for caregivers such as families [3]. Therefore, handicapped 
people will undergo rehabilitation to establish or increase their ability to use upper 
limbs. 

In rehabilitation training, handicapped people (patients hereinafter) and the occu-
pational therapists (OTs hereinafter) train together. An OT demonstrates and facili-
tates motions that give a constant or varied load to a patient’s upper limbs and moves 
their upper limbs, repeating joint’s flexion and extension at a constant speed. The OT 
repeats the operation while considering the level of the patient’s trouble. Therefore, 
we think that the machine can often substitute for the OT’s motion in rehabilitation. 
The device is expected to facilitate rehabilitation for patients and OTs. Some  
rehabilitation devices and robots have been developed [4]–[11]. However, most  
are large and complex mechanisms. Moreover, few examinations have investigated  
rehabilitation devices and robots using the pneumatic actuator. In a clinical setting, 
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such a device is expected to be a simple mechanism with a simple control system 
that is easy to use. For this study, we developed a compact, lightweight, upper-limb 
rehabilitation support device using a pneumatic cylinder with a link mechanism. 
Medical and welfare apparatus and systems such as the rehabilitation support device 
that we developed must be safe, flexible, and lightweight because the device must 
have contact with patients during its operation. An electric motor and a hydraulic 
actuator are used for almost all robots. The system would become complex and 
bulky if we were to use these actuators as medical and welfare apparatus. Therefore, 
we used a pneumatic cylinder to operate the device because shock can be absorbed 
using compressibility of air: it is lightweight and slim, and it has a high power–
weight ratio. 

In this study, a position control system and a compliance control system are ap-
plied on the device to replace an OT’s motion of rehabilitation training. Some ex-
periments were performed to evaluate the device and its control system. 

2   Rehabilitation Support Device 

Fig.1 depicts the structure of the upper limb-rehabilitation support device. The device 
has five degrees of freedom (DOF) by virtue of its link mechanism [12] and consists 
of joint 1 – joint 5. Joint 1 reciprocates on the x-axis by a linear guide to support the 
upper limb for the reach motion. Joint 3, with an attached pneumatic cylinder, rotates 
around the y-axis to support flexion and extension of the shoulder joint actively. Joint 
5, with an attached gas spring (Y0061, Tokico; Hitachi Ltd.), rotates around the y-axis 
 

Joint 1 

Joint 2

Joint 3 Joint 4

Joint 5

Swing Arm 

Support Arm

Pneumatic Cylinder

Coordinate axes 

x 

y

z

Rx 
Ry 

Rz 

Span Adjuster 

Stand for Elbow 

Pillar 

Gas Spring

Fig. 1. A structure of the rehabilitation support device 
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to support the elbow joint’s external rotation and internal rotation. Joint 2, with an 
attached rotation joint, rotates around the z-axis to support the shoulder joint’s hori-
zontal flexion and extension. Joint 4, with an attached rotation joint, rotates around 
the z-axis to support the elbow joint’s flexion and extension. 

2.1   Actuator Layout 

In designing the device, we considered the actuator layout. In this report, we suggest 
two layouts that the pneumatic cylinder uses for the actuator of the device. We then 
draw a comparison of the two methods based on their respective ranges of motion and 
torque variation. 

Fig. 2(a) portrays a schematic diagram showing the arrangement of the pneumatic 
cylinder, arranged diagonally in the device. In addition, Fig. 2(b) shows a schematic 
diagram of the pneumatic cylinder arranged vertically in the device. 

Here, the overall length of the pneumatic cylinder (diagonally arranged type) is de-
noted as ld; the overall length of the pneumatic cylinder (vertically arranged type) is 
denoted as lv. The angle between the swing arm and pneumatic cylinder is denoted as 
α, the angle between the vertical line and pneumatic cylinder is represented as γ. Each 
relation is as shown below. 

θcos222 aLLald −+=   (1) 

( ){ } ( )22cos1 BALl v ++−= β  (2) 

( )dd LlalL 2cos 2221 −+= −α  (3) 

( ) ( ){ } ( )[ ]BAlLBAl +−−++= − 2cos1cos 2221 βγ  (4) 

Therein, θ is the angle between a pillar and swing arm; L denotes the length of the 
swing arm. In addition, a stands for the distance from center of rotation to the pneu-
matic cylinder’s connector. Torque τd and τv are expressed as follows. 

ατ sinFLd =  (5) 

( )2cos παθτ −−= FLv
 (6) 

The force F generated by the pneumatic cylinder is obtained from the experiment. 
Moreover, the strokes of the pneumatic cylinder xd and xv are expressed as shown 
below. 

idd llx −=  (7) 

ivv llx −=  (8) 

In those equations, li signifies the initial length of the pneumatic cylinder. 
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Fig. 3(a) shows calculated results for the rotation angle and torque. Fig. 3(b)  
portrays the calculated results for the rotation angle and stroke of the pneumatic cyl-
inder. As shown in Fig. 3(a), for a small rotation angle, the torque is very high for the 
vertically arranged type. However, the torque decreases rapidly as the rotation angle 
increases. Meanwhile, the torque is stable throughout the whole range of motion in 
the case of a diagonally arranged type. Furthermore, as presented in Fig. 3(b), the 
stroke in the case of the vertically arranged type is longer than that of the diagonally 

Fig. 3. Actuator layout characteristics
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Fig. 2. Schematic diagram of two suggested arrangements 
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arranged type. This result confirms that the device becomes large and bulky in the 
case of vertically arranged type. We infer that the diagonally arranged type has an 
advantage over the vertically arranged type. Therefore, the diagonally arranged type 
was adopted. 

2.2   Rehabilitation Support Functions 

The rehabilitation support device has two rehabilitation modes corresponding to the 
difference of rehabilitation contents. 

The first mode is muscular power recovery and movable region expansion mode 
(Mode A). In this mode, the device gives a load to the patient’s upper limb, as por-
trayed in Fig. 4(a). Then, the patient repeats flexion and extension while resisting the 
load from the device. In this mode, compliance control was applied to operate as an 
OT. The patient can conduct rehabilitation to the level of the patient’s muscular 
power. 

The second mode is a practical function of the upper limb recovery mode (Mode 
B). In this mode, the device supports training, which operates the upper limb on the 
desk, as portrayed in Fig. 4(b). The patient trains to use a “peg board” etc. while the 
device supports the arm. A position control (rotation angle of joint 3) is applied to 
support an upper limb’s vertical motion. As shown for mode B, a patient with trouble 
operating the upper limb to resist gravity can easily train on a desk. 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

2.3   Device Control System 

Fig. 5 depicts the device control system. The electro pneumatic regulator (ETR200-1; 
Koganei Corp.) regulates the pneumatic cylinder’s (T-DA20×100; Koganei Corp.) 
inner pressure. A rod in the pneumatic cylinder expands and contracts when the 
pneumatic cylinder’s inner pressure changes. The swing arm rotates around the y-axis. 
The rotation angle of joint 3 is measured using the rotary position sensor. The load 

Peg Board 

Extension 

Flexion 

(a) Mode A (b) Mode B 

Fig. 4. Rehabilitation support modes 
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cell (LMA-A-100N; Kyowa Electronic Instruments Co. Ltd.), installed in a stand for 
the elbow, measures the force that the patient is adding. 

A compliance control system is applied to change the stiffness of joint 3 [13], 
[14]. The compliance control equation is written as 

( )θθτ −= dK . (9) 

However, θd is the desired angle, θ is the measured angle, τ is the torque of the joint 3, 
and K is the constant of stiffness. In addition, dθ is defined as the difference between 
the desired angle and the measured angle (θd –θ). 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

3   Experiments and Evaluation 

In this section, we describe a compliance control for Mode A and a position control 
for Mode B. Furthermore, we evaluate the effectiveness of the rehabilitation support 
mode through experimentation. 

3.1   Experiment Confirming Compliance Control for Mode A 

The rehabilitation support device is fixed with a jig so that the rotation angle θ might 
be 90 deg. We measured the dθ and generated torque τ. 

Fig. 6 presents experimental results of compliance control. The solid line represents 
the theoretical value of the generated torque from eq. (9). The gray solid line  
shows torque according to the weight of the arm of a typical adult male (65.7 kg body 
weight; arm weight 3.2 kg). Comparison of experimental results and theoretical  
values shows a strong correlation. Fig. 6 shows the generated torque as 18 Nm; the 
torque by the arm weight is 8.9 Nm, as depicted by the gray solid line. Sufficient  
margins exist from the torque by the weight of the arm to the limit of the generation 
torque. Therefore, the patient can add force from the state to put the arm on the device. 

We confirmed that the stiffness of joint 3 rose by raising the constant of the stiff-
ness through this experiment. When actually using the device for rehabilitation, we 
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Fig. 5. Control system of the device 
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assume that the constant of stiffness is set low for a patient with weak muscles, and 
that the constant of stiffness is set high for patients with strong muscles, presumably 
those in advanced stages of recovery. 

3.2   Experiment Position Control for Mode B 

This experiment is performed with and without a load (wrist part, 1 kg; elbow part, 
1.8 kg), which assumes the weight of a human’s arm. The loads of the wrist and el-
bow part were estimated using the ratio of the weight of each part to the weight of a 
human. Moreover, the target value was given from 110 deg to 90 deg in the ramp 
input, which was assumed to represent extension of the arm (shoulder joint). 
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Fig. 7. Experimental results of position control 
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Fig. 7 portrays experimental results of position control. The rotation angle 
smoothly followed the target value without overshooting. It converged to the target 
angle (90 deg). Therefore, when the device is used for assistance of rehabilitation 
training on a desk, the patient’s arm can be moved to the position that the patient 
desires. The device is useful safely, without giving discomfort to the patient. 

4   Conclusions 

In this study, we developed an upper-limb-rehabilitation support device using a 
pneumatic cylinder. A summary of the obtained results is presented as follows. 

・ By arranging the pneumatic cylinder optimally, the device is compact, but provides 
a wide range of movement. 

・ The device has two rehabilitation support modes corresponding to different reha-
bilitation contents. In Mode A, to support a patient’s muscular power recovery and 
movable region expansion, a compliance control system was applied. In Mode B, 
to support recovery of a patient’s practical function of the upper limb, a position 
control system was applied. 

・A compliance control performance for Mode A was verified experimentally,  
showing high correlation with measured values and theoretical values of torque of 
joint 3. 
・The position control performance for Mode B was verified experimentally. The 

results confirm that the rotation angle of joint 3 smoothly followed the target angle. 

These results confirmed that the device we developed can support a patient’s  
training. 
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Abstract. This paper describes a six legged cube based robot named ‘Spike’, 
which uses three axes of symmetry with a collinear pair of legs mounted on 
each axis. Spike is designed to implement a novel form of locomotion which 
uses a tilting and falling motion as a result of leg movements to form its gait. 
Due to the triangular symmetry inherent in the robot’s footprint, each step the 
robot takes is limited to one of three directions. At rest, the robot has three 
points of contact with the ground and all sides share equal length to form a 
tripedal stance. The gait is generated by directing a single leg toward the bisec-
tor of the opposing side, causing the robot to tumble, and fall into a new leg 
configuration. It was found that the robot was able to move along an angle of 
trajectory, where the accuracy of following the trajectory over time was de-
pendant on the number of steps made.  

Keywords: Six Legged Robotics, Tumbling motion, Motion control, Tripod 
Stance. 

1   Introduction 

A robot is a term that describes a large variety of devices that utilize many levels of 
autonomy, intelligence and motion. The main determining features of a robot are; 
they can sense and interact with their environment, have a degree of intelligence, can 
make deliberate movements and appear to have intent [1]. Robots are used in a wide 
variety of areas including; industrial, service, domestic, research applications and 
many other sectors. 

Ground based robotic motion can be broadly split into legged and non-legged mo-
tion, each with advantages and disadvantages inherent in their design. A legged ap-
proach provides greater ability to negotiate obstacles because they are not limited by 
wheel height as with traditional wheeled mobile robotics. Legged robots can be less 
destructive to the environment [2], and have the ability to handle uneven natural ter-
rain [3]. Wheeled approaches are better suited where speed is required on a smoother 
even surface [4], and have a simpler design complexity [5]. 

The applications for legged robotics are vast and much research has been done on a 
multitude of variations of legged robots. Commonly known legged robot applications 
include bipedal humanoid style robots such as HOAP-3 by Fujitsu and ASIMO by 
Honda and multi-legged designs such as The Ambler [6] and HAMLET [7]. There 
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have also been robotic designs that are biologically inspired such as a Snake’s motion 
[8] and four legged animals [3] like the BigDog by Boston Dynamics. There is also 
growing research development on mimicking biological evolution as a means of con-
trol systems for robotics [9]. 

 

Fig. 1. The Spike Robot 

2   Background 

In this research, a legged robot named ‘Spike’ was built to evaluate a unique design 
and gait. The legged robot uses a total of six legs that are each fitted to a single face 
of its cube chassis. At rest, the robot forms a tripedal stance, with three legs facing the 
ground and three legs facing upward. Light sensors attached to each foot, allows the 
robot to determine which three of the six legs are in contact with the ground. The 
robot’s motion is generated by moving a single leg towards the bisector of the oppos-
ing side. This action shifts the robot’s centre of mass toward the fulcrum created by 
the two remaining standing legs. At the point where the centre of mass extends past 
the fulcrum point, the robot becomes unbalanced and tumbles forward into a new 
tripedal leg configuration. The physical robot prototype is shown in Fig 1. 

Spike is programmed to follow a user defined trajectory by taking successive tum-
bling steps in the direction toward the desired heading. This form of motion is unique 
to the authors’ knowledge. 

The robot is controlled by a wireless remote controller, that is used to transmit an 
angle relative to the robot’s starting position in its environment. The robot will travel 
along a given angle by moving the legs on its faces to force a weight imbalance by 
shifting its centre of mass, causing the tipping motion. The robot continues to shift 
towards the target autonomously until the user stops the robot. Relevant data is trans-
mitted continuously from the robot for analysis on a PC. 
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It is desired that the robot will move along a line in any direction from its starting 
position, however the robot can not directly do this, as at any one time it can only 
move in one of three possible directions due to its triangular footprint. To overcome 
this, the robot’s trajectory after each step is recalculated, to allow the robot to com-
pensate for the previous directional errors. Thus, the accuracy of the overall motion 
improves with the number of steps taken. 

It is planned that the robot will be available for further research on evaluating evo-
lutionary computation based control systems for its motion, with an objective of find-
ing new gaits that are able to move differently and perhaps more efficiently than the 
manually programmed gait used. 

3   Design and Electronics 

3.1   Leg Joint Construction 

The geometric form of the chassis is in the shape of a cube, where each leg is at 90° to 
each cube face of the chassis. At rest, this creates three points of contact with the 
ground surface. Spike travels by forcing one of the three legs touching the ground to 
move towards the direction of travel, causing the cube to become unbalanced and fall 
forward. To enable the legs to move in any direction, two servo motors were needed 
to form a joint as shown in Fig 2. The first ‘base’ motor (α) rotates the second ‘joint’ 
motor (β) that actually tilts the leg, such that the leg is driven to the bisector of the 
opposing side, and hence the robot falls in line with the driving leg’s direction. 

The twelve digital servo motors used were titanium geared HSR-5995TG and 
HSR-5990TG manufactured by Hi-tec which provide 30kg/cm torque at stall and 
39kg/cm standing torque, with a maximum current consumption of 5200mA at 7.4V 
per motor at stall. Both motors are able to provide 180° travel and are controlled via 
standard servo motor pulse width modulation. A detailed description of servo motors 
and their PWM timing requirements is described in [10]. The range of motion created 
by the two degrees of freedom allowed the foot to be positioned at any point around a 
half sphere created by each joint. 

 

 

Fig. 2. Leg Mechanism 
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For Spike’s gait, the base motor’s rotation is limited such that the foot’s direction 
of travel is always directly toward the bisector of the opposing side. This is achieved 
by the leg’s base motor rotating through ±45° from its start position, and tilting the 
joint motor by a full ±90° from its starting position. This is illustrated in Fig 2. By 
adjusting the base motor by 45°, it allows the full drive capacity of the joint motor to 
act perpendicular to the ground plane. Each leg has two degrees of freedom, thus 
Spike has a total of twelve degrees of freedom available. 

The limb and bracket are off-the-shelf components made from aluminium which is 
a benefit for weight and strength characteristics in this application. The foot is turned 
from acetyl on a lathe, and rounded at the ground contact points for improved sliding 
ability against the frictional surface. 

3.2   Chassis Design 

The cube was fabricated using a 3D plastics rapid prototyping printer. This allows the 
cheaply and precisely manufactured cube shape to include complex internal structures 
for mounting servo motors, batteries and circuit boards. With the design developed in 
plastics, the chassis had sufficient strength to be suitable for the impact experienced 
with each leg movement and the robot's tumbling motion on the ground. As the chassis 
was custom designed, all components and mounting points were perfectly suited for 
the robot design. As plastic was used, the cube was light enough to prevent unneces-
sary stress on the servo motors, which would affect battery life and mechanical wear. 

The cube measures 110mm internally and 118mm externally and is comprised of 
two parts; a lid, and the remaining body. The internal circuit boards are stacked to-
gether and mounted to the lid panel, allowing all the electronics to be removed from 
the cube simultaneously. This provides easy access to components and simplifies 
maintenance. Four cavities inside the cube were provided for battery placement. Each 
cavity included a catch mechanism, similar to that found on a television remote con-
trol, allowing the battery to be easily removed. Ventilation grills providing airflow 
were included for heat dissipation. The plastic used to create the cube was transparent 
to radio frequencies, allowing wireless devices to be included inside the cube, creat-
ing a finished and professional look. 

3.3   Electronics 

Custom circuit boards were designed for system control, interfacing to external I/O 
devices and wireless communication. The robot contained nine discrete circuit boards, 
of which the two primary boards are: the control board, and the I/O interface board. 
The control board is used to implement the gait and navigation. It also reads the light 
sensors, battery and temperature probe states that are measured by the I/O interface 
board. The control board is detachable and has two versions; an Atmel microcontrol-
ler and an Altera FPGA allowing the control system to be interchanged to make use of 
microcontroller, FPGA and other processing technologies. The I/O interface board 
provides PWM control to servo motors and power control for the entire robot. The 
inter-processor communication between the control and I/O board is achieved using 
the Serial Peripheral Interface (SPI) communication bus. A block diagram of the in-
terconnections is shown in Fig 3. 
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Fig. 3. Communication and Electrical Overview 

Control software for Spike is run on two Atmel Mega128 microcontrollers, running 
at 12MHz and 8 MHz for the I/O interface and control boards respectively. The con-
trol board processor receives its commands from a wireless controller and a button 
interface. The button interface selects the operational mode, whereas the wireless 
controller provides a user specified bearing for the robot to follow. The control proc-
essor performs the algorithms to determine how the robot gait will achieve the desired 
bearing and the corresponding sequence of servo motor positions that will allow the 
robot to follow the bearing. These servo motor positions are then sent to the I/O  
interface board. A Bluetooth link is also incorporated for PC data analysis of calcula-
tions and status readings.  

The I/O interface board receives details of desired motor angle position, which is 
then converted into the required PWM for the servo motors. The I/O interface board is 
also responsible for reading analogue measurements and for control of the power 
systems for the robot. 

Light sensors are mounted inside each leg’s foot. The relative differences in light 
levels from each sensor allowed the robot to determine which three of the six feet are 
in contact with the ground. The robot legs are grouped into three axes with an oppos-
ing pair of legs on each. The relative difference in light levels is measured between 
two legs on the same axis and the sensor with the lower light reading is assumed to be 
in contact with the ground. This reading is necessary to assist with the trajectory plan-
ning of the robot in its environment. 

The robot is autonomous, thus power is supplied by four lithium polymer high ca-
pacity 7.4V 1250mAh batteries that have a maximum discharge rate of 25 amps. To 
avoid power fluctuations on the electronics, one battery is used to power the electron-
ics whilst the remaining 3 batteries are evenly divided between the servo motors. 
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Servo motor current consumption fluxuates during motion, largely due to high de-
mands placed on the servo motors, as forces on the legs vary. Generally at rest with 3 
legs on the ground, current consumption is approximately 1.6A per motor giving 
approximately 20 minutes of running time for the robot. The robot also has an exter-
nal DC source connection for non-autonomous applications. 

3.4   Mechanical Forces 

The robot is inherently stable at rest as its centre of mass is balanced in equilibrium 
by its tripod base formed using the 3 axes of symmetry. The forces acting on the robot 
legs are shown in Fig 4. The robot weighs approximately 2.2kg and its height varies 
during the tumbling motion. The maximum breadth between two feet is 650mm. 

 

Fig. 4. Forces on Legs 
 
To find the maximum opposing force acting on the servo motor to determine  

the ability of the servo to shift the robot, we initially calculate the torque, shown in 
(1)-(7): 

Fd=τ  (1)

In the test situation the friction coefficient of the ground is taken as approximately 
k≈0.7. Thus we have: 

( )θθτ sincos
3

kd
W +=  (2)

To calculate θ when τ is maximum, we differentiate: 

0=
θ
τ

d

d  (3)

0cossin =+− θθ k  (4)
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k==
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θθ
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sin

tan
 

(5)

Therefore we have θ = 35° when opposing torque is a maximum with k=0.7. The 
maximum opposing torque on the servo motor is: 

( )35sin7.035cos235.0
3
199.2 ×+××=τ

 
(6)

N21.0=τ  (7)

The servo motors used in this application are capable of delivering 0.3Nm torque at 
stall, and 0.39 Nm standing torque, thus the motors are able to shift the robot in a 
worst case angle scenario. 

3.5   Mechanics of Motion 

In Fig 5, the gait strategy for Spike is shown. Before commencing movement, it is 
assumed that the centre of mass is balanced evenly in the centre of the cube. To 
illustrate Spike’s motion, consider the following example. If the target heading is due 
north of the robot, the legs need to arrange themselves in a way to allow the robot to 
fall in the direction nearest due north. In Fig 5, this would be performed by driving 
leg 1 directly toward the ground, in line with the bisector of the line drawn between 
legs 2 and 3. As the driving leg progresses through its motion, legs 2 and 3 act as a 
fulcrum turning point as the side of leg 1 rises up and toward the tipping point di-
rectly over the two other standing legs. When the robot’s mass shifts past these two 
standing legs, the robot falls onto leg 4, and is hence in a new leg configuration and 
orientation. The leg positions in a step sequence are shown pictorially  
in Fig 6. 

3.6   Dynamic Recalibration of the Trajectory Heading 

Spike will attempt to move along a heading provided by the user via the remote con-
trol. The heading is a bearing relative to the robot’s starting position which is taken to 
be 0°. Spike has a triangular footprint and thus can move in one of only three possible 
directions each 120° apart. In order to move along a bearing lying between these 
angles, a combination of steps must be taken. In order to determine which leg to 
move, a mathematical analysis is repeatedly calculated to produce a direction in 
which the robot should travel. It is likely that the required direction cannot be exactly 
followed, thus the closest direction in which the robot can move is determined and the 
robot then steps in that direction. The desired direction must be recalculated after 
every step, to compensate for the accumulation of directional errors. 

This method found that the accuracy of following the starting heading was depend-
ant on the number of steps made by the robot.  A sample plot is shown in Fig 7 of the 
robot shifting towards a 55° heading. The bulleted points on the plot are the actual 
positions of the robot throughout its journey. The linear line is the desired trajectory  
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Fig 5. Gait Strategy 

 

Fig. 6. Gait Operation 
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for the robot to follow. It can be seen that as the robot begins to drift away from the 
target trajectory, the robot recalculates its position to make correction steps, such that 
the robot returns to the required heading. 

Spike's Motion
Following 55° Heading

X Displacement

Y
 D

is
pl

ac
em

en
t

Robot Journey

Desired Heading

Robot Outline

 

Fig. 7. Direction Following 

4   Conclusions 

In this paper, it has been shown that a six legged robot using a tripedal gait and tum-
bling motion can successfully produce a motion along a user input heading. Emphasis 
has been placed on describing the leg mechanics as a main part of the robot’s gait 
design. The symmetry of the triangular ground footprint is discussed with diagrams 
that explain the axes and tipping points of the robot. The experiments carried out 
exhibited the motion of the robot in its environment, and a frame by frame account of 
the gait was shown. 
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Abstract. In order to design and study the gripping mechanism of heavy forg-
ing robots and to save money and delivery-time, it is necessary to optimize the 
structural dimensions of the gripper, and design a downsizing model gripper 
based on similarity theory, which can be had experiments to test the physical 
features and performances of the prototype of heavy grippers. This paper has 
studied the methods of similarity design and dimension optimization of the 
gripper mechanisms of heavy forging robots. Firstly, by using similarity theory, 
the similar criterion and similar indicators of the gripping system are presented, 
and the relationship between the geometry similarity ratio and other parameters’ 
similarity ratio is defined. Secondly, based on the design requirement of the 
gripping design, the non-dimensional objective function is established. By using 
multi-objective optimization genetic algorithm, the optimization of the push-bar 
gripper is carried out. Finally, based on the simulation of a model and a proto-
type and the relationship of parameters of the gripping systems, the similarity of 
the experimental models is analyzed, demonstrating the feasibility of the simi-
larity design for heavy forging robot grippers. 

Keywords: Heavy forging robots, similarity design, multi-objective optimiza-
tion, genetic algorithm. 

1   Introduction 

Heavy duty forging robots play an important role in forging automation. Now the 
required amount of large-scale heavy duty forging robots is increasing greatly year by 
year, and the gripping capacity of these robots is increasing to more than 100 tons. It 
is well known that it is almost impossible to develop a real heavy forging robot to 
have modal test and performance analysis because of the shortage of cost, field, mate-
rial, and delivery time. The method of simulating tests or the model measurements 
with the aid of computer, which closely combines theory with experiment, is perhaps 
the breakthrough in the future [1]. So a downsizing model of the heavy forging robot 
is generally accepted based on similarity theory to study and test its performances and 
features before the real forging robot is developed and experimented.  

The main difference of heavy forging robots from usual industrial robots is that the 
gripped gravity and torque are very large. It can save huge costs and lots of delivery 
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time by similarity design, optimization and model experiments. The gripper is one of 
the key parts of the forging robots. It is the interface between the forged work piece 
and the whole forging manipulator. Most of the heavy gripping systems that are in-
stalled in industrial automations and robots are designed to be mechanical two  
symmetrical-finger grippers, which are considered as the simplest efficient grasping 
configuration. The optimization of gripping mechanisms and the method of similarity 
design are the main work for model design and experiments.  

A lot of methods from robotic researches have been proposed to optimize multifin-
gered grasps [2-4]. These methods mainly focus on the grasping force distribution and 
optimization, and don’t consider the fingers’ geometrical dimensions. All of them are 
supposed that the contact model between fingers and the grasped work-piece is a 
friction point contact, and the contact forces of the finger-tips can be controlled. The 
design of the two-finger grippers must consider multi-objective parameters simulta-
neously. According to the optimum objective functions, optimum gripper dimensions 
have been found out by genetic algorithm [5], [6]. These researches are not concerned 
to similarity design. The method of similarity design between the physical prototype 
and its model system is studied in [7], but it is not a mechanical similarity. This paper 
is focused on the method of similarity design and dimension optimum of the forging 
grippers. 

2   Conditions of Similarity Design 

Geometrical similarity is a fundamental requirement between the model and the pro-
totype of forging grippers. Geometrical similarity includes similar configuration of 
the gripping systems and similar structural dimensions. For a stable gripping manipu-
lation during the forging process, the gripping system must be ensured that the high 
temperature forged work-piece will not slip relative to the tongs, whenever the actions 
are to rotate, lift up and down, sway the gripper, or forge and impact the work-piece. 
So the other two similarity requirements are kinematics similarity and dynamics simi-
larity. The similarity rules are mainly based on the dynamics similarity of a mechani-
cal system. 

To grip the object stably, the gripping system of the forging robot must exert 
enough contact forces to the object through the tongs, and the contact status has great 
influences on the gripping stability [8]. And contact problems in robot dynamics rep-
resent a very complex field of research. From the standpoint of mechanics, the dy-
namic model of the gripping system of the forging robot has to consider the issues of 
multi-body dynamics, elasticity, friction and contact. So the dynamic model of the 
gripper can be represented as follows: 

0),,,,,,,,,,,,,,( tgEmavlfF .
                      (1) 

where:       f─ forces 
     θ─ rotation angle of the gripper 
                ─ rotation angle velocity of the gripper 
                ─ rotation angle acceleration of the gripper 
                  l─ joints’ length of the gripper 
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                   v─ motion velocity of the gripper 
                   a─ motion acceleration of the gripper 
                  m─ masses of the system 
                 ρ ─ density of the material 

                 E─ elastic modulus 
                 ε ─ elastic strain 
                 σ ─ elastic stress 
                 μ ─ friction coefficient 

                  g ─ gravity acceleration 
                   t ─ time 

There are 3 fundamental physical variables: forces f, length l, time t among the 15 
quantities. According to the second theorem of similarity, 12 dimensionless variables 
(criterions) are defined as follows: 
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In the dynamic model of the gripper, θ , l , ν , m , E , μ , g , t , ρ , ω , ω  are 

given or measured, which are known variables, and a , ε , σ  are unknown variables 
which need to be solved. The π -criterions are called qualified criterions when they 
are consisted of known and fundamental variables, or are called quantified criterions 
when they are consisted of unknown and fundamental variables. If subscript 1 repre-
sents prototype of the gripper, and subscript 2 represents model, then according to the 
first theorem of similarity, nine similarity conditions can be obtained as follows: 
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And four output solution equations are obtained as follows: 
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3   Selections of Similarity Scales  

Define the similarity variables of the design parameters as follows: 
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Substitute the above relationships into (3) and (4), and then the similarity indica-
tors can be obtained:  

                                     1=θλ , 1=μλ , 1=ελ , 

 lgv λλλ =2 , tvl λλλ = , 2
vmFl λλλλ = , 

                      Flv λλλλρ =2 , lv λλλ ω= , 22
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Table 1. Similarity Scales of the design variables of the gripper 

Variables Similarity scale Variables Similarity scale 
l 

lλ  m 2
lλ  

θ  1 a 1 

 lλ/1  E 1 

 
lλ/1  μ  1 

f 2
lλ  σ  1 

t 
lλ  ε  1 

v 
lλ  g 1 
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For the similarity design of the gripper of a forging robot, the model and the proto-
type are established in the same gravity field, and is designed in the same configura-
tion with the same materials for similar parts, so we have: 1=gλ , 1=aλ , 1=μλ , 

and 1=Eλ . According to the similar indicators of equation (5), the similarity scales 

of various variables relative to the dimensional scale 
lλ  can be obtained as shown in 

table 1. When the similarity scale 
lλ  is given, all other design parameters can be 

derived from table 1. 

4   Optimization of the Dimensions of a Forging Gripper 

The mechanisms of a robot gripper are classified as two types: pull with a sliding 
block and push with a long lever. For a similarity design, it is important to optimize 
the gripping mechanism to obtain the best dimensions and performances from model 
to prototype. Fig.1 is an example of a typical configuration of forging grippers which 
is driven by a push lever connected to a hydraulic cylinder. When the lever is pushed, 
the two tongs will close to grip object, if pulled, it will open. 

 

Fig. 1. The configuration of a typical heavy forging gripper 

4.1   Design Parameters and Constraint Equations  

For this gripper, the design variables are depended on δ,,,,,,a lfecb . Where a, b, c, e, 

f, l are dimensions of the gripper and δ  is the angle between elements b and c of the 
gripper. So the decision vector is Tlfecb ),,,,,,a ( δ=X . Suppose that F is the actuating 

force of the cylinder, φ  and β  are angles of links with horizontal reference lines. Pk is 

the griping force exerted by fingers of robot gripper on the work piece. The geometri-
cal dependences of the gripper mechanism are shown in Fig.2. 

According to force balance equations and the geometrical relationship, the follow-
ing equations are obtained. 
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Fig. 2. Geometrical dependencies of the gripper 
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4.2   Optimum Results Using NSGA-II 

The definition and selection of objective functions must satisfy the forging process 
requirements of the forging robots. Based on equations (6)-(10), considering the geo-
metrical compact and gripping efficiency, the objective functions can be evaluated as 
the same as reference [5]. The Non-dominated Sorting Genetic Algorithm (NSGA-II) 
is used to solve the multi-objective optimum problem. 

A model design example of NSGA-II is optimized using the following data: 

1. Geometrical constraints (length unit: mm): 
500170 ≤≤ a , 550120 ≤≤ b ,  
600200 ≤≤ c ,  450100 ≤≤ e ,  

50050 ≤≤ f , 700200 ≤≤ l , 00 18090 ≤≤ δ   

2. The parameters of NSGA-II: 
* Population size=200, number of generations=150 
* Crossover rate=0.6, mutation rate=0.001 

The multiple objectives are combined into scalar objective via weight vector. Table 2 
gives the model optimum results from the Pareto fronts and according to the similarity 
design theory introduced above, from table 1, when the model parameters are given 
( 2/1=lλ ), a prototype parameters can also be derived. In table 2, number 1 represents 

model, and 2 represents prototype.  
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Table 2. An optimum design parameters by NSGA-II  

Model a(mm) b(mm) c(mm) e(mm) f(mm) l(mm) δ(adian) 
1 224.8 190.7 391.1 110.1 70.36 339.6 2.472 
2 449.2 381.4 782.2 220.2 140.7 679 2.472 

5   Simulation Analysis of Similarity Design  

In order to analyze the similarity between the model and prototype based on the the-
ory of similarity design, we have designed two different solid model of the forging 
gripper according to the fundamental optimum geometrical dimensions and the length 
similarity scale

lλ , and simulate the similarities of their dynamic and kinematics char-

acteristics by using multi-body dynamics software ADAMS. Define subscript 1 repre-
sent model 1, and subscript 2 represent model 2, which 1 is an optimum design model 
based NSGA-II, and 2 is a prototype of 1 designed by similarity theory as described 
in this paper. Their dimensional scale is given as 2/1/ 21 == lllλ . The dimension sizes 

is given in table 2. Then the other parameter can be obtained from table 1 as follows: 
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The 3-dimension solid configuration of model 1 and 2 is shown in fig.3.  

 

Fig. 3. Simulation model of the forging grippers 

During the dynamic simulations, now let gripper model 1 grip an object and lift up 
in velocity 

1v , and let gripper model 2 lift up in a similarity scale velocity 

2

1

12 )/1( lvv λ= . And the time size is 2

1

21 )( ltt λ= . If the simulation results of model 1 and 

2 read from ADAMS dynamic calculation at the similarity time satisfy the similarity 
indicators as described in table 1, it demonstrates that the similarity criterions and 
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scales is reasonable and effective, which supports its application in model optimum 
design and prototype experiments. 

Define that the gripping force of the up tong of model 1 is F1, and that of model 2 
is F2, and now output their strains at the similar position of the two tongs, the results 
calculated by ADAMS during the lifting operation is shown in fig.4 and fig.5.  

Gripping forces of model 1
Gripping forces of model 2

          

Contact strain of model 1
Contact strain of model 2

 

     Fig. 4. Gripping forces of model 1 and 2             Fig. 5. Contact strains at a central point of  
                                                                                     model 1 and 2   

It can be seen from the simulation results that the change trends of the gripping 
forces and contact strain forces are consistent, and the ratio of model 1 and 2 at the 
similar time satisfies the similarity scale. It also shows that the similarity design 
method for heavy forging grippers presented in this paper is effective, and can be 
applied for downsizing model’s physical-similarity design and experiment of  
various grippers, which can save money, field and time than prototype design and 
experiments. 

6   Conclusions 

This paper has studied the methods of similarity design and dimension optimization 
of the gripper mechanisms of heavy forging robots. Based on similarity theory, the 
similar criterion and similar indicators of the gripping system are presented and the 
relationship between the geometry similarity ratio and other parameters similarity 
ratio is defined. Then, according to the design requirements of the gripping system, 
the non-dimensional objective function is established. By using multi-objective  
optimization genetic algorithm, optimization of the push-bar gripper is carried out. 
Simulation results demonstrate the feasibility of the similarity design for heavy duty 
forging robot grippers. 
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Abstract. Many questions in natural science and engineering are usually trans-
formed into solving nonlinear equation. Newton iterative method is an impor-
tant technique to one dimensional and multidimensional variables and iterative 
process exhibits sensitive dependence on initial guess points. For first time, the 
nonlinear feedback chaos anti-control method of mechanism synthesis was put 
forward. The motion of mechanical centrifugal governor systems was trans-
formed from periodic motion to chaotic motions by the addition of nonlinear 
feedback and all solutions of the nonlinear questions of mechanism synthesis 
were found by utilizing chaotic sequences of chaotic motions of mechanical 
system to obtain locate initial points. As an example the problem of function 
generation for planar four-linkage guide mechanism was considered. This 
makes that multi-projects selecting could be possible. This method is adaptive 
to planar multi-linkage and spatial mechanism. This provides a new simple re-
alization method for mechanics design.  

Keywords: Mechanical systems, chaos anti-control, Matlab software, Planar-
linkage, nonlinear equations.  

1   Introduction 

The question of motion synthesis in mechanism has the characteristic of multi-
solutions. How to find the dimensional scheme which satisfies the given kinematic 
mechanism and get the optimization is the meaningful research.  

The mathematic model of mechanism synthesis is a vast nonlinear polynomial sys-
tem. How to find the solutions of the system is a difficult problem in the mechanism 
fields. Chaotic motion in the system comes from the characteristic of nonlinear sys-
tem. But nonlinear is not the sufficient condition but the necessary condition. How to 
use the chaotic iterative method to solve the nonlinear equations in mechanism, litera-
ture [1-7] had done much work, which provided a new way to solve the mechanism 
problems. Applying the chaotic characteristic of mechanical system into the mecha-
nism synthesis is an important research problem. The objective is to make use of the 
chaotic characteristic of mechanical system to fleetly solve the problem of mechanism 
synthesis. Chaos control can suppress or eliminate the chaotic dynamical behavior. 
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Chaotic anti-control mainly is that through the external input or the adjustment in 
internal parameters the original non-chaotic system becomes chaos or chaos of the 
original system becomes stronger [8]. In this paper, a novel method to find all the 
solutions of mechanism synthesis question was introduced, in which the initial point 
of Newton iterative method were the chaotic sequences generated by chaotic anti-
control of mechanical system. As an example, by setting the guidance synthesis of the 
planar four-linkage mechanism, this paper found multi-project which satisfies the 
given motion condition and it provides the basis for project optimization. 

2   Anti-control of Chaos for Mechanical Centrifugal Flywheel 
Governor Systems 

Kinematic equations of dimensionless 3D non-autonomous system for centrifugal 
velometer are shown as follows [8]. 
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In the autonomous system when system parameter 4.0,5.1,3 === bln , 

46.0,3.0,2.1,3.0 ==== αeIF , the system is in the periodic motion. System 

diagram is as Fig.1. Using nonlinear control in formula (1), the anti-control equations 
are as follows. 
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When 17.0−=ε , system is transformed from periodic motion into chaotic motion. 
The diagram is as Fig. 2. 

If periodic load is given by velometer, the kinematic equations of dimensionless 
3D non-autonomous system for centrifugal velometer are as follows [8]. 
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Fig. 1. Autonomous system diagram              Fig. 2. Autonomous system diagram after  

( 46.0=α )                                                             control ( 17.0−=ε )              

In formula (3) of non-autonomous system, when the system parameters are given 
by 3, 1.5, 0.4, 0.3, 1.2n l b F I= = = = = , 0.3, 0.49, 0.8, 1e aα ω= = = = , 

the system is in periodic motion, the diagram is shown as Fig.3. Nonlinear control is 
loaded in formula (3), the anti-control equations are as follows. 
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When 03.0=ε , the system is transformed from periodic motion into chaotic motion, 
the diagram is as Fig. 4. 
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Fig. 3. Autonomous system diagram           Fig. 4. Autonomous system diagram after  

( 49.0=α )                                                            control ( 03.0=ε ) 

3   Newton Iterative Method of Chaotic Anti-control Based on 
Mechanical System  

Based on mechanical system chaotic anti-control the steps of using Newton iterative 
method to find all solutions of mechanism are as follows: 
 
Step 1: Establish the iterative formula N(x) of Newton optimal iterative, mechanism 
synthesis can be transformed into multi-equations. 

   0)( =xF                                          (5) 

Where, 
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Where n is the mechanism synthesis point number. 
The iterative function of multi-Newton optimization method is as follows. 

  )()()( 1
1 nnnn xFxHxxNx ∇−== −

+                       (6) 

Step 2: Generate the iterative initial points 
Use the chaotic anti-control equation (2) in autonomous system of mechanical cen-
trifugal flywheel governor to generate the initial sequences ),(00 kix  

),,2,1,,,2,1( Nkni == , where n is the number of variable , j is the length of 

data sequences) which is the same to the number of variables, then transform the 
chaotic sequences ),(00 kix  into variable interval, we get ),(0 kix . Take )(:,0 kx  
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as the initial point of Newton iterative of equations (6), we can obtain all the solutions 
or most of solutions of synthesis question of accurate point.  
 
Step 3: Substitute every real solution in equations (5) to check the functional values, 
choose the functional values which is less than positive ε  according to the design 
accuracy. Determine the optimal dimensional scheme according to the nonnegative 
and not long length, existed crank, embranchment，sequence and transmission angle. 

4   Guidance Synthesis of Planar Four-Linkage Mechanism 

The planar four-linkage mechanism is shown in Fig. 5. The guidance synthesis of 
rigid body requests that linkage A1B1P1 is through certain locations, every linkage has 

j1θ ),,2,1( nj = angles compared to the first location. We divide the mechanism 

into two dyadic linkages A0A1P1 and B0B1P1. Since two dyadic linkages have the 
same given condition and kinematic synthesis equations, the results of kinematic 
synthesis are the same. We analyze one dyadic linkage as Fig.6. We take the coordi-

nates xA0 and yA0  of stationary joint central A0 and the coordinates xA1 and yA1  of 

the first location as the design variables denoted by 1x  , 2x , 3x  and 4x . On the con-

straint condition and transformation matrix of stable linkage length, the synthesis 
equations are as follows [9].  

938272615424323412311)( jjjjjjjjjj PxPxPxPxPxxPxxPxxPxxPxf ++++++++=     (7) 

Where, nnj ,,,3,2=  is number of the synthesis points.  
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In equations (7), there are four design variables and n-1 design equations. So the 
number of accuracy synthesis is five. When 5n ≤ , use Homotopy or chaotic to syn-
thesize, and, when 5>n , only use Homotopy optimization method or chaotic optimi-
zation method to make approximately synthesis. 
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        Fig. 5. Planar four-linkage mechanism                   Fig. 6. Two locations of dyadic linkages 

5   Examples 

If there is a rigid body guidance mechanism of planar four-linkage, j1θ  and coordi-

nate is shown as Table 1. Find all solutions. 
On the condition of n=5, use accurate point synthesis method to find the solutions. 

Now use the method proposed in this paper and compile Matlab/Simulink program to 
find all real solutions (the chaotic sequences are produced by Eq.(2). Put every real 
solution into formula (5) to check the value of objective functions, then get the dyadic 
linkage (Table 2) that satisfies the demand.  

Table 1. j1θ and corresponding coordinate 

j 1 2 3 4 5   
Pj (0,2) (-1,1.5)   (-1.5,0.5)   (-0.5,0.5)  (0,1)  

j1θ    0 3  17  32  26   

Table 2. Synthesis results of dyadic linkage guidance synthesis  

No x1 x2 x3 x4 
1 -1.08806   -1.36136   -.15230 -0.28868   
2 5.12738    1.86785    5.77998  1.12524    
3 3.41455    -2.00586   1.89649  3.82482    
4 3.8457     -2.8608    1.66389  5.03998    

 
Integrating two of them, we can get six planar mechanisms (Table 3) which satis-

fies the demand. Simulation result demonstrate that the accuracy satisfies the design 
demand and the synthesis results of mechanism are 1,2,3 and 4 which are the same to 
literature [9]. 
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Table 3. Six planar four-linkage mechanism of synthesis 

N0. A0x A0y A1x A1y B 0x B 0y B 1x B 1y Notes
1 -1.08806 -1.36136 -1.15230 -0.28868 3.41455 -2.00586 1.89649 3.82482 Satisfy

demand

2 -1.08806 -1.36136 -1.15230 -0.28868 3.84571 -2.86082 1.66389 5.03998 Satisfy 
demand

3 3.41455 -2.00586 1.89649 3.82482 5.12738 1.86785 5.77998 1.12524 Satisfy 
demand

4 5.12738 1.86785 5.77998 1.12524 3.84571 -2.86082 1.66389 5.03998 Satisfy 
demand

5 -1.08806 -1.36136 -1.15230 -0.28868 5.12738 1.86785 5.77998 1.12524 Not
Satisfy 
demand6 3.41455 -2.00586 1.89649 3.82482 3.84571 -2.86082 1.66389 5.03998

 

6   Conclusions 

The novel mechanism synthesis method is firstly proposed which based on chaos anti-
control method of mechanical system. The rigid body guidance synthesis of planar 
four-linkage mechanism is researched with the method. The result shows the novel 
method does not construct the initial mechanism and can get groups of mechanism 
project. It makes a good basis for multi-project optimization-selection. It has the 
meaning of investigation of planar and spatial mechanism synthesis. The method can 
also adapt to a mechanism approximate synthesis. 
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in Hunan province (XJT2006180), National Science Foundation of China (50845038). 
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Abstract. This paper presents a method, called Parameter-Separation Method, 
for stiffness analysis of parallel mechanisms. By treating the effect of different 
parameters (i.e. external force and torque, translational and rotational 
displacement) separately, the method produces 4 criteria of stiffness analysis. A 
further method based on the first method is proposed when we conduct stiffness 
analysis on some parallel mechanisms whose inputs are of the same unit. It 
applies a special way to formulate dimensionally homogeneous Jacobian matrix 
with consideration of the input need, and comes up with 2 criteria to judge the 
stiffness of parallel mechanisms. These two methods are explained in detail, 
and their effects and relationship are demonstrated by stiffness analysis of a 
4RRR redundantly actuated parallel mechanism. 

Keywords: Stiffness analysis, parallel mechanism, 4RRR parallel mechanism, 
Parameter-Separation Method. 

1   Introduction 

Parallel mechanisms (PM) are claimed to be able to offer a higher stiffness-to-mass 
ratio and better accuracy compared with those traditional serial mechanisms, which 
make them feasible to be used in high speed machining [1]. Many researches, 
concerning different aspects of a variety of PMs, have been done by scholars, among 
which stiffness analysis is of vital importance [2] [3]. 

A traditional method of calculating stiffness is to analyze the Jacobian matrices of 
PMs, taking into account the compliance of the actuated joints [4]. This theory can apply 
to manipulators having degrees of freedom in either translational or rotational direction 
only, but not combination of both. Otherwise, if the mechanism has complex degrees of 
freedom, the Jacobian matrix is dimensionally inconsistent. In this situation, methods for 
formulating a dimensionally homogeneous Jacobian matrix will commonly be applied, 
which have been studied by many researchers [5][6]. However, these methods have some 
drawbacks, such as failing to maintain a mathematically symmetric structure of the 
mechanism, obscuring physical interpretation of some parameters, etc. This paper 
introduces a new method for stiffness analysis which does not have such problems.  

The rest of the paper is organized as follows. In section 2, the Parameter-
Separation Method (PSM) and its derivative method, Combined-Parameter-
Separation Method (CPSM), are proposed, explained and compared. In section 3, we 
apply the PSM and CPSM to stiffness analysis of redundantly actuated 4RRR PM. In 
section 4, the advantages of these two methods are summarized at last. 
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Method 

2.1   Parameter-Separation Method 

Some methods of stiffness analysis describe the anisotropy behavior of stiffness of 
PM by inviting the stiffness matrix C, so the relationship between external wrench 
and displacement of moving platform can be described in the following formula: 

 = Δ = ΔTW J KJ p C p                                             (1) 

Where J denotes the inverse Jacobian matrix, K denotes the stiffness of all actuators, 
Δp denotes the displacement of moving platform and W denotes the external wrench. 
The minimum eigenvalue of C, which represents the minimum stiffness in certain 
direction, is the focus of researches. 

The external wrench exerted on the moving platform can be divided into external 
force (EF) and external torque (ET), the displacement of moving platform can be 
divided into translational displacement (TD) and rotational displacement (RD). 
Generally, these 4 parameters do not share the same unit. So these parameters should 
be divided up, and the effect of EF on TD, ET on TD, EF on RD and ET on RD 
should be examined separately. Then formula (1) can be written as  
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A, B, BT, D reflect the effect of EF on TD, ET on TD, EF on RD and ET on RD 
respectively. Then we have 4 types of stiffness: the translational stiffness for force 
(TSF), the translational stiffness for torque (TST), the rotational stiffness for force 
(RSF) and the rotational stiffness for torque (RST), which can be defined by the 
inverse of the 2-norms of A, B, BT, D respectively as in formula (4). 

TSF TST RSF RST
T

2 2 22

1 1 1 1
= , = , = , =

A B DB                  (4) 

2.2   Combined-Parameter-Separation Method 

In most PMs, the inputs share the same unit, for example, 3RRR parallel mechanism 
has 3 revolute inputs, and Stewart platform has 6 translational inputs. In this situation, 
TD and RD can be combined together through formulating a dimensionally 
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homogeneous Jacobian matrix in a way to be introduced later which treats only the 
effect of EF and ET separately. This method produces two combined criteria, termed 
as CSF and CST, which represent the combined stiffness for EF and combined 
stiffness for ET. 

To formulate the dimensionally homogeneous Jacobian matrix, it is necessary to 
define a weight kr to balance the importance of TD and RD. In order to define the kr, 
we should first examine the importance of the TD (It) and the importance of RD (Ir). 
The ‘importance’ of certain type of displacement can be judged from the magnitude 
of input needed to render a unit displacement of such type. So It is defined as the 
maximum magnitude of input vector Δq which will result in a unit vector of TD, Ir is 
defined as the maximum magnitude of input vector Δq which will result in a unit 
vector of RD in certain direction. In PMs, the relationship between input displacement 
Δq and outputs displacement Δp can be expressed as 

[ ] ⎡ ⎤
= = ⎢ ⎥

⎣ ⎦

Dt
Δq JΔp G H

Dr
                                           (5) 

From formula (5) and definition of It and Ir, we see It and Ir can be expressed as the 
2-norms of G and H respectively. Further, we define: 

/kr It Ir=                                                              (6) 

Where
2 2
,It Ir= =G H , kr represents the ratio of magnitude of input vector to 

render a unit RD and that to render a unit TD. To be noted, kr is not uniform 
throughout the workspace because the ratio of importance of the TD to that of RD is 
not constant at different configurations.  

After calculating the kr, we have 

1

2

0
1 1 1

0 kr
kr kr kr

⎡ ⎤ ⎡ ⎤ ⎡ ⎤⎡ ⎤ ⎢ ⎥ ⎢ ⎥ ⎢ ⎥′ ′ ′= = = = =⎢ ⎥ ⎢ ⎥ ⎢ ⎥ ⎢ ⎥×⎣ ⎦ ⎣ ⎦ ⎣ ⎦ ⎣ ⎦

Dt Dt Dt
I

Δq JΔp J JV J J Δq
I Dr Dr Dr

            (7) 

Where 
1 2I , I  are unit diagonal matrices. At last, formula (1) can be expressed as 

[ ]1

kr

⎡ ⎤ ⎡ ⎤ ⎡ ⎤⎢ ⎥ = =⎢ ⎥ ⎢ ⎥⎢ ⎥ ⎣ ⎦ ⎣ ⎦⎣ ⎦

-1 -1

Dt
F F

V C M N
T TDr

                                    (8) 

where M and N  reflect the effect of EF, ET on the combined stiffness, and we get 

two criteria of combined stiffness of EF and ET, namely CSF, CST in formula (9): 

CSF CST
2 2

1 1
= , =

M N
                                          (9) 

Using CSF and CST, the stiffness analysis of parallel mechanism can be more 
meaningfully conducted.  
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2.3   Relationship of PSM and CPSM 

From formula (2), (7) and (8), we can get: 

 
T1

kr

⎡ ⎤
⎢ ⎥=
⎢ ⎥
⎣ ⎦

A
M

B
, 

1

kr

⎡ ⎤
⎢ ⎥=
⎢ ⎥
⎣ ⎦

B
N

D
                                        (10) 

Formula (4),(9) and (10) show that the relationship of CSF, TSF, RSF is similar to 
that of the springs in serial, shown in Fig. 1, where CSF represents the whole stiffness 

and TSF, 1
RSF

kr
× represent the stiffness of solo springs in serial. And the 

relationship can be expressed in formula (11) 

1 1 1

/CSF TSF RSF kr
≈ +                                                     (11) 

A similar analysis can be applied on the relationship of CST, TST and RST, and this 
relationship can be expressed in formula (12) 

1 1 1

/CST TST kr RST
≈ +                                                    (12) 

 

Fig. 1. Relationship in CSF, TSF and RSF 

3   Stiffness Analysis of 4RRR Parallel Mechanism 

3.1   4RRR Redundant Parallel Mechanism 

4RRR redundant parallel mechanism is derived from 3RRR parallel mechanism by 
adding a redundant kinematic link in a symmetrical way to increase stiffness and 
avoid singularity. It has four kinematic chains and each chain has three revolute 
joints. 

As shown in Fig. 2, four kinematic chains 
i i iA B C  (i=1,2,3,4) connect the moving 

platform 
1 2 3 4C C C C  to the base 

1 2 3 4A A A A . The side length of 
1 2 3 4C C C C  and 

1 2 3 4A A A A  

are denoted as h and k respectively. Lengths of
i iA B  and 

i iB C  are denoted as 
1l and 

2l . 

We locate the origin of the global frame at 1A and the origin of the moving frame at 

the center of the moving platform, 
NO . The orientation of the moving platform is 
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expressed with α , which is the angle between the axis X  and the axis 
NX . The 

position of moving platform is denoted by the coordinate of 
NO , namely x and y. Four 

revolute inputs are denoted as 
iθ  (i=1,2,3,4).  

In the following analysis, the parameters are set to
1 2 800 mm, 200mml l h= = =  

and 1000mmk = , and we make moving platform move from 
1p (0,500) to 

2p  (1000, 

500). At each point on the trace, the stiffness will be calculated when the moving 
platform rotates from 0 to -140 degree (minus indicates a clockwise rotation). 

 

Fig. 2. 4RRR redundant mechanism 

3.2   Stiffness Analysis Based on Parameter-Separation Method 

The following part will apply PSM on 4RRR parallel mechanism. Fig. 3 and Fig. 4 
demonstrate the distribution of 4 types of stiffness in 3D and contour graphs.  

From these figures, following conclusions of the stiffness of 4RRR PM can be 
arrived in: 
 

1. All 4 types of stiffness are relatively high when the moving platform is in the 
middle of the base platform (TD=500 mm) and the stiffness decreases when the 
moving platform moves apart from this center. 

2. When the moving platform is in the center of the base platform, the TST, RSF 
are infinite, indicating that EF will result in little RD, and ET will lead to little TD, 
resulted from the symmetrical configuration of the mechanism. However, when the 
moving platform moves apart from the center, both the TST and RSF decrease, 
indicating the EF will result in the RD and the ET will result in TD. 

3. TSF, RST first decrease and then increase with the rotation of the platform. At 
about -56 degree, TSF, RST drop to 0, the singularity occurs.  
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Fig. 3. 3D graph: four types of stiffness 

 

Fig. 4. Contour graph: four types of stiffness 
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3.3   Stiffness Analysis Based on Combined-Parameter-Separation Method 

The following part will apply CPSM on the 4RRR PM. At first step, the kr should be 
calculated on the trace, the result is shown in Fig. 5 with 3D and contour graph.  
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                                   (a)                                                                           (b) 

Fig. 5. Distribution of kr 

Note that at about (5,-56) in Fig. 5 (b), the peak of kr is almost infinite. Except this 
particular area around (5,-56), the magnitude of kr varies around 50. 

After kr is gotten, all the matrices in formula (8) can be obtained. Then the CSF 
and CST on the trace can be calculated, as shown in Fig. 6 and Fig. 7.  

From Fig. 6 and Fig. 7, conclusions similar to conclusion 1 and 3 in section 3.2 can 
be arrived in. Conclusion 2 is blinded because we have combined the RD and TD 
together.  

 

Fig. 6. 3D graph: CSF and CST  
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Fig. 7. Contour graph of CSF and CST 

4   Summary 

Through theoretical analysis and example illustration, this paper studies a new 
method of stiffness analysis, called Parameter-Separation Method. This method solves 
the problem of unit inconsistency by dividing up parameters which may incur such 
problems and analyzing them separately. Its 4 criteria have evident physical 
significance and can serve as helpful references in both theoretical and practical 
analysis of parallel mechanisms.  

A derivative method, namely Combined-Parameter-Separation Method, is 
developed for parallel mechanisms whose inputs are of the same unit. In this method, 
a weight kr is proposed to not only solve the unit inconsistency of RD and TD, but 
also balance the importance of the RD and TD from the perspective of the need of 
input, making this method physically meaningful and be able to serve as a practical 
tool for design and control of parallel mechanisms.  
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Abstract. To tackle the frictional contact problem of multi-rigid-body with  
redundant constraints, efficient numerical resolution methods and stabilization 
algorithm are proposed. Firstly, based on time-stepping method and linear pro-
gramming theories, a mixed nonlinear complementary model describing fric-
tional contact problem is built. In order to solve the model effectively, the least 
square method for solving redundant constraints and linearization method are 
used to change the mixed nonlinear complementary problem into a linear com-
plementary problem that can be easily solved. And then, a direct stabilization 
algorithm is given to stabilize resolution process of contact forces in advance, 
which effectively eliminates the drift problem for both equality and inequality 
constraints. At last, the validity of the numerical resolution methods and stabili-
zation algorithm are verified through a numerical example.  

Keywords: Redundant constraints, multi-rigid-body, friction, contact, numeri-
cal methods.  

1   Introduction 

Multibody dynamic systems with friction and contact in which the interacting bodies 
are nominally rigid are broadly involved in many engineering applications, such as 
robotic manipulation, graphic simulation, and haptic display. So how to establish fric-
tional contact model and find out efficient numerical algorithm is always essential 
research content. Contacts in multibody dynamics may be modeled using a local  
stiffness discretisation according to the contact and a regularization of the friction 
characteristics. However this method leads to stiff differential equations with high 
computational times and parameter uncertainties. At present, the popular method is that 
these unilateral contact problems have been effectively formulated as complementarity 
problems. Complementarity models fall into two kinds of description methods based 
on measure differential equations. The first is an acceleration-based approach [1]-[3]. 
In which contact laws and frictional conditions are described as relationship between 
acceleration and force respectively, and then complementarity model for frictional 
contact is built subject to dynamic formulation. However this acceleration-based ap-
proach has the disadvantage of that it is necessary to check if the obtained results are 
compatible with the contact law in solving process, due to acceleration is unable to 
detect contact state directly. So an event-driven scheme is necessary to detect changes 
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of the constraints (events) such as stick-slip transitions and resolve the exact transition 
times, which is carried out using the interpolation methods. 

The second approach is velocity-based which also called the time-stepping method 
[4], [5]. In the method, Newton–Euler equation is written into a finite-difference 
equation based on a time discretisation schemes. As a result, the force-acceleration 
relationship is replaced by an impulse-velocity relationship. In other words, the inte-
gral of the force over each time step is used instead of the instant values of the force. 
In this method, the frictional contact models are described by velocity and impulse, 
the whole set of discretized equations and constraints are used to compute the next 
state of the motion. The advantage of this approach is that there is no need to monitor 
the contact-state transitions so that this approach is popular in robot simulation and 
computer animation in recent years. 

One major problem in the simulation of mechanical systems with frictional contact 
is the computation of the contact forces. Appropriate contact forces must be deter-
mined among all contacts so that the basic condition of nonpenetration and the relevant 
contact laws are satisfied. Currently, several approaches have been proposed, such as 
simplified friction law, the problem can be formulated as a linear complementarity 
problem by linearizing the friction cone [6]. Then, the resulting LCP can be solved 
with the well-known Lemke’s pivoting scheme or the iterative methods [3], [7].  

In summary, the previous studies are mainly concentrated on the frictional contact 
problem of single rigid body or multi-rigid-body with holonomic constraints, however 
there is some multi-rigid-body with redundant constraints in practical application 
which is difficult to solve. Study on frictional contact problem of these systems has 
not been reported in the related literature. In the paper, we focus on numerical meth-
ods and stabilization algorithm for frictional contact problem of multi-rigid-body with 
redundant constraints. 

2   Dynamic Equations of Multi-rigid-body with Frictional Contact 

In order to describe contacts problem in multi-rigid-body system, we assume that each 
contact is isolated point and the shape of contact body is smooth and convex. As a 
result, it is convenient to define normal and tangential subspace. Let ),( tqg

iN  repre-

sents normal gap function and ),,( tqqg
iT  represents tangential relative velocities in 

tangential direction at each contact, where i is the number of contact and qq, are gen-

eralized coordinates and generalized velocity respectively. Take qgW
ii NN ∂∂= , 

qgW
ii TT ∂∂= , then dynamic equation of multi-rigid-body with multiple frictional 

contact can be written as: 

QWWWqM
m

i

TTNNEE iiii
++=+ ∑

=1

)( λλλ . (1)

0),( =tqgE . (2)
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Where M is the generalized mass matrix, qgW EE ∂∂=  is constraint Jacobian matrix, 

and Q is external forces which include the coriolis forces, 
ii TNE λλλ ,, are constraint 

forces, normal and tangential contact forces respectively. The key to solve above 
equations is to obtain contact forces. 

3   Establishment of the Frictional Contact Model 

Let h denote a simulation step size, lt  is the current time and 1lt + is the next time, the 
following notations are used in the paper: 

htt ll +=+1 , )( ll tqq = , ( )l l lq u u t= = , 1 ( )l lq q t h+ = + , 1 ( )l lu u t h+ = + ,
111 ),( +++ = l

N
ll

N ii
gtqg , 1111 ),,( ++++ = l

T
lll

T ii
gtuqg , 1lq u h+Δ = , 1l lu u u+Δ = − . 

Since the dynamics equations (3) that relate accelerations to forces are not suitable 
to describe motions with impacts. A more appropriate discrete-time formulation can 

be achieved by approximating u
t

∂
∂ by u

h
Δ , 

q
t

∂
∂ similarly: 

QhSWSWWuM
m

i

TTNNEE iiii
++=+Δ ∑

=1

)(λ  (3)

Where hS
ii NN ⋅= λ  and hS

ii TT ⋅= λ  are the unknown generalized contact impulses. It 

is should noticed that since the contact forces are known only at the end of each time 
interval, the definitions of the impulses imply that we must view the contact forces as 
constant over each time interval. 

When each pair of bodies comes in contact in multi-rigid-body at 1lt + , their contact 
forces and normal gap function forms a complementary condition: 

01 ≥+l
Ni

g , 01 ≥+l
Ni

λ , 011 =⋅ ++ l
N

l
N ii

g λ . i=1…m. (4)

According to above time discretisation method, it is known that 01 ≥+l
Ni

λ  is equivalent 

to 0≥⋅= hS
ii NN λ . So the normal contact laws also can be written as follows:  

01 ≥+l
Ni

g , 01 ≥+l
Ni

S , 011 =⋅ ++ l
N

l
N ii

Sg . (5)

Classical coulomb’s friction law is used to model the friction force and the tangential 
forces are limited by a maximal friction force dependent on μλ  in any direction in-

side the tangential plane, where μ  denotes the friction coefficient. Lower forces are 

concerned with sticking contacts and thus 01 =+l
Tg . Contrastively, forces reaching the 

boundary of the friction cone may declare sliding and thus 01 ≠+l
Tg . Similar to the 

normal contact conditions, the tangential contact law can be modified for the discrete-
time setting by replacing force variables with impulse variables: 

11 ++ ≤ l
Ni

l
T ii

SS μ , 01 ≥+l
Ti

g , 0)( 111 =⋅− +++ l
T

l
Ni

l
T iii

gSS μ . (6)
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Equations (4) and (5) only describe contact and friction laws, which are insufficient 
to model contact problem in multi-rigid-body. For this reason, contact kinematics of 
smooth-rigid bodies is needed to supplement. The normal gap formation and the tan-
gential relative velocity are substituted by Taylor series expansions restricted to the 
first order: 

hWhuWgg
iiii N

lT
N

l
N

l
N

~11 ++= ++ . (7)

hWuWuhWWgg
iiiiii T

lT
T

l
T

T
T

l
T

l
T

~
)ˆ( 11 +−++= ++ . (8)

Where tgW
ii TT ∂∂=

~
, qgW

ii TT ∂∂=ˆ . 

Contact laws (5)-(8); dynamics equations (3) and bilateral constraint equations (2) 
constitute a Mixed Nonlinear Complementarity Problem (MNCP) describing friction 
and contact problem. 

4   Resolution of Frictional Contact Model 

4.1   Least Squares Resolution of Redundant Constraint  

Contact forces and the generalized velocity of the system at 1lt +  is obtained by resolu-
tion of MNCP, which can then be substituted into equation (3) to obtain an estimate 
of system configuration. A simple method for easy resolution of MNCP is to elimi-
nate bilateral constraint equations (2) so that the MNCP can be converted into a stan-
dard NCP. In order to do this, velocity constraint equations are obtained by Taylor 
series expansion of equations (2). 

tghguW l
E

l
E

lT
E ∂∂−−=+1 . (9)

Cast equations (3) and (9) into the matrix form: 

1
1

20

l
E

T
E E

M W du

W dS

+⎛ ⎞⎛ ⎞ ⎛ ⎞
=⎜ ⎟⎜ ⎟ ⎜ ⎟

⎝ ⎠ ⎝ ⎠⎝ ⎠
 (10)

Where QhMuSWSWd l
m

i

TTNN iiii
+++=∑

=1

1 )( , tghgd l
E

l
E ∂∂−−=2 . 

We can solve equations (10) for 1+lu  and eliminate it to yield a standard NCP. 
However, when coefficient matrix is irreversible due to redundant constraints in 
multi-rigid-body, equations (10) is difficult to solve by popular numerical methods. A 
better method is to search for an approximate solution of equations which make: 

1
1

2 2

min
0

l
E

T
E E

M W du

W dS

+⎛ ⎞⎛ ⎞ ⎛ ⎞
− =⎜ ⎟⎜ ⎟ ⎜ ⎟

⎝ ⎠ ⎝ ⎠⎝ ⎠
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The unique approximate solution is also known as minimum norm solution and the 
resolution method is least-squares method [8]. It is not necessary to assume that the 
coefficient matrix is full rank in the solving process by this method, so that redundant 
constraints problem is able to be handled. Based on block matrix and least-squares 
method, the solution of equation (10) is expressed by: 

1
1

2

ˆl

T
E

du M M

dS M M

+ ⎛ ⎞⎛ ⎞ ⎛ ⎞
= ⎜ ⎟⎜ ⎟ ⎜ ⎟

⎝ ⎠⎝ ⎠ ⎝ ⎠
. (11)

Where 1T
EE EM G W M+ −= , 1 1 1ˆ T

E EE EM M M W G W M− − + −= + , 
EEM G+= , 1T

EE E EG W M W−= , 

EEG+  is pseudo-inverse. 

The result: 21
1 ~ˆ dMdMul +=+  is substituted into equations（7）,（8）and yield the 

following equations: 
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Where lT
TTT

T
T

l
T

T
T

l
TT uWhWdMWWQhMuMWWgb

iiiiiiii
−++++++=

~~
)ˆ()(ˆ)ˆ( 2 , ˆTG W MWαβ α β= , 

iiiii N
T
N

lT
N

l
NN WdMWQhMuMWhgb

~~
)(ˆ

2 ++++= , ˆ ˆ ˆ( )T TG W W h MWαβ α α β= + ⋅ , , ( , )N Tα β = . 

Then, equations (4), (5) and (12) constitute a standard NCP. 

4.2   Resolution of NCP Equations 

In general, NCP equations are not directly solved because of the complex solving 
process. One way to solve the NCP equations is to transform into a linear complemen-
tarity problem (LCP) by approximating friction [9]. In the planar case, it can be done 
by introducing the following definition of the friction saturation and tangential veloc-
ity in positive and negative direction 

N TS Sσ μ+ = + , 
N TS Sσ μ− = − , 1

2 ( )T Tk g g+ = + , 1
2 ( )T Tk g g− = − . 

For each contact, take T
ii

l
N

l
i khgC

i
),,( 11 −+++ = σ , T

ii
l
N

l
i kSS

i
),,( 11 −+++ = σ , )0,,(

ii TNi bbb = . 

The complete contact problem can be written as a linear complementarity problem 
as follows: 
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Where
⎟⎟
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0,

1,

Zji

Zji
, , 1...i j m= . 

jμ  is the each frictional coefficients. This model can be simplified as the following 

abbreviations: 

bAxy += , 0≥y , 0≥x , 0=yxT . (14)

Equations (16) are a standard LCP and can be solved with a pivoting algorithm like 
Lemake’s method. However this approach has disadvantages of a large amount of 
calculation and accumulated error. Iterative methods such as splitting projected 
Gauss-Seidel iteration scheme are a better choice [7], which is easy to implement in 
general, especially when the sparsity of the problem can be used effectively. Solving 
these LCP equations is able to yield each contact forces, and then the result can be 
embedded in differential algebraic equations to yield the motion of next time. 

5   Stabilization Method 

In this numerical method, velocity constraint equations derived by position constraint 
equations are used for simplification of contact model, they are not completely equiva-
lent to constraint condition so that this method will inevitably lead to numerical error. 
Moreover, minimum norm solution which is used to approximate the solution of veloc-
ity constraint equations also raises numerical error. These errors can affect accuracy of 
contact forces and result in drift of motion and must be stabilized to continue to satisfy 

constraint. Given that the numerical solution of velocity lu~  is obtained after n integra-

tion step. Usually, there is a small error luΔ  making the constraints 0)~,( ≠ll uqg  which 

will be taken into equations (7), (8) and give rise to error of 1+l
Ng  and 1+l

Tg . In order to 

eliminate luΔ , the generalized velocities lu can be projected onto the velocity con-
straint manifold defined by ( , ) 0l lg q u =  by the following equations [10]: 

⎟⎟
⎠

⎞
⎜⎜
⎝

⎛
−

=⎟⎟
⎠

⎞
⎜
⎜
⎝

⎛Δ
⎟
⎟
⎠

⎞
⎜
⎜
⎝

⎛

)~,(

0

0)(

)(
ll

l

lT
E
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E

uqg

u

qW

qWM

η
 (15)

Whereη  is Lagrange multiplier. Similar to resolution of equations (10), we can find 
out minimum norm solution of equations (15) which is the best approximate of the 
exact solutions. To do this, the solution of luΔ  can be obtained: 

)~,()(
~ llll uqgqMu =Δ  (16)

Then, lu~ can be corrected by the following equations： 

l l lu u u= + Δ  
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Since the exact solution of position is used for velocity stabilization; the position 
stabilization must be done in advance of velocity stabilization. Similarly, the general-
ized position lq~  can also be projected onto the position constraint manifold defined 

by 0)( =lqg by the following equations: 

)~()~(
~ lll qgqMq =Δ  (17)

Equations (17) can be used iteratively until constraint error is less than a user-
specified constraint tolerance. In order to improve computer efficiency, only one step 
of iteration is sufficient for stabilization in application [11]. lqΔ is used to correct 

lq~ by the following equation:  

lll qqq Δ+= ~  

Normally, stabilization algorithm can be done after redundant constraints are solved 
so that the constraint error is avoided into the computation process of contact forces. 

6   Numerical Simulation 

In order to verify numerical resolution and stabilization methods, as shown  
in Fig.1, wheels of train moving in the railroad is simulated. Let generalized  
coordinates and generalized velocities of system be ),,,,,,,,,( 222222111 θθθ yxyxyxq =  

and ),,,,,,,,( 333222111 θθθ vvvvvvvvvu yxyxyx=
 
respectively. Structural parameters of wheels 

are kg5321 === mmm ; m5.0321 === RRR ; m3=l ; m4.01 =l , qualities of other com-

ponents are ignored. The friction coefficient with railroad: 6.0221 === μμμ . The 

contact model is built based on above modeling method.  

 

1l
l

l

 
 

Fig. 1. Wheel model of train 

 
This model is simulated in Matlab where differential algebraic equations are solved 

by Newton integral algorithm and LCP equations are splitting projected Gauss-Seidel 
iteration scheme. Simulation step time h is set at 0.05s and initial parameters are as 
follows: 

),0,5.0,6,0,5.0,3,0,5.0,0(0 =q ; ),0,0,0,0,0,0,0,0,4(0 =u . 
 

In Fig.2 and 3, the numerical velocities of wheel 1 and 2 are given respectively. It is 
known that, from the analytic method, the wheels which are slide should satisfy the 
momentum balance in the initial motion phase: vmmmvm x ′++= )( 32111 .By this forma-

tion, we obtain the common velocity of three wheels: vx1/3=1.33m/s. Wheels turn 
rolling from sliding gradually in the following time, due to effects of friction. The  
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Fig. 2. Numerical velocities of wheel 1 Fig. 3. Numerical velocities of wheel2 

 
linear and angular momentum theorem are satisfied in this process, so we are able to 
write out and solve linear and angular momentum equations of system, and then ob-
tained the exact transition time is t=0.0648s, after the transition time, the wheel move 
with a constant velocity: 0.955m/s. from Fig. 2 and 3, it is seen that numerical simula-
tion imitate this process preferably. By the analytic method, the obtained friction 
forces of wheel: N7.29=μmg , which is consistent with numerical results shown in 
figure 4. Those contrasts show the validity of numerical methods. But, from figure 4, 
we can find that numerical simulation causes much error. After stabilization is ap-
plied, this error is stabilized and the accuracy of contact force is improved as shown 
in Fig.5. 

 

  

Fig. 4. Numerical contact forces of wheel 1 
and 2 without stabilization  

Fig. 5. Numerical contact forces of wheel 1 
and 2 after stabilization  

7   Conclusion 

This paper presents the model and numerical methods for the frictional contact prob-
lem of multi-rigid-body with redundant constraints, least square method and lineariza-
tion method is used for resolution of model and then a direct projection stabilization 
algorithm is given for reducing numerical errors. These numerical methods are effec-
tive in solving frictional contact problem, which can be applied in multi-rigid-body 
system with not only redundant constraints, but also singular Jacobian matrix. Yet, the 
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methods also have some shortcoming: such as resolution method of NCP, computa-
tional efficiency, finding out the new algorithm for NCP and improving computa-
tional efficiency by parallel algorithm is further research content. 
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Inverse Dynamic Modeling of Two Unsymmetrical 3UPU 
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Abstract. The inverse dynamic of two 3UPU parallel manipulators (PM) are 
analyzed in this paper. The first 3UPU PM has three translational degree of 
freedom (DOF) and the second 3UPU PM has two translational and one rota-
tional DOF. First, the mobility of the two UPU PMs is analyzed. Second, the 
constrained forces/torques in UPU-type legs are determined, and the 6×6 Jaco-
bian matrices of the two 3UPU PMs are derived by considering the constrained 
forces/torques. Third, based on the principle of virtual work, the dynamic is 
solved with the active forces and the constrained forces/torques derived.  
Finally, an analytic solved example for the 3UPU PM is given. 

Keywords: Parallel manipulator, kinematics, Dynamic. 

1   Introduction 

Parallel manipulators (PMs) have drawn continuous interest in both academia and 
industries in recent years [1]. In the kinematics and Dynamic aspect for PMs, Das-
gupta [2] proposed Newton-Euler formulation approach for inverse Dynamic. Tsai 
[3,4] presented a methodology for the Jacobian analysis for limited DOF PMs and 
solved inverse Dynamic of Stewart-Gough manipulator by using the principle of vir-
tue work. Wang and Gosselin [5] proposed a new approach for the dynamic analysis 
of PMs. Rico [6,7] studied the kinematic and Dynamic of PMs systemically by using 
screw theory. Di Gregorio [8,9] studied the Dynamic of some PMs by using Lagran-
gian equation. Sokolov [10] studied Dynamic analysis of a 3-DOF PM with R–P–S 
joint structure. Zhang [11] established Kinetostattic modeling of N-DoF PMs with 
passive constraining leg and prismatic actuators. Lu and Hu [12-14] investigated the 
kinematics for limited DOF PMs based on geometrical constraint. They derived gen-
eral simple 6×6 Jacobian, 6×6×6 Hessian matrix for limited DOF PMs with linear 
active legs and analyzed the kinematic and statics by using CAD variation geometry 
approach. Hamid and et al. [15] studied the dynamic of a macro-micro redundantly 
actuated PM.The Dynamic formulae in existing reference only solve the active 
forces/torques applied on actuators, while the constrained forces/torques existed  
in subchains are not solved. In general case, the constrained forces/torques exist in 
limit-DOF PMs, and they should be solved since they greatly affect the accuracy and 
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stiffness of PMs. This paper focuses on solving dynamic of two 3UPU PMs, which 
have constrained forces/torques in their subchains. 

2   Two 3UPU PMs and Their Mobility 

2.1   The Geometrical Constraints of Two 3UPU PMs 

The 3UPU PMs(see Fig.1 and Fig.2) in this paper have a moving platform, a base B, 
and three active UPU (universal joint-prismatic joint-universal joint) legs ri (i=1, 2, 
3), Where m is a regular triangle with o as its center and three vertices ai (i=1, 2, 3). B 
is a regular triangle with O as its center and three vertices Ai (i=1, 2, 3). Each of UPU 
legs includes a universal joint U at Ai, one prismatic joint along ri and one U at ai. U 
includes two crossed revolute joints. Let Rji (i=1, 2, 3; j=1, 2, 3, 4) be the j-th revolute 
joint from B to m in i-th leg. Let ⊥ and ║ be perpendicular and parallel constraints, 
respectively. Then some geometric constraints are satisfied in the first and the third 
UPU-type limbs for the two PMs.  

R1i⊥R2i, R3i⊥R4i, R2i⊥ri, Ri2║R3i, R 1i⊥B, R 4i⊥m    (i=1,3)            (1)  

When set the structure constraints in the second limb(R12 points to O and R42 points  
to o), a 3UPU PM with three translation DOFs is created (see Fig.1). 
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Fig. 1. Sketch of a unsymmetrical pure 
translational 3UPU parallel manipulator  

Fig. 2. Sketch of a unsymmetrical 3UPU PM 
with two translational and one rotational DOF  

 
When set the structure constraints in the second limb(R12⊥B and R42 points to o), a 

3UPU PM with two translation and one rotational DOFs is created (see Fig.2) 
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R21 and R23 lie in B, R41 and R43 lie in m.By combining with Eq.(1), we obtain 

B║m                                                                (2) 

Let Rji(j=1,2,3,4;i=1,2,3) be the unit vector of Rji. From Eq.(1), R1i, R4i and ri are co-
planar can be determined, lead to 

(R1i× R4i)·ri=0                                                     (3) 

2.2   The Mobility Analysis of the Pure Translational 3UPU PM 

In this section,the mobility of pure translational 3UPU PM (see Fig.1) is analyzed.For 
this PM, R1i, R4i and ri are coplanar, and R21 and R24 lie in B and m respectively. From 
Eq.(2), we obtain 

R12||R42                                                            (4) 

Based on observational methodology used in[14], three constraint torques Tpi (i=1, 2, 
3) can be found in the three limbs. Tpi satisfy: Tpi ⊥ R1i, Tpi ⊥ R2i , Tpi ⊥ R3i , Tpi ⊥ R4i. 
The direction unit vector τi of Tpi can be determined by the following equation. 

                            iii 21 RRτ ×=                                                     (5)                         

Let v and ω be the linear and angular velocity of m. Since Tpi (i=1, 2, 3) do no work 
during the movement of moving platform, there must be 

0=⋅ωτ ipiT                                                   (6a)                   

Tpi can be deleted from Eq. (6a), lead to 

0=⋅ωτ i                                                    (6b) 

Three items of Eq. (6b) can be expressed in matrix form as follow  

0ω
τ
τ
τ

=⋅
⎥
⎥
⎥

⎦

⎤

⎢
⎢
⎢

⎣

⎡

T

T

T

3

2

1

                                               (6c) 

τ1, τ2 and τ3 are linearly independent, so the linear equations about ω must have only 
trivial solution ω=0, and thus the manipulator has three pure translational DOF.  

2.3   The Mobility Analysis of 3UPU PM with Two Translations and One 
Rotations  

In this section,the mobility of 3UPU PM (see Fig.2) with two translational and one 
rotational DOFs is analyzed. Based on observational methodology, two constrained 
torques Tpi (i=1, 3) can be found in the first and third limbs. Eq.(6b) is also appropri-
ate for the two limbs for this PM.  

In the second limb, R12 and R42 are not parallel. From Eq.(3), R12 and R42 must in-
tersect at one point p. Based on observational methodology, one constrained force Fp 
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which gets across p and parallel with R22 can be determined. Let f be the unit vector of 
Fp. As Fp do no work to point o, lead to 

0=⋅×+⋅ ωfdvf )( pp FF , f= R22, opd −=                (7a)   

Fp can be deleted from Eq. (7a), lead to 

0=⋅×+⋅ ωfdvf )(                                        (7b) 

From Eqs.(6b) and (7b), lead to 
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131
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× 0
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V

τ0

RdR
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)(                             (7c) 

From Eq.(7c), we can see that the number of velocity constrained equation spaces is 
three. Since ω⊥τ1, ω⊥τ3, this PM have one rotational and two translational DOF.   

3   Two 3UPU PMs and Their Mobility 

3.1   Inverse Displacement of the Two 3UPU PMs 

For analyzing the kinematics and Dynamic of the two 3UPU PMs, {B} is designated 
as a coordinate O-XYZ with O as its origin fixed on B at O. {m} is designated as a 
coordinate o-xyz with o as its origin fixed on m at o, and some constraints: X║A1A3, 
Y⊥A1A3, Z⊥B, x║a1a3, y⊥a1a3, z⊥m are satisfied (see Fig.1 and Fig.2). The coordi-
nates Ai (i=1, 2, 3) in O-XYZ can be expressed in matrix as follows 
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The coordinates ai (i=1, 2, 3) in o-xyz can be expressed in matrix as follows 
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The coordinates ai (i=1, 2, 3) in O-XYZ can be expressed in matrix as follows 
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Where Xo, Yo, Zo are the position of the center of m, RB
m is a rotation transformation 

matrix from {m} to {B}. The inverse kinematics can be expressed as 

iiir Aa −=        (i=1, 2, 3)                                         (9) 
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3.1.1   Inverse Kinematic of 3UPU PM with Three Translational DOF 
The rotation transformation matrix of 3UPU PM with three translations can be  
expressed as 

⎥
⎥
⎥

⎦

⎤

⎢
⎢
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⎣

⎡
=

100

010

001

RB
m

                                                 (10) 

From Eqs. (8a) to (10), the inverse displacement of this PM can be derived as 

eEYeEXeEaZYXeEr ooooo 2222222
1 −−+−−++++= )()(      (11a)            

eEYeEZYXeEr oooo 22222222
2 −−−++++= )(                 (11b) 

eEYeEXeEaZYXeEr ooooo 2222222
3 −−+−+++++= )()(        (11c)  

3.1.2   Inverse Kinematic of 3UPU PM with Two Translations and One Rotations  
Let sα=sinα, cα=cosα,tα=tgα.The rotation transformation matrix for this 3UPU PM 
with two translational and one rotational DOF can be expressed as 
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Where α denotes the angle of m rotate about Z axis.From Eq.(3),it leads to 
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nml
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From Eq.(13a),we obtain 
0=−− mool yXEYy )(                                   (13b) 

From Eqs. (12) and (13b),we obtain 

)(/)( omolo YEtgyEYyX −⋅=−= α                        (14) 

From Eq. (8a) to (8c),(12) and (14), lead to  
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From Eqs.(15a) to (15c),the inverse kinematics of 3UPU PM with two translational 
and one rotational DOF can be solved 
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3.2   Solving the 6×6 Inverse Jacobian Matrix 

In the two 3UPU PMs, the loop equation of OAiaio can be expressed as 

iiii oaOoaAAO +=+                                          (16) 

Differentiating both sides of Eq. (16) with respect to time, lead to 

iiiriiri rv eωvδωδ ×+=×+                                     (17) 

Dot multiplying both side of Eq.(17) by δi, lead to  

[ ]Vδeδδωδv ii
TT

iiiiri ev )()( ×=⋅×+⋅=                  (18) 

Eqs.(16) to (18) are fit for the two 3UPU PMs. 

3.2.1   Inverse Jacobian for the 3UPU PM with Three Translations 
Eq. (6b) can be expressed as  

[ ] 031 =× Vτ0 T
i

                                           (19) 

For the 3UPU PM with three translational DOF, there must be 

ii

ii
ii δR

δR
RRRRRRRR

×
×

==
⎥
⎥
⎥

⎦

⎤

⎢
⎢
⎢

⎣

⎡
==

⎥
⎥
⎥

⎦

⎤

⎢
⎢
⎢

⎣

⎡
====

1

1
32421243134111

0

1

0

1

0

0

,,  

From Eqs. (18) and (19), we can obtain 
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Where, J6×6 is the 6×6 Jacobian for this pure translational 3UPU PM. 

3.2.2   Inverse Jacobian for 3UPU PM with Two Translations and One Rotations  
For the 3UPU PM with two translational and one rotational DOF, there must be 
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From Eqs. (18) and (7c), we obtain 
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Where J6×6 is the Jacobian for 3UPU PM with two translations and one rotations. 

3.3   Inverse Acceleration of Two 3-UPU PMs  

Suppose there are two vectors η and ς. The skew-symmetric matrix of η must satisfy 
following relevant equations [1], 
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Where, η and ς may be one of δi, ei, d and fi, (i=1, 2, 3), E3×3 is the unit matrix. 
    Let ari(i=1,2,3) be the acceleration of i-th leg. Let A be the six-dimensional accelera
tion vector of m. Differentiating both sides of Eq. (18) and from reference[14],lead to 
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Eqs.(23a) can be expressed in matrix form as following 
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Eqs.(22) to (23b) is fit for two 3UPU PMs. 

4   Dynamic Modeling 

In this part, the dynamic of two 3UPU PMs is solved in a uniform form. The follow-
ing formulae in this part are fit for the two 3UPU PMs. 

Let 
i1θ  and 

i2θ be the velocity of the first and the second revolute joint in i-th (i=1, 
2, 3) limb respectively. The angular velocity riω of each limb ri can be expressed as 

iiiiri 2211 RRω θθ +=                                         (24a) 

Dot multiplying both side of Eq.(24a) by Aiai and combining with Eqs.(17) and (22), 
lead to  
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Dot multiplying both sides of Eq. (24b) by R2i, lead to  
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Dot multiplying both side of Eq.(24b) by R1i and combining with Eq (22), lead to  
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Since R2i⊥Aiai�R 2i⊥R1i, the following equation can be obtained 
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From Eqs.(24a), (25a), (25b), (26a) and (26b), we obtain 
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As R1i is fixed on B and R2i rotates with R1i, we obtain 
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Differentiating both sides of Eq. (28a) and (28b) with respect to time, lead to 
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Substituting Eqs. (27a) and (27b) into Eq (24a), ωri can be expressed as  
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4.1   The Velocity and Acceleration of the Cylinder  

Each of linear active legs ri (i=1,2,3) is composed of a piston and a cylinder. The 
piston is connected with m at ai and the cylinder is connected with B at Ai.  

Let rsi be the distance from the mass center of the cylinder to the point Ai, ri be the 
length of cylinder with rsi=ri/2, respectively.The angular velocity of i-th cylinder ωsi 
can be obtained as 
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ii ωω rs =                                                         (34a) 

The linear velocity of the mass center of i-th cylinder vsi can be expressed as 

[ ]VeRRRRδδRRRRδδωv i ii
T
ii

T
iiisiii

T
ii

T
iiisiirisis rrrrr /ˆ)(ˆ/ˆ)(ˆ

2112
2

2112 −−−−=×=   (34b)     

The velocity mapping relation between the i-th cylinder and moving platform can be 
expressed as following  
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The angular acceleration siε  of i-th cylinder can be expressed as 

)()( 211222112222211 iiiiiiiiiiRiiiiirisi RRRRRωRRεε ×++=×++== θθθθθθθ  (36a)           

The linear acceleration asi of the mass center of i-th cylinder can be expressed as 

)( iririsiirisisi rr δωωδεa ××+×=                          (36b) 

4.2   The Velocity and Acceleration of the Piston  

Let rti be the distance between the mass center of the piston and the point gi, rsi be the 

length of piston with rti=li-rsi.The angular velocity of i-th piston iωt  is 

rit ωω i =                                                    (37a) 

The linear velocity of the mass center of i-th piston vti can be expressed as 
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The velocity mapping relation between i-th piston and moving platform can be ex-
pressed as 
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The angular acceleration tiε  of i-th piston can be expressed as 

riti εε =                                                        (39a) 

The linear acceleration ati of the mass center of i-th piston can be expressed as 

iriiririiiritiirititi avrr δδωδωωδεa +×+××+×= )()( 2                (39b) 

4.3   The Formula of Dynamic 

In Dynamic modeling, the friction along the drives and the inertias of all articulated 
joints are negligible and all the limbs are assumed to be axially symmetrical.Let Fo, 
To be the workload applied on the moving platform, fo, no be the inertia forces and 
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torques, mo and Io be the mass and inertia moment of the platform with the end effec-
tor about point o and Go be the gravitational force exerted at the center of mass of 
moving platform.Let fsi, nsi(i=1,2,3) be the inertia forces and torques, msi and Isi be the 
mass and inertia moment of the i-th cylinder about its mass center and Gsi be the 
gravitational force exerted at the center of mass of i-th cylinder. Let fti, nti be the iner-
tia forces and torques, mti and Iti be the mass and inertia moment of i-th piston about 
its mass center and Gti be the gravitational force exerted at the center of mass of i-th 
piston. Then we can obtain 
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By means of the principle of virtual work, the following equation can be derived 
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From Eqs. (20) or (21), (35), (38) and (41a), the formula for solving Dynamic are 
derived as following   
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Where, Fq=[Fa1 Fa2 Fa3 Tp1 Tp2 Tp3] are active forces and constrained torques for pure 
translational 3UPU PM and Fq=[Fa1 Fa2 Fa3 Tp1 Fp Tp3] are the active forces and con-
strained forces/torques for two translational and one rotational 3UPU PM. 
    By using the formula (41b), the active force applied on each drive can be solved, 
and the constrained forces/torques existing in the two 3UPU PMs can also be  
derived. 

5   Analytic Solved Example 

In this part, a numerical example for pure translational 3UPU PM is given to il-
lustrate this method. Set E=120/a, e=60/a, Fo=[-20 -30 -60]kN, To=[-30 -30 100] 
cm·kN, mo=10 kg, msi=mti=10kg, g=-9.8 cm/s2. Give velocity and acceleration of 
the moving platform as: ax=3, ay=6, az=5 mm/s2, vx=3t, vy=6t, vz=5t cm/s. When 
the moving platform move at its initial position (0, 0 ,120) according to its veloc-
ity, and acceleration, the position (Xo, Yo, Zo) of moving platform, the length, 
velocity, and acceleration of active legs (r1, r2, r3) are solved (see Fig. 3b~3d); the 
active forces Fai and the constrained torque Tpi for pure translational 3UPU PM 
are solved (see Fig. 3e~f). 
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Fig. 3. 

6   Conclusions 

The kinematical character of a 3UPU PMs is reviewed The two 3UPU PMs ana-
lyzed in this paper are identical except the disposal of an R joint in their second 
UPU limbs. If this R joint points to O, the 3UPU PM has three translational DOF.  
If the R joint is perpendicular with B, the 3UPU has two translational and one  
rotational DOF. 

Inverse dynamic formula for the two 3UPU PMs is solved with the active forces 
and constrained forces/torques derived. In the 3UPU PM with pure translational 
DOFs, three constraint torques exist in three UPU legs. In the 3UPU PM with two 
translational and one rotational DOFs, the constrained torques and the constrained 
force synchronously exist. The active forces and constrained forces/torques are solved 
in dynamic modeling. a numerical example for pure translational 3UPU PM is given 
to illustrate this method The two 3UPU PMs have some potential applications for the 
3DOF parallel kinematic machines, such as the parallel machine tool, pick-up ma-
nipulator for electronic element/food/medicines, package machine, micro surgical 
manipulator, and so on. 
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Kinematic Analysis of the SPKM165, a 5-Axis  
Serial-Parallel Kinematic Milling Machine 

Fugui Xie, Xinjun Liu*, Jinsong Wang, and Liping Wang 

Institute of Manufacturing Engineering, Department of Precision Instruments  
and Mechanology, Tsinghua University, Beijing 100084, China 
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Abstract. This paper analyzes the kinematics of a 5-axis serial-parallel kine-
matic milling machine, i.e., the SPKM 165, which consists of a three-DOF  
(degree of freedom) parallel module and a two-DOF serial table. In order to 
achieve 5-axis control, the inverse kinematic equations are derived and corre-
sponding coordinate system is established. The relationship between the  
NC-code and the operating attitude of the machine is shown and the numerical 
results are presented. 

Keywords: Kinematics, Five-axis mechanism, Parallel kinematics, NC-code. 

1   Introduction 

Parallel kinematic machines (PKM) have the advantages of high structural rigidity, 
better payload-weight ratio, high dynamic performances, high velocity and time-
saving machining [1-3]. For such reasons, parallel kinematic machines have been 
studied intensively for more than twenty years and still attract attentions from aca-
deme and industry. The most famous parallel mechanism is Stewart platform which 
has six DOFs (degrees of freedom). And many prototypes and commercial parallel 
mechanisms with Stewart-Gough parallel kinematic architecture have been devel-
oped. However, the Stewart platform’s disadvantages of limited workspace and low 
dexterous manipulation have been exposed during deep research and application [2]. 
Many industrial applications require less than six DOFs and comparative large work-
space, good dexterous manipulation and low cost. The parallel mechanisms with 
fewer DOFs meet these requirements in some extent and some of them have been 
developed [4, 5]. Among them, the mechanism with three DOFs is welcome since 
such a mechanism is easier to be a machining module. As a result, serial-parallel 
kinematic machines that are usually composed of a 3-DOF parallel mechanism and 2-
DOF serial mechanism are becoming more and more popular. 

As is well known, the reduction of DOFs can result in coupled motions of the mo-
bile platform, and the kinematic analysis becomes very complicated for some of such 
kinds of mechanisms, such as the parallel module of the VERNE machine [6]. So, the 
kinematics of the PKM with fewer DOFs has been investigated by more and more 
researchers and many of them have focused on the discussion of both analytical and 
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numerical methods [7, 8]. And some of them cannot be used in actual application for 
the complexity of their kinematics. 

The machine studied here includes a three-DOF parallel mechanism proposed in 
[9] by Liu et al., and there are no parasitic motion and no coupling between the rota-
tion and the translation along one direction. What is more, the mobile platform can tilt 
continuously from -25° to 90°. For such a reason, by using a continuous rotational 
table in the serial mechanism, the machine is capable of 5-face machining. Thus, this 
machine has potential application in engineering. 

2   Description of the SPKM165 Machine 

The SPKM 165 machine shown in Fig. 1 is a 5-axis serial-parallel kinematic milling 
machine, which consists of a parallel module and a serial table.  

 

Fig. 1. The SPKM165 machine 

As shown in Figs. 2 and 3, the moving platform of the parallel module is connected 
to the base through three legs, namely, legs I, II and III. Legs I and II are in a same 
plane, i.e., the o-yz plane shown in Fig. 3, and have identical chains, each of which 
consists of a length-fixed link which is connected to the active slider through a pas-
sive revolute joint and is connected to the moving platform through a universal joint. 
Leg III is in the o-xz plane, perpendicular to the plane where legs I and II are, and 
consists of another length-fixed link, which is connected to the active slider through a 
passive revolute and is attached to the moving platform through a cylinder joint. The 
three sliders are then linked to the base through three prismatic joints and actuated 
along the z-axis. The constraints and DOFs of the parallel module are shown in  
Table 1. 
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Table 1. The constraints and DOFs of the parallel module with prismatic actuators 

Single leg Combination of three legs 
No. Leg type Constraints Constraints Remained DOFs 

I PzRxUxy {ROx, Tx} 
II PzRxUxy {ROx, Tx} 
III PzRyCy {ROx, ROz} 

{Tx, ROx, ROz} {Ty, Tz, ROy} 

where, P-prismatic joint, R-revolute joint, C-cylinder joint, T-translation, RO-rotation, and the 
subscript stands for the direction of the DOF. 

 
The rotating table IV in the serial table is placed on a slider and rotates about the 

z -axis, the slider V is connected to the base through a prismatic joint and is actuated 
along the x -axis. 

Then, the parallel module has three spatial DOFs, two translations in the o-yz plane 
and one rotation about the y-axis, the serial table has two DOFs, one translation along 
the x -axis and one rotation about the z -axis. All of the five DOFs are shown in  
Fig. 3. 

 

Fig. 2. Parallel module and serial table of the SPKM165 machine 

Generally, this milling machine performs as a vertical hybrid machine, its posi-
tional workspace is 165 mm 165 mm 165 mm× × and the rotation angle β  about the y-

axis in the parallel module can be ( )25 , 90β∈ − ° ° . The rotating table IV in the serial 

table can rotate continuously. So, this machine is capable of 5-face machining and can 
satisfy some special requirements. 
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3   Inverse and Forward Kinematics of the Parallel Module 

According to the specific application requirements, we use the method proposed in [3] 
to get the parameters of the machine as follow: 

( )
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Frame o-yz locates in the zero position of the parallel module and the coordinate of 

point o  in frame O-YZ is ( )0, h .  

 

Fig. 3. Motions of the SPKM165 machine 

The kinematic scheme of the parallel module is shown in Fig. 4, for a given posi-

tion ( ),y z  of the moving platform in frame o-yz and rotation angle β , we can get 

the inputs of the three sliders in frame O-XYZ as follows: 

( )
2 4

1, 2, 3
2

i i i

i

b b c
s i

− ± −
= =                                             (1) 

where 

( )1
2b z h= − +  

( )2
2b z h= − +  
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( )[ ]
3 1

2 sinb r z hβ= − +  

( )
2

22

1 1
4 2 2

r d d
c l y y r z h= − + + + − + +⎛ ⎞⎛ ⎞

⎜ ⎟⎜ ⎟
⎝ ⎠⎝ ⎠

 

( )
2

22

2 2
4 2 2

r d d
c l y y r z h= − + − − + + +⎛ ⎞⎛ ⎞

⎜ ⎟⎜ ⎟
⎝ ⎠⎝ ⎠

 

( ) ( )( )2 2

3 1 3 2 2 1 1
2 cos 2 sinc r l r r r z h z h rβ β= − + − + + + −  

 

Fig. 4. Kinematic scheme of the parallel module 

Then, for a given pose ( ), ,y z β  of the moving platform, there are eight solutions 

for the parallel module in theory, as shown in Fig. 5. 
In practical application, we use the configuration (a). So, we choose “+” in Eq. (1). 
The actual positions of the three sliders of the SPKM165 machine are 

( )
2 4

1, 2, 3
2

i i i

i

b b c
s i

− + −
= =                                         (2) 

In contrast, when the positions of the three sliders ( ( )1, 2, 3is i = ) are given, we can 

get the position ( ),y z  of the moving platform in frame o-yz and rotation angle β as 

follows: 
when 1 2s s≠  

y g=                                                                 (3) 

1 2

2

s s
z h tg

+
= − −                                                    (4) 
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( )1sin eβ −=                                                          (5) 

where 

2 4

2

b b ac
e

a

− ± −=                                                                                      (6) 

2
2 2 1 2

1 2 34
2

s s
a r r tg s

⎡ ⎤+⎛ ⎞= + − −⎢ ⎥⎜ ⎟
⎝ ⎠⎢ ⎥⎣ ⎦

 

1 2
1 34

2

s s
b kr tg s

+⎛ ⎞= − − −⎜ ⎟
⎝ ⎠

 

2 2 2
1 24c k r r= −  

2
2 2 21 2

1 2 3 32

s s
k r r tg s l

+⎛ ⎞= + + − − −⎜ ⎟
⎝ ⎠

 

( )22
2 11

2 41

s sl
g

t

−
= ± −

+
                                            (7) 

2 1

d r
t

s s

−=
−

 

 

Fig. 5. Available configurations when 0, 20 mm, 0y z β= =− =  

when 1 2s s=  

0y =                                                                  (8) 

( )2
2

2 2 4

d r
z s l h

−
= ± − −                                         (9) 
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( )1sin eβ −=                                                       (10) 

where 
2 4

2

b b ac
e

a

− ± −=                                                 (11) 

( )
2

2
2 2 2

1 2 2 2 34
4

d r
a r r s l s

⎡ ⎤⎛ ⎞−⎢ ⎥⎜ ⎟= + ± − −⎢ ⎥⎜ ⎟
⎢ ⎥⎝ ⎠⎣ ⎦

                            (12) 

( )2
2

1 2 2 34
4

d r
b kr s l s

⎛ ⎞−⎜ ⎟= − ± − −
⎜ ⎟
⎝ ⎠

                                 (13) 

2 2 2
1 24c k r r= −  

( )
2

2
2 2 2 2

1 2 2 2 3 34

d r
k r r s l s l

⎛ ⎞−⎜ ⎟= + + ± − − −
⎜ ⎟
⎝ ⎠

                      (14) 

So, for the given positions of the three sliders ( ( )1, 2, 3is i = ), there are four solutions 

for the parallel module in theory, as shown in Fig. 6. In practical application, we use 
the configuration (d). When 1 2s s> , we choose “+” in Eq. (6) and “-” in Eq. (7) ; 

when 1 2s s<  , we choose “+” in Eqs. (6) and (7); when 1 2s s= , we choose “-” in Eqs. 
(9) and (12-14) and “+” in Eq. (11). 

 

Fig. 6. Available configurations when 1 2 31010 mm, s 1034 mms s= = =  
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4   Establishment of the Joint Five-Axis Coordinate System and 
Inverse Kinematics of the SPKM165 Machine 

In order to carry out five-axis control, we will investigate the relationship between the 
NC-code and the position of the four sliders in this part. 

According to the characteristic of the machine, we can get the simplified kinematic 
scheme as shown in Fig. 7. 

In Fig. 7, the tool length 180 mmTP l= =  and the frame O-XYZ is static, the mov-
ing frame o-xyz is located on the moving table and the point o  is coincident with the 
tool tip P  when the parallel module is in zero position.  

If NC-code is given, we know exactly the numerical values of , , ,x y z B  and C . 

Here,  x, y and z are the coordinates of tool tip P  in the moving frame o-xyz, B  is the 
attitude of the tool and denoted by β , C  is the rotational angle of the work piece and 

denoted by γ . 
Then, the ranges of the coordinates are 

( )
( )
( )
( )
( )

0, 165 mm

82.5, 82.5 mm

165, 0 mm

25 , 90

0 , 360

x

y

z

B

C

∈
∈ −
∈ −
∈ − ° °
∈ ° °

  

and the positions of the sliders along the Z -axis are 

( )
2 4

1, 2, 3
2

i i i

i

b b c
s i

− + −
= =                                       (15) 

where  

( )
1

2 cosb z l l hβ= − − + +  

( )
2

2 cosb z l l hβ= − − + +  

( )[ ]
3 1

2 sin cosb r z l l hβ β= − − + +  

( )
2

22

1 1
cos

4 2 2

r d d
c l y y r z l l hβ= − + + + − + − + +⎛ ⎞⎛ ⎞

⎜ ⎟⎜ ⎟
⎝ ⎠⎝ ⎠

 

( )
2

22

2 2
cos

4 2 2

r d d
c l y y r z l l hβ= − + − − + + − + +⎛ ⎞⎛ ⎞

⎜ ⎟⎜ ⎟
⎝ ⎠⎝ ⎠

 

( ) ( )( )2 2

3 1 3 2 2 1 1
2 cos cos cos 2 sinc r l r r r z l l h z l l h rβ β β β= − + − + − + + − + + −  
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The position of the moving table along the X -axis is 

 
4

sins l xβ= −                                                            (16) 

The rotation angle of the moving platform about Z -axis is γ .  
By putting all the information of the coordinate system and inverse kinematic 

equations into the computer numerical control system, we can achieve the five-axis 
control of the SPKM165 machine. 

 

Fig. 7. Kinematic scheme of the full SPKM165 machine 

5   Process of Milling a Semi-spherical Work Piece 

In order to illustrate the working process, we choose a work piece with typical spheri-
cal surface, i.e., a semi-spherical work piece. 

Step 1: According to the characteristic of the machine to fix the work piece in the 
moving table. 

As shown in Fig. 8(a), in the milling process, the tool (1) should be perpen-
dicular to the normal plane (2) of the milling point P in the semi-spherical  
 

                      

        (a)                                                     (b) 
1-tool, 2-normal plane in milling point P, 3-semi-spherical work piece, 4-moving table 

Fig. 8. Schematic drawings of the milling process and fixing the work piece 
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surface (3). So, we fix the work piece in the manner of Fig. 8(b), and, in this 

case, 0y = , ( )0, 360γ ∈ ° . 

Step 2: Generate the NC-code of the semi-spherical surface. 
We usually get the NC-code of a work piece through a third-part software, such as 

UG or Pro/E, especially, when the profile is complicate. Here, the profile is circular 
symmetry about the Z -axis and the generation of the NC-code will be easy, so we 
just use Matlab to achieve this. 

Step 3: Get the numerical result of the five active motors. 
Based on the result in Step 2 and the equations in section 4, the result is easy to get, 

and the numerical result is given in table 2. For the SPKM165 machine, this step is 
completed automatically by the kinematics module in CNC system. 

Table 2. Numerical results of the milling process where the radius is 50 mm and stepping by 10 
deg (the step can be changed to make the surface smooth) 

(mm)x  (mm)z  (deg)B  
1

(mm)δs  
2

(mm)δs  
3

(mm)δs  
4

(mm)δs  

82.50 -115.00 0 -115.00 -115.00 -115.00 82.50 
73.82 -115.76 10 -118.49 -118.49 -150.32 42.56 
65.40 -118.02 20 -128.87 -128.87 -192.86 3.84 
57.50 -121.70 30 -145.81 -145.81 -241.79 -32.50 
50.36 -126.70 40 -168.81 -168.81 -296.36 -65.34 
44.20 -132.86 50 -197.16 -197.16 -355.95 -93.69 
39.20 -140.00 60 -230.00 -230.00 -420.02 -116.69 
35.52 -147.90 70 -266.34 -266.34 -488.25 -133.63 
33.26 -156.32 80 -305.06 -305.06 -560.80 -144.01 
32.50 -165.00 90 -345.00 -345.00 -638.94 -147.50 

where, δ
i

s -drive distance of motor ( )1, 2, 3, 4i i= . 

6   Conclusions 

This paper introduced a 5-axis milling machine with serial and parallel kinematics, 
which has the advantages of simple kinematics, 5-face machining and convenient 
trajectory planning. The inverse kinematics of the parallel module and the full ma-
chine were analyzed, respectively, and by putting the information of the coordinate 
system and inverse kinematic equations into the CNC system, the five-axis control of 
the machine was achieved. The milling process of a semi-spherical work piece was 
presented to illustrate the working process of the machine and the numerical result 
was given at last. In order to satisfy the requirements of precision milling, the kine-
matic calibration of the machine is in progress. 
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Abstract. Based on the principle of double-half-revolution mechanism, a new-
style bionic wheel-legged lunar rover was designed in this paper. Its mobile 
mechanism is comprised of four identical wheel-legged mechanisms, rover 
body bracket and steering brackets, etc. On the basis of establishing the coordi-
nate transformation models of the bionic wheel-legged mechanisms, kinematics 
of its mobile mechanism was analyzed, and the forward kinematics models of 
the striking rods were established. Based on kinematics simulation in COSMOS 
Motion software, this paper obtained the trail curves of joints relative to the ref-
erence coordinate system. Simulation shows that the fluctuation of the bionic 
wheel-legged lunar rover is small and it can realize the striding movement 
smoothly. 

Keywords: Lunar Rover, Bionic Wheel-legged Mechanism, Double-half-
revolution Mechanism, Kinematics Model, Simulation Analysis. 

1   Introduction 

As one of the key technology in lunar exploration, the lunar rover is an important tool 
for realizing the second scientific target of the unmanned lunar exploration program 
in China. The mobile mechanism of the lunar rover has some fundamental types, such 
as wheeled-type, legged-type and tracked-type, etc [1-5]. In the existing literatures, 
their research objects are mostly wheeled-type. But the exploration data shows that 
the lunar surface is undulate and its lunar soil is soft, the wheeled-type lunar rover 
may sink into the lunar soil. Compared to the propulsion mode of wheeled or tracked 
type, wheel-legged mobile mechanism has unique advantages, such as good mobility 
and adaptability of road surface, and is able to walking on the undulate terrain or soft 
ground with little less efficiency [6]. 

Taking a new-style bionic wheel-legged lunar rover for research object, this paper 
analyzed its kinematics of mechanism, and established the forward kinematics models 
of the striking rods. Based on kinematics simulation of the lunar rover in COSMOS 
Motion software, this paper obtained the trail curves of joints relative to the reference 
coordinate system. 
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2   The Principle of the Bionic Wheel-Legged Mechanism 

When animals fly in air, swim in water or run on lands, the styles of their motions are 
different, but they are all nonsymmetrical swing in essence[7]. For example, when the 
pinions swoop downward or fly upward, the horse’ legs kick rearward or stretch for-
ward, their motions are different. Swing is a motion style which is adaptable to the 
muscles, and the nonsymmetrical motion is a necessary condition for the animals to 
fly upward or walk forward.  

Double-half-revolution mechanism is a new mechanism, which simulate the 
nonsymmetrical motion of animal organs [8]. It is composed of one first swiveling 
arm, one second swiveling arm and two striding rods, as shown in Fig.1. At one end 
of the first swiveling arm there is a spindle connected by a rotary joint, and at the 
other end there is the second swiveling arm; At each end of the second swiveling arm 
there is a striding rod which is also connected by a rotary joint, and the two striding 
rods are always perpendicular to each other. When the first swiveling arm rotates θ 
around the spindle, the second swiveling arm rotates -θ/2 relative to the first swiveling 
arm and the striding rods rotate -θ/4 relative to the second swiveling arm.  

Based on the Principle of double-half-revolution mechanism, we designed a bionic 
wheel-legged mechanism, as shown in Fig. 2. The motion between the spindle and the 
two striding rods is transmitted by two tandem planetary gear trains, in which,  
the first and second swiveling arm are the planet carriers (also as gearbox casings) of 
the planetary gear trains [9]. When the motor drives the first swiveling arm to rotate 
around the spindle, the endpoints of the striding rods contact to the land in turn, thus 
realize the walking function. 

3   The Principle of the Bionic Wheel-Legged Lunar Rover 

The bionic wheel-legged lunar rover is comprised of rover body bracket, four identi-
cal wheel-legged mechanisms and steering bracket, the principle of its mobile mecha-
nism is shown in Fig.3. The rover body bracket is used to support the whole lunar 
rover and the scientific instruments loaded on it. Four identical wheel-legged mecha-
nisms are symmetrically mounted on the corresponding wheel-leg brackets, which are 
connected to the corresponding mounting brackets with a rotary joint. Among them, 

 
Fig. 1. Double-half-revolution mechanism 

 
Fig. 2. Bionic wheel-legged mechanism 
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two mounting brackets are mounted on each end of the steering bracket, which is 
connected to the rover body bracket with a free pivoting joint, and another two 
mounting brackets are connected to the rover body bracket directly. When the lunar 
rover climbs the obstacle with one-sided wheel-legged mechanisms, the steering 
bracket ensures that the four wheel-legged mechanisms could contact the land and 
have no excessive sidelurch of the rover body, thus is favorable for getting smooth-
going and stability of the lunar rover. The walking and steering motions of the bionic 
wheel-legged lunar rover are driven by the motor independently. 

4   Kinematics Analysis of the Bionic Wheel-Legged Lunar Rover 

4.1   Definition of the Coordinate Systems and Parameters 

The coordinate systems of the lunar rover should be firstly established before kine-
matics analysis in order to describe their translation and rotation relationship [10], as 
shown in Fig.3. It is assumed that the centroid of rover body is situated in the center 
of rover body, and the reference coordinate system ( 0000 ZYXO ) is established in there. 

4321  and ,, θθθθ  are the rotation angles of the joints of the driving motors, 

4321  and ,, ϕϕϕϕ  are the rotation angles of the joints of the steering motors. ψ  is the 

pivot angle of the steering bracket, which can be measured by the sensor. γβα  and  ,  

are the yaw, pitch and roll angles of the rover body. 
The parameters of the four wheel-legged mechanisms are identical, and are defined 

as the following. The length of the striking rod is 2a, the length of the second swivel-
ing arm is 2b, the length of the first swiveling arm is c, and the height of the wheel-
leg bracket is d. h1 is the distance between the striking rod and the second swiveling  
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Fig. 3. The principle of the bionic wheel-legged lunar rover 
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arm, h2 is the distance between the first and second swiveling arm, h3 is the distance 
between the first swiveling arm and the wheel-leg bracket, h4 is the distance between 
the wheel-leg bracket and the steering joint of the wheel-legged mechanism. The 
vertical interval between the steering joint of the wheel-legged mechanism and the 
rover body bracket is e, the distance between the right and left steering joints of the 
wheel-legged mechanisms is 2g, the distance between the steering bracket joint and 
the rear beam of the rover body bracket is f, the distance between the steering bracket 
joint and the front beam of the rover body bracket is 2g-f.  

4.2   Coordinate Transformation Models of the Wheel-Legged Mechanisms 

For convenience, we firstly deduce the coordinate transformation matrixes from the 
steering joints of wheel-legged mechanisms to the endpoints of the striking rods, and 
then establish the foreword kinematics model of the lunar rover.  

Coordinate Transformation Model of the Right Wheel-Legged Mechanisms  
Taking the right-back wheel-legged mechanism for example, when the lunar rover 
walks forward, the endpoints of the two striking rods will contact the land in turn, and 
the touchdown order is ,,, 321 PRPRPR  and 

4PR , as shown in Fig.3. And when the 
lunar rover walks backward, the touchdown order is opposite. The coordinate 
transformation model of the right wheel-legged mechanisms can be established, as 
shown in Fig.4. So the coordinate transformation from the steering joints of wheel-
legged mechanisms to the endpoints of the two striking rods can be expressed as (1). 

1234 RRRRR TTTTTP =  .                                                 (1) 

Coordinate Transformation Model of the Left Wheel-Legged Mechanisms  
Taking the left-back wheel-legged mechanism for example, when the lunar rover 
walks forward, the endpoints of the two striking rods will contact the land in turn, and 
the touchdown order is PL1, PL2, PL3, and PL4, as shown in Fig.3. And when the lunar 
rover walks backward, the touchdown order is opposite. The coordinate 
transformation model of the left wheel-legged mechanisms can be established, as 
shown in Fig.5. So the coordinate transformation from the steering joints of wheel-
legged mechanisms to the endpoints of the two striking rods can be expressed as (2). 

1234 LLLLL TTTTTP =  .                                               (2) 

4.3   Forward Kinematics Model of Wheel-Legged Mechanisms 

Forward kinematics of wheel-legged mechanisms is to solve the endpoints’ pose of 
the striding rods, given the pose of the center of rover body and the displacements of 
joints. In the reference coordinate system, the coordinate transformation matrix of the 
center of rover body can be written as (3). 

),(),(),(0 γβα XRYRZRT =  .                                   (3) 
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Then, according to the coordinate systems in Fig.3, we can obtain the transformation 
matrixes from the center of rover body to the four steering joints of the wheel-legged 
mechanisms, written as the following. 

),(),(),(),()180,()90,(),( eZTgYTZRfZTZRYRgfXTTT oRB
o ψ−−= °°  .       (4) 

),(),(),(),()180,()90,(),( eZTgYTZRfZTZRYRgfYTTT oLB
o −−−= °° ψ  .     (5) 

),(),(),()180,(),( eZTgYTZRXRgXTTT oRF
o ψ°=  .                    (6) 

),(),(),()180,(),( eZTgYTZRXRgYTTT oLF
o −= ° ψ  .                   (7) 

Where, subscripts RB, LB, RF, and LF indicate right-back, left-back, right-front, and 
right-front. 

Therefore, the endpoints’ pose of the striding rods can be described in (8). 

ij
o

j TPTT =  .                                                        (8) 

Where, i represents L or R，j represents RB, LB, RF, LF. 
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Fig. 4. Coordinate transformation model of 
the right wheel-legged mechanisms 
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Fig. 5. Coordinate transformation model of 
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In the reference coordinate system, we define that T is the endpoints’ pose of the 
striding rods and it is expressed as (9). 

⎥
⎥
⎥
⎥

⎦

⎤

⎢
⎢
⎢
⎢

⎣

⎡

=⎥
⎦

⎤
⎢
⎣

⎡
=

1000

1000 zzzz

yyyy

xxxx

paon

paon

paon

paon
T  .                             (9) 

Where, n, o, a are the vectors of direction cosine, p is a vector of position. 
According to (8) and (9), we can obtain the forward kinematics of the striking 

rods of each wheel-legged mechanisms relative to the center of rover body, which can 
be calculated by programming. 

5   Simulation Analysis 

The mechanism parameters of the lunar rover are given in Table 1. We establish the 
virtual prototyping model of the lunar rover by setting up constraint relations among 
the rods of mechanism, such as coincidence, concentricity, parallel and tangency, etc. 
Taking the lunar rover walks straight on the flat ground for example, in COSMOS 
Motion software, we define motion coupling relationship of angular speeds of all 
joints of wheel-legged mechanisms in order to meet transmission characteristics of 
double- half-revolution mechanism. 

Table 1. The mechanism parameters of the bionic wheel-legged lunar rover 

Parameters Values(mm) Parameters Values(mm) Parameters Values(mm) 

a 130 e 20 h2 28 

b 103.5 g 500 h3 24 

c 69.75 f 40 h4 80 

d 245 h1 28   

 
Given that the rotational speed of driving motor is 360°/s, and the simulation time 

is 2 second, we can obtain the centroid position curve of lunar rover body in X, Z 
direction, as shown in Fig.6. According to the motion characteristics of double-half-
revolution mechanism, the lunar rover body has a certain fluctuation in vertical direc-
tion. Simulation data show that the maximum of vertical fluctuation of lunar rover 
body is 36.7mm.  

When lunar rover walks on the flat ground, the motion traces of four wheel-legged 
mechanisms of lunar rover are similar, so we just take right-back wheel-legged 
mechanisms for example. Taking the centroid of lunar rover body as the reference 
coordinate system, we can obtain the trace curves of rotation center of the first swivel-
ing arm, the second swiveling arm and the striding rods, as shown in Fig.7- Fig.10. 
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Fig. 6. The centroid position curve of lunar rover body 
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Fig. 7. The trace curves of rotation center of the first swiveling arm 
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Fig. 8. The trace curves of rotation center of the second swiveling arm 
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Fig. 9. The trace curves of rotation center of the back striking rod 
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Fig. 10. The trace curves of rotation center of the front striking rod 

From Fig.6 and Fig.7, we can conclude that the vertical fluctuation curve of lunar 
rover body is similar to the trace curve of rotation center of the first swiveling arm in 
Z direction, and essentially they are the vertical fluctuation curve of double-half-
revolution mechanism; As shown in Fig.8, the trace curve in Z direction is equal to 
the vertical fluctuation curve of single-half-revolution mechanism, and its vertical 
fluctuation is 139.6mm. So the vertical fluctuation of the bionic wheel-legged lunar 
rover with double-half-revolution mechanism is small. 

When lunar rover walks on the ground, during a stride action, one striding rod of 
each wheel-legged mechanism serves as a supporting role, and the other serves as a 
striding role. Given that the rotational speed of driving motor is 360°/s, and simula-
tion time is 4 second. For the four endpoints (Marked as 1, 2, 3, 4.) of the two striding 
rods touch the ground in turn, their trace curves also have a horizontal straight lines in 
turn, as shown in Fig.11. 
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Fig. 11. The trace curves of four endpoints of the two striding rods 

6   Conclusions and Future Work 

Based on double-half-revolution mechanism, this paper designed a new-type wheel-
legged lunar rover and introduced its mechanism principle. Then established the co-
ordinate transformation models of the bionic wheel-legged mechanisms, and analyzed 
the forward kinematics of the striking rods relative to the center of rover body. Kine-
matics simulation in COSMOS Motion software shows that the vertical fluctuation of 
the bionic wheel-legged lunar rover is small and it can realize the striding movement 
smoothly.  

The future work which we are pursuing to do is to improve its mobile performance 
of the lunar rover. On the basis of innovation design of mechanisms, mechanics analy-
sis and dynamic simulation analysis, etc, the prototype of wheel-legged lunar rover 
will be developed and its experimental study of mobile performance will be done. 
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Abstract. The goal of this study is analysis and optimization of rectilinear lo-
comotion gait as one of the snake robot motion modes. An overview of kine-
matics and detailed dynamics and optimization of torque values are presented in 
this study. Well-known genetic algorithm scheme will be used in this paper.  

Keywords: Snake Robot, Dynamics, Genetic Algorithm. 

1   Introduction 

Mechanics and Biomechanics scientists and researchers always have had great interests 
about robots inspired of animals like fish, cockroach, spider, snake and others [1-3]. 
Because robotic prototypes for search and rescue operations tend to imitate crawling 
organisms such as snake or worms, the crawling motions of snakes and other limbless 
animals have enormous backgrounds of research for specialists [4-6].  
    Snakes perform many kinds of movements that are adaptable to a given environ-
ment. They are so diversified that exhibit many examples of locomotive specializa-
tion, but in which one reptantion mode is always favoured by a particular kind of 
snakes. When these reptantions are broadly classified, there exist four gliding modes:  
serpentine, concertina, side-winding, and rectilinear locomotion [7]. 

Rectilinear gait for modular robot performed like a snake-inspired robot has been 
studied theoretically [8]. In this described model, progression is achieved by the 
propagation of an undulatory wave from the rear to the front of the robot. 

Detailed kinematics of rectilinear locomotion mode has been studied and  
developed [4]. 

In this paper we intend to present its dynamic formulation and optimization using 
genetic algorithm. For this purpose, we will have a brief overview on broken sub 
mechanisms and their kinematics, and then dynamics and optimization relations will 
be developed. Finally required torque values for optimized gait will be calculated and 
reported. 



614 A. Ghanbari, M.M.S. Fakhrabadi, and A. Rostami 

2   Overview of Kinematics 

Here, we will present description of basic motion pattern of rectilinear snake robot 
and then develop its kinematics formulation by recursive Newton-Euler method. 

It is shown in Fig. 1 that sequences of joint configurations will lead to a forward 
motion if the robot is driven through them. Then the distance traveled by the robot per 
complete cycle will be [8]: 

).α(lx cos12 −=  (1)

Where α is the angle of risen module and l is the module length. 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 

Fig. 1. Inchworm gait sequence 

    According to the Fig. 1, this motion pattern can be resolved in four sub-
mechanisms M1, M2, M´2, and M´1. The joint angles that should be reached at the end 
of each step are as values in Table 1.  
 

Table 1. Joint angles at end of each step 

 

Sub mechanism ∗
1θ  ∗

2θ  ∗
3θ  ∗

4θ  

start 0 0 0 0 

M 1 0 α - α - α 

M 2 α - α - α α 

M´2 - α - α α 0 

M´1 0 0 0 0 

 

∗
1θ ∗

2θ ∗
3θ ∗

4θ
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We suppose that friction is provided so sufficient that at least one link is in perma-
nent contact with ground and doesn’t move. These ground or nonmoving links will be 
shown by dark color in all figures. Also, with due to attention to Figure 1, we find a 
symmetric condition in motion sequences. Hence, we can model only two first sub-
mechanisms as a manipulator according to Fig. 2 and Fig. 3, then for last two sub-
mechanisms, we reverse coordinate system and use opposite trajectory directions. 

 
 

 
 
 

Fig. 2. Sub-mechanism M1 

 

Fig. 3. Sub-mechanism M2 

 
It is worth to note that, in these models the angles are measured in local joint coor-

dinate systems. Therefore, after solving each sub-problem, we will map them to 
global coordinate system by using a simple matrix multiplier scheme. 

Sub-mechanism M1 is the first part of gait sequence and it is considered as a 2-
DOF mechanism which the tip of the third link remains in constant contact with the 
ground during the motion. Hence we can write [4]: 

3

1

sin 0.i
i

ϕ
=

=∑  (2)

Where iϕ  is the ith
  link angle respect to positive direction of horizontal axes and is 

given by below formula:    

1

.
i

i j
j

ϕ θ
=

=∑  (3)

Then, trajectories will be generated for joints 1 and 2 that were treated as free vari-
ables. Also, position, angular velocity and angular acceleration of joint 3 are calcu-
lated using Eq.2 and its derivatives [4].  

Finally, the kinematic parameters are computed using the recursive Newton-Euler 
method [9]. The Newton-Euler outward iterative method propagates the kinematics 
from the base of the manipulator to the tip as the following relations: 
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where Ri

i

1+   is a rotation matrix and 1+i
iP  is the vector from the origin of frame {i+1} 

respect to reference frame {i}, i

iω  and i

i v  denote, respectively,  the angular velocity 
of link frame {i} and linear velocity of its origin respect to reference frame {i} . Also, 
considering the vertical planar motion Ẑ  will be {0,0,1}T

. C is center of gravity pa-
rameters. We need 3

0v  for friction effect calculations. 

3
32

3
1
2

0
13

0 vRRRv =  (8)

The mechanism M2 is modeled similarly to the close loop model of M1 with the dif-
ference that M2 has an extra link. It means that this mechanism has exactly 3-DOF 
[4]. Position, angular velocity and angular acceleration of joint 4 are calculated like 
sub mechanism M1 [4]. 

3   Dynamics Formulation 

The dynamic formulation of gait design involves computation of torque values are 
needed to achieve the desired joint motion. Rectilinear motion may appear in two 
modes: open loop and close loop. In open loop model, manipulator has a motion in 
space and does not contact with ground. Hence the friction effect doesn’t exist. There-
fore simple recursive Newton-Euler method can be applied. In close loop friction 
exists and this method can’t be applied any more. In this paper we focus on close 
loop. Free body diagrams for links of sub mechanism M1 in the close loop configura-
tion are presented in Figs. 4, 5 and 6.  
    Free body diagrams of M2 sub mechanism are completely similar to M1. 

Newton-Euler outward and inward recursive dynamic relations are required to 
complete our analysis about open loop mode. These formulas are as follows: 

Outward iteration: 
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Fig. 4. FBD of first link of sub mechanism 
M1 

Fig. 5. FBD of second link of sub mechanism 
M1 

 

 

Fig. 6. FBD of third link of sub mechanism M1 

 
Inward iteration: 
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F,f and N,n are forces and torques respectively that act on links. These well- known 
parameters were described in [9] completely. 

The Newton-Euler equations that will be applied to these FBDs (in close loop 
mode) are as follows: 

vmF =Σ  (13)

     (14)

After applying these equations to sub mechanism M1 we have: 

ixxiiixi vmFF =− +− )1()1(
 (15)

iyyiiiyi vmFF =− +− )1()1(
 (16)

ωIM =Σ
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Eqs. (15) to (17) are for any link with the exception of the final link. Eq. (18) de-
scribes friction force that acts on tip of final link. 

)( 3
0

tipRfr vsignFF μ−=  (18)

The governed equations for final link (with i=3 for this case) are as below: 
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(21)

Required torque values are obtained from these equations. Similar formulas can be 
generalized for sub mechanism M2.  

4   Trajectory Optimization 

In this section we will generate trajectories for joints of manipulators by B-Splines 
and optimize them using genetic algorithm. Detailed description of trajectory genera-
tion and GA optimization will be discussed. 

4.1   Trajectory Generation 

For trajectory planning, we assume that the time history of the joint parameters fol-
lows the trajectory that will be described by a cubic B-Spline curve [6]. In addition, 
the mechanisms should begin and end at rest, thus the derivatives of each curve end 
points should be zero. 
     For generating a cubic B-Spline with 3 midpoints we will have: 

{ }0 1 2 3 fP θ ,C ,C ,C ,θ .=  (22)

Where the parameters iθ  and fθ  are the beginning and end angles of the interval 
which are always 0, α , or - α  and the interior control points, designated as "Ci" are 
the free variables that change the geometry of the B-Spline curve. 
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Trajectory of each free joint can be parameterized by a set of control points, as:  
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where k is the order of B-spline (for cubic B-spline k = 4) and Bi,k (t) is the basic func-
tion given by the recurrence relations as: 
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(24)

4.2   Genetic Algorithm 

Genetic algorithm is a well-known optimization method that is extensively used in 
engineering field [10-11]. This method is a probabilistic search algorithm based on a 
model of natural evaluation. The algorithm has clearly demonstrated its capability to 
create good approximate solutions in complex optimization problems. 

GA started with a set of random populations or chromosomes. The cost for each 
chromosome evaluated and sorted from minimum value to maximum or vice versa 
depending on the type of problem. Using the rate so-called selection rate, some of 
chromosomes were kept and others deleted. 

Mating and crossover operators between kept chromosomes produce new genera-
tion of populations. Mutation operator is used as a result of avoiding of convergence 
in local extremes. Detailed description of this algorithm was presented in some refer-
ences [11]. Our optimization problem is to optimize a parameter that we name it Ef-
fort and is presented as follow: 
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22

1 ττ
 (25)

tf  and m are time duration and number of sampling. 

5   Results 

In this section we will present optimized trajectories of joints (degree vs. time) for 
sub mechanism M1 and M2. Hence required torque values will be obtained. For run-
ning the program we use, 45º as the gait angle, 1 second as the gait step time, and a 
friction coefficient of μ = 0.4. In addition, the length of the link is l = 0.15m and its 
mass is m = 0.15 kg. Also, the moment of inertia is calculated by treating the link as 
a thin rod.  
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5.1   Results for Sub Mechanisms 

Optimized trajectory for joint 1 and 2 of sub mechanism M1 are as Fig. 7 and 8. 
 

  

Fig. 7. Optimized angle vs. time for joint 1 
of sub mechanism M1 

 

Fig. 8. Optimized angle vs. time for joint 2 
of sub mechanism M1 

Torque values (N/m) for joints 1 and 2 of sub mechanism M1 are as Fig. 9.  
 
 

 
 
 
 
 
 
 
 
 

Fig. 9. Optimized torque values vs. time for joints 1 and 2 of sub mechanism M1 

Optimized trajectory for joints 1, 2 and 3 of sub mechanism M2 are as Figs. 10,11  
and 12. 

 

 
 
Fig. 10. Optimized angle vs. time for joint 1 
of sub mechanism M2 
 

 
 

Fig. 11. Optimized angle vs. time for joint 2 
of sub mechanism M2   

 



 Dynamics and GA-Based Optimization of Rectilinear Snake Robot 621 

 
 
 
 
 
 
 
 
 
 

Fig. 13. Optimized angle vs. time for joint 3 of sub mechanism M2 

 
Torque values (N/m) for joints 1, 2 and 3 of sub mechanism M2 are as Figure 13.  
 
 
 
 
 
 
 
 
 
 

 
Fig. 14. Optimized torque values vs. time for joints 1 and 2 of sub mechanism M2 

6   Conclusions 

In this paper we could present detailed dynamic formulation and optimization of con-
sumed toque values using genetic algorithm. 

Also time history and torque values were presented in figures and compared with 
each other. 
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Abstract. This paper presents the optimum dynamic model method for wall 
climbing robot for ship rust removal. The robot includes a frame, two servomo-
tors and reducers, and two crawlers with permanent magnets for walking and 
absorbing. Its main function is loading the cleaner which can remove the rust on 
ship surface by water jetting. Because of the water jetting and vacuum recycle 
rust, the wall climbing robot need load heavy pipelines. The dynamic models of 
the robot climbing and turning on the ship wall are established and optimized. 
The climbing driving torque equation is obtained by considering the change of 
the weight of pipelines load and the center of gravity position. Finally, the 
simulation analysis shows that the optimum dynamic model and the optimum 
method are reliable, and the parameters which have main effect on the robot 
dynamic characteristic are obtained. 

Keywords: Wall climbing robot, Ship rust removal, Dynamic model, Model  
optimization, Simulation analysis. 

1   Introduction 

In recent years, the ship surface rust removal has become an increasingly popular 
topic in ship building and ship repairing area. Because water hydraulics has advan-
tages of environmental friendly, cleanness, safety, readily available, inexpensive, and 
easily disposable, more and more scientific research institutions have begin to study 
many kinds of wall climbing robot for ship rust removal (WCRSRR) with water jet-
ting, such as JPL of Caltech, DSIE in Cartagena of Spain, and some famous compa-
nies like Flow, Kamat, Hammelmann and so on [1-2]. 

The WCRSRR works with ultra-high pressure water jetting and vacuum recycling 
pump. There are two important auxiliary systems for the robot removing ship wall 
surface rust, they are an ultra-high pressure pump unit system (UHPPUS) which is 
designed with pressure 200-300MPa and power 110-145kW, and a vacuum rust resi-
due recycling displaced system (VRRRDS). The working principle of WCRSRR is 
shown in Fig.1 [3]. The WCRSRR includes two crawlers with some permanent mag-
nets for suction. Its main function is boarding a rust cleaner, which is a mechanical 
disc and can remove rust directly. The rust cleaner can flush, scrub, scrape the wall 
surface and collect sewage automatically [4].  
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Fig. 1. Ultra-high pressure water jetting complete set of equipment (UHPWJCE) 

 
Because of the UHPPUS and the VRRRDS, the WCRSRR carries loading of ultra-

high pressure water pipes and vacuum residue recycle pipes about 30 meters, whose 
gross weight may reach 80Kg. So the total loading of aerial pipelines and robot body 
will exceed 150Kg [5-6]. Meanwhile, due to the robot climbs along the ship wall up 
and down, the carried aerial pipelines length changes momentarily. That is loading 
weight and loading gravity centre high changes momentarily with robot climbing 
high. Owing to the loading weight and the loading gravity centre are the main pa-
rameters which affect the driving torque, the study on the driving performance is 
necessary. Furthermore, the ship surface frame is complex. At different heights, the 
inclination angle of ship wall is different. There are some effects of the inclination 
angle of ship wall. Since the robot should walk along the ship wall flexibly, the study 
on of driving ability of WCRSRR is important. 

From this argument, the purpose of the present paper is to set up the driving system 
dynamic model. The relationship of servomotor driving torque, reducer output torque 
and the mechanism parameters, and optimize the dynamic modeling is analyzed. 

The rest of this paper is organized as follows. Section 2 represents the mechanical 
structure of WCRSRR. Section 3 introduces the process of the dynamic modeling 
building. In section 4, the optimization model is proposed and analyzed by simulation, 
and section 5 concludes the paper. 

2   Mechanical Structure 

2.1   Robot Structure and Prototype 

The climbing robot structure is designed as shown in Fig.2. It is driven by two motors 
that are connected with each reductor. The adsorption mechanism is using two crawl-
ers with 72 permanent magnets. A rust cleaner with some nozzles are set in the centre 
of the robot. The WCRSRR body consists of four parts: the adsorption mechanism, 
the walking mechanism, the driving mechanism and the frame. It is centrosymmetric 
structure, and the overall dimension is about 735×752×280 [mm3]. The robot body 
weight is less than 90Kg, and the robot loading ability is about 80Kg. 
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Fig. 2. Structure of WCRSRR 

 
The adsorption mechanism is made of each crawler with 36 permanent magnets, 

and each crawler has 15 permanent magnets absorbing the ship wall. The walking 
mechanism contains crawlers, and sprocket shafts. The driving mechanism includes 
two servo motors and two reducers, and the motors are set as opposite angle. 

3   Driving Model 

3.1   Robot Climbing Model 

 

Fig. 3. Force analysis of the robot suction and climbing 

 
In the Fig. 3, the water jetting kick force (Ff) and vacuum suction force (Fs) act on the 
working robot. Their equations are shown in (1) and (2) [7]. 

pqF ⋅= 745.0f . (1)

PrF ⋅⋅= 2
s π . (2)

In (1) and (2), the q is the water flow, the p is the water pressure, the P is the vacuum 
force, and the r is the water jet radius.  

From the Fig.3, when the robot climbs along the ship wall, the output torque from 
each reducer MQ should satisfy 
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0GfQ =−− MMM . (3)

Where MG is the torque that arisen from the half of the gravity, as shown in (4). 

   2

cos
G

αGH
M =

 . 
(4)

The а is the inclination angle of ship wall. The Mf is the torque that arisen from the 
lowest magnet adsorption force (Fm) and the lowest holding power (N1) in the lowest 
permanent magnet, as shown in Fig.3 and Fig.4. 

hNM ⋅= 1f . (5)

Due to the force Ff, Fs and the torque force (Nn1) which arisen from the robot gravity 
act on the working robot, the value of the holding power (N1) is not equal to the value 
of magnet adsorption force (Fm). The pressure of the lowest magnet adsorption unit 
that arisen from robot gravity is shown in (6). 

1
1n

cos
2

1

l

HG
N

⋅⋅
=

α

. 
(6)

Where G is the gravity of robot and loading, l1 is the distance between lowest perma-
nent magnet adscription unit and crawler centre, and H is the distance between load-
ing gravity centre and ship wall. There are n permanent magnets adsorb on the ship 
wall. Then  

1

fs
m1

cos
2

1
sin

l

HG

n

GFF
FN

⋅⋅
+−−+=

αα

. 

(7)

h
l

HG

n

GFF
FM )

2
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(

1

fs
mf

αα
+

−−
+=

. 
(8)

 

  
Fig. 4. The Fmn and Nn in the most lower  
permanent magnet 

Fig. 5. Force analysis of the robot turning 
along the ship wall  

 
According to (1), (2), (3) and (5), on the premise of avoiding gliding, the robot climb-
ing driving torque equation of unilateral servomotor can be expressed as  



 Optimum Dynamic Modeling of a Wall Climbing Robot for Ship Rust Removal 627 

 

2

cos
)

2

cossin
(

1

fs
mnQ

ααα GH
h

l

GH

n

GFF
FM ++−−+≥

. 
(9)

By transforming formula (9), the driving torque equation of unilateral servomotor 
may be derived as  

αcos)
22

1
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sin
(

1

fsm
Q l

h
GHh
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aGFFnF
M ++

−−+
≥

. 
(10)

3.2   Robot Turning Model  

The robot turning is implemented by the velocity difference of the two crawlers. 
When the robot turn on the ship wall, it is should satisfy  

Zq MM ≥
. (11)

Where Mq is the turning driving moment of the each crawler, and the MZ is the total 
turning resistance moment that arisen from every permanent magnet.  

The analysis of the force which arisen from the two crawlers along the ship wall is 
shown in Fig. 5. The P is the traction force of every crawler, the L is the distance of 
the two crawlers. Where 

PLM 2q =
. (12)

RMP /Q=
. (13)

The Mq can be written as  

L
R

M
M Q

q 2=
. 

(14)

The R is the sprocket radius. When the robot turn, friction resistance moment MZ can 
be written as 

)(2])[(2
2/

1

2/

1
Z ∑∑

==
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n

i
ii

n

i
ii lNlNM μμ

. 
(15) 

Owing to the li is a variable, and its computational complexity is very big, the (5) is 
easily expressed as   
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=
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i
ii l

n

aGFF
FM
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Due to the (11), (14) and (18), the turning driving torque can be given by  

LRl
n

aGFF
FM

n

i
ii /)()

sin
(

2/

1

fS
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⎦

⎤
⎢
⎣
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(19)

3.3   Loading and Gravity Center Variable 

The process of the robot climbing is very complex. According to the robot climbing 
driving torque equation of unilateral servomotor (9), we may know that the gravity of 
robot and loading (G) and the distance between the gravity center (H) are the most 
important parameters of the equation. When the robot is climbing, the parameters G 
and H change with the climbing high. Furthermore, the gravity of robot and loading G 
is very large. So the parameters G and H have some big influence on the climbing 
driving. The deep analysis of the (9) is necessary, and an optimization modeling bas-
ing on (9) should be given. The gravity equation is shown as  

m

xm
X

ii∑=C
. 

(20)

Where Xc is the whole machine gravity center position along the direction X, xi is the 
parts gravity center position along the direction X, the m is whole machine gravity, 
and mi is the parts mass. We assume that the ship wall is the gravity center base level, 
so there is gravity center as  

G

HGHG

G

HG
H

ii 2211 ×+×
== ∑

. 
(21)

Where H1 is the distance between the robot gravity centre and the ship wall, H2 is the 
distance between the loading gravity centre and the ship wall, G1 is the robot gravity, 
and G2 is the loading gravity. Define the G1, G2 and G as  

KDJ1 GGG += . (22)

klG =2 . (23)

KDJ GGklG ++= . (24)

Where k is the whole specific gravity of the pipelines, l is the length of the aerial 
pipelines, GDJ is the total weight of the servomotors and reducers, and the GK is the 
total weight of the robot frame. 
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According to (21), the robot gravity center can be expressed as  

KDJ
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GGkl

HklHGG
H

++
×+×+

=
. 

(25)

In Fig.6, the H2 can be obtained as  

r2 sin
2

ha
l

H +=
. 

(26)

The hr is the distance between the ship wall and the joint of loading pipelines on ro-
bot. By integrating the (24), (25) and (26) with (10), the robot climbing driving 
torque equation can be obtained as (27). And the robot turning driving torque equa-
tion can be written as (28). 
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(28)

4   Optimization Model and Simulation Analysis 

Generally, the geometry of ship wall may be expressed by hull lines drawing, which 
represents the every cross section shape from the bow to stern. 

The inclination angle changes with ship wall curvature. And in (27) and (28), the 
GDJ changes with the type of the servomotor and the reducer. According to (20), the 
H1 changes with the GDJ. In (27), the parameters Fm，FS，Ff，GK，h，n，k，and hr  
are fixed value, we can optimize the parameters. The GDJ is an independent variable, 
and the H1 is a dependent variable. According to the sampling parametric computation 
of the robot gravity center equation (25), the variation degree of the H1 affected by 
GDJ variation is only 0.051. The relative variable weight is small. So we assume the 
H1 is a fixed value, which is not affected by GDJ variation. 

lh 

Fig. 6. Force analysis of the robot climbing the ship wall  
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In (28), the parameters li，R，L，μ，Fm，FS，Ff，and n are fixed value, and 
only the α and its coefficient (kl+GDJ+GK) are variable. Furthermore, the term sinα is 
a minuend term. So it can be deduced that, in the range of 0°to 90°, when the α=0°, 
the minimum turning driving torque can be expressed as  
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(29)

The fixed value in the above are set in (29), the robot turning driving torque that is 
more than 30N/m is obtained, which meets the requirements. In (27), when the climb-
ing high is set as only 0 meter, the requirements demand the climbing driving torque 
is at least more than 88N/m. Therefore, comparing the turning driving torque and the 
climbing driving torque, the impact factor of turning driving torque is less than the 
climbing driving torque. In the process of studying the dynamic modeling, the climb-
ing driving torque should be prior considered. 

In the climbing driving torque equation (27), the parameters h=0.03m and n=30, the 
ratio is very small. So the dynamic modeling which may evaluate the driving charac-
teristic is easily expressed as optimized driving torque equation (31). 

αcos)
22

1
)](sin

2
()[(

1
r1KDJQ l

h
ha

l
klHGGM ++++≥

. 
(31)

Let the original robot climbing driving torque equation (27) compare with the opti-
mized driving torque equation (31). In order to see the whole contrast effect, the range 
of the inclination angle of ship wall α is enlarged from 0°- 90°to 0°- 360°. 

Define a robot climbing high as 5 meters, the tracking curve between optimized 
driving torque equation (31) and original robot climbing driving torque equation (27) 
is shown in Fig.7. The optimized model curve is consistent with the original model 
curve. The two curves have good overlap degree and small optimization error. It 
shows that the optimized model is reliable. 

 
 
 
 
 
 
 
 
 
 
 
 
 

 
1. Original model curve   2. Optimized model curve 

 

Fig. 7. The relationship between climbing high (CH) and the inclination angle of ship wall (α)  
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According to Fig.7, the magnet adsorption force Fm, the water jetting kick force  
Ff , vacuum suction force Fs and the number of permanent magnets adsorbs on the 
ship wall n have little effect on robot driving characteristic. However, the robot body 
weight GDJ+GK, climbing high (CH) , the distance between the robot gravity centre 
and the ship wall H1 and the inclination angle of ship wall (α) have great effect on 
robot driving characteristic. 

5   Conclusions  

This paper presents the research on the dynamic modeling. 
In the condition of the loading gravity and gravity center variation, the WCRSRR 

dynamic modeling is established. The driving torque modeling is optimized. The 
simulation shows that the optimized modeling is reliable, and the magnet adsorption 
force (Fm), the water jetting kick force (Ff) , vacuum suction force (Fs) and the num-
ber of permanent magnets adsorbs on the ship wall (n) have little effect on robot dy-
namic characteristic. However, the gravity of robot and loading (G), climbing high 
(CH) , the distance between the robot gravity centre and the ship wall (H1) and the 
inclination angle of ship wall (α) have great effect on robot dynamic characteristic. 
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Stiffness and Singularity Analysis of 2SPS+2RPS Parallel 
Manipulator by Using Different Methods 
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Abstract. The Stiffness and singularity of a 2SPS+2RPS parallel manipulator is 
analyzed from different viewpoints in this paper. First, a new method for solv-
ing statics is presented, and the generalized force is derived. The 4×4 stiffness 
matrix which shows the relation of generalized force and generalized coordi-
nates is derived. Second, base on observing the constrained forces in RPS legs, 
the 6×6 Jacobian matrix is derived and the statics is solved by another method. 
By using the principle of virtual work, a 6×6 stiffness matrix is derived with the 
constrained forces considered in stiffness analysis. Third, by locking the four 
actuators, the singularity is analyzed from different point of view. 

Keywords: Parallel manipulator, stiffness, singularity. 

1   Introduction 

With the development of research of parallel robot, some lower mobility PMs has 
attracted many scholars [1]. Huang Z. [2], Kong X. [3, 4] synthesized four degree of 
freedom (DOF) parallel manipulators (PMs) by using screw theory. P. Richard and C. 
M. Gosselin [5] studied a kinematic analysis and prototyping of a partially decoupled 
4-DOF 3T1R PM. M. Zoppi, D. Zlatanov and C. M. Gosselin [6] investigated the 
analytical kinematics models and special geometries of a class of 4- DOF parallel 
mechanisms. Lu and Hu [7] studied the 4-DOF 3SPS+UPR PM with passive leg.  

In the singularity aspect , J. P. Merlet [8] analyzed the singular configurations of 
parallel manipulators by using grassman geometry. J. M. Rico et al[9] studied kine-
matics and singularity analyses of a four degrees of freedom PM by using the theory 
of screws. Liu C. H. et al [10] studied the direct singular positions of the parallel ma-
nipulator Tricept. Kong x. [11] proposed a unified and simplified approach for per-
forming uncertainty singularity analysis of parallel manipulators with 3-XS structure. 
Zhao J.S. [12] analyzed the singularity of spatial parallel manipulator with terminal 
constraints. In the aspect of stiffness, Zhang Dan [13, 14] established the kinetostatic 
modeling and stiffness modeling for some PMs with three to five degrees of freedom. 
Han S. and Fang y.[15] studied the stiffness of a 4-DOF parallel manipulator by using 
screw theory. 

The 4-DOF PMs are more complex than 3-DOF PMs, and the redundant constraints 
always exited in 4-DOF PMs especially for symmetrical PMs. The PMs with passive 
legs can avoid redundant constraints but bring more probabilities of interference. In 
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this paper, a novel 2RPS+2SPS PM with a triangular moving platform and a quadran-
gular fixed base is present. Compared with symmetrical PMs, this PM has no redun-
dant constraints. It has some merit such as easy mounting, simple structure and simple 
liner actuators. Compared with PMs with passive legs [7, 14], the PM has less prob-
abilities of interference. The 2RPS+2SPS PM has some potential applications for the 
4-DOF PM machine tools, the 4-DOF sensor, the surgical manipulator, the tunnel 
borer, the barbette of war ship, and the satellite surveillance platform. This paper is 
focus on solving the stiffness and singularity of 2SPS+2RPS PM. 

2   Description of 2SPS+2RPS PM 

A 2SPS+2RPS PM is composed of a moving platform m, a fixed base B, two SPS 
type legs and two RPS type legs (see Fig. 1).Where, m is an equilateral triangle a1a2a3 
with the sides li =l(i=1,2,3) and a central point o; B is an equilateral quadrangle 
A1A2A3A4 with the sides Li=L(i=1,2,3,4) and a central point O.  

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 
Each of the RPS-type active leg connects B with m by a S joint at point Ai(i=1,4), a 

S joint at point aj(j=1,3), an active leg ri (i=1,4) with prismatic joint Pi. The R joints 
are located in the Base. Each of the SPS-type active leg connects B with m by a S joint 
at point Ai(i=2,3), a S joint at point a2 and an active leg ri (i=2,3) with prismatic joint 
Pi(i=2,3). {m} is the coordinate frame o-xyz fixed onto m at o and {B} is the coordi-
nate frame O-XYZ fixed onto B at o. 

The coordinates Ai (i=1, 2, 3, 4), o in O-XYZ and ai (i=1, 2, 3, 4) in o-xyz can be 
expressed in matrix as follows 
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Fig. 1. The sketch of 2SPS+2RPS PM 
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The coordinates ai in O-xyz can be expressed in matrix as  
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The coordinates ai in O-XYZcan be expressed in matrix as 

oaa += i
mB

mi R                                                 (2) 

Where E=L/2，q=31/2. e is the length of vector oai (i=1,2,3). Xo, Yo, Zo are the position 

of the center of m, RB
m  is a rotation transformation matrix. 

][,][ zyxo == RB
m

T
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x, y and z are the vector of the x-,y-,and z-axes of the moved reference frame. 
Let R1 and R2 be the R joints in the first and fourth limb respectively, θ1 be the an-

gle between R1 and X and θ2 be the angle between R2 and X. The unit vector of R1 and 
R2 can be expressed as: 

R1=[cθ1 sθ1 0]T, R2=[cθ2 sθ2 0]T                                        (3) 

As r1⊥R1, r4⊥R2, lead to 
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From Eqs.(4) and (5), lead to 
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Let three Euler angles α, β, λ rotate about the y-, z-, and x-axis of the moved reference 
frame. Thus, the rotational transformation matrix can be expressed as below. 
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From Eqs.(6),(7) and (8), lead to 
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[ ] )()()()( /)( 1221212112 222 θθθθβαθθλβθθβθθ −−−+ −++−= sccEcqecEsccessqesYo      (10) 

The inverse kinematics can be expressed as  

22
i

B
i

B
ir Aa −=                                          (11)  

When given the independent parameters (α, β,λ, Zo), Xo and Yo can be solved from (9) 
and (10), Then from Eq.(11),the inverse kinematics can be solved. 

3   Stiffness Analysis 

3.1   Jacobian Matrix Analysis 

3.1.1   4×4 Jacobian Matrix Analysis 
Let v and ω be the linear velocity and angular velocity of moving platform, 
vri(i=1,2,3,4) be the velocity of ri. 

The loop equation of each leg can expressed as: 

OAi+Aiai=Oo+oai                                              (12) 

Taking the derivative of both sides of Eq.(12) by time, we obtain: 

iiiriiri rv eωvδωδ ×+=×+                                   (13) 

Where ωri be the angle velocity of ri， 

oaeAaAaδ −=−−= iiiiiii ,/)(  

Taking the dot product of both sides of Eq.(13), the velocity along active leg ri 
(i=1,2,3,4) can be derived as 
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Eq (14) can expressed in a matrix form as follows 
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Taking the derivative of Eqs.(9) and (10) with respect to time, leads to 
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From Eqs.(17), (18),lead to 

⎥
⎥
⎥
⎥

⎦

⎤

⎢
⎢
⎢
⎢

⎣

⎡

=
⎥
⎥
⎥

⎦

⎤

⎢
⎢
⎢

⎣

⎡

o

o

z

y

x

Z
v

v

v

λ
β
α

1J ,

⎥
⎥
⎥

⎦

⎤

⎢
⎢
⎢

⎣

⎡
∂∂∂∂∂∂∂∂
∂∂∂∂∂∂∂∂

=
1000

1 ooooo

ooooo

o ZYYYY

ZXXXX

////

////

J λβα
λβα

       (19)               

The angle velocity can be written as follows: 
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Where, Rα,,Rβ,Rγ are the axes of Euler angle λβα ,,  

T][ 010=αR                                                (21a) 
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By combining Eq.(19) and (20), the velocity of moving platform can be obtain as 
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oo J

J
J,J qV                                            (22)             

Where,V=[vx vy vz ωx ωy ωz]
T, [ ]ToZλβα=q  

From Eqs.(15) and (22),lead to 

qv 44×= Jr ,   r
- vq 1

44×= J                                        (23) 

oJJJ α=×44                                                      (24) 

J4×4 is the 4×4 form Jacobian matrix. 
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3.1.2   6×6 Jacobian Matrix Analysis 
In the 2SPS+2RPS parallel manipulator, the workloads can be simplified as a wrench 
F applied onto m at o. Where, F is a six dimension vector which has three force ele-
ments and three torque elements. 

Based on observe method for finding constrained force/torque [25], two con-
strained forces Fp1 and Fp2 exerted on r1 at a1 and on r4 at a3 respectively can be 
found. From the geometric constraints, the unit vectors fj of Fpj (j=1, 2) are deter-
mined as 

f1= R1,  f2= R2                                                   (25) 

Since the constrained forces/torques do no work to the point o, lead to 
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=⋅×+⋅
=⋅×+⋅
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ii

ii

i

iPiPi FF
                               (26) 

Where, d1=o- a1, d2=o- a3. 
The inverse/forward velocities can be derived from Eqs.(23) and (26) as follows: 
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Where, J6×6 is a 6×6 Jacobian matrix. Vr=[vr1 vr2 vr3 vr4 0 0]T 

3.2   Stiffness Medeling 

3.2.1   First Method 

Using the principle of virtual work, we can obtain 

VFvF T
r

r
a −=                                              (28) 

Where, Fa=[Fa1, Fa2, Fa3, Fa4]
T, with Fai (i=1,2,3,4) denotes the active force of actua-

tors. F is the loads on the center of platform F=[Fx, Fy  Fz  Tx, Ty Tz]
 T. 

Substituting Eqs. (22), (23) into (28), lead to 

r
-

o
T

o
TT

r
T

a vFqFVFvF 1
44×−=−=−= JJJ                  (29) 

Then the formula for solving statics can be derived 

                 FF T-
oa )J(J 1

44×−=                                          (30) 

Eq.(30) is a novel formulae for statics analysis for this 2SPS+2RPS PM, T-
o )J(J 1

44× i

s a 4×6 form matrix, and this methodology is fit for other lower mobility PMs. In anot
her aspect, from Eqs.(22) and (29), lead to 
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From Eqs.(23) and (31), the following equation can be got 

QF T
a )(J 1

44
−
×−=                                              (32a) 

Where Q=[Q1 Q2 Q3 Q4]
T. Qi(i=1,2,3,4) are generalized forces and so α, β ,λ and Zo ar

e generalized coordinates. 
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     (32b) 

Suppose that the rigid platform m is elastically suspended by four elastic active legs.  
Let δri(i=1, 2, 3, 4) be the axial deformation along ri(i=1,2,3,4) due to the active 

Fai(i=1, 2,3, 4) , lead to. 

)4321( ,,,rkF iiai δ=                                             (33a) 

    
i

i
i r

MS
k =                                                    (33b) 

Where, M is the Young’s modulus and Si is the area of the i-th leg. 
From Eq.(33a), we obtain 

  Fa=Kaδr , ],,,[K 4321 kkkkdiaga =                               (34)    

From Eq.(23),lead to 

                 rqqr δδδδ 1
4444

−
×× == J,J                                   (35) 

Where δr=[δr1  δr2  δr3 δr4]
T , δq=[δα δβ δλ δZo]

T. 
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The stiffness matrix of this parallel manipulator can be expressed as  

4444 ××−= JKJK a
T

m                                        (36) 

Km is the 4×4 stiffness matrix which shows the relation between the generalized 
forces and the deformation of the generalized coordinate. 

3.2.2   Second Method 
The first method doesn’t take into account the constrained forces. But the constrained 
forces exit in the lower-mobility PM is a universal phenomenon. They may produce 
dominating elastic deformations and affect the accuracy of parallel manipulator some-
times. So in this part, this factor will be considered and another method of stiffness 
model for this PM will be established. 

Based on the principle of virtual work, the formula for solving the statics can be de-
rived as follows: 

FFFVFVF T 1
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−
× −=−==+ TT

rr
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r JJ                  (37)    

 

 

 

 

 

 

 

 

 

 

 
Where, Fr=[Fa1 Fa2 Fa3 Fa4 Fp1 Fp2]

T .The constrained forces in ri(i=1,2) produce 
flexibility deformation. Let δdi (i=1,2) be the flexibility deformation due to the con-
strained forces Fpi (i=1,2). The direction of this deformation can be considered along 
Fpi.(see Fig.2). 

The relation between Fpi and δdi can be expressed as 

),(, 21iipi dsF δ=                                                  (38) 

        
3

3

i
i

r

MI
s =                                                     (39) 

Where, I is the area moment of leg’s cross section. 
 

Fig. 2. The flexibility deformation of RPS leg 

R 

S 

δdi Fpi
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From Eqs. (33) and (38), lead to 
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],,,,,[K 654321 kkkkkkdiagp =                              (41)                    

Where, δd=[δd1  δd2]
T, with δdi(i=1,2,3)denotes the bending deformation produced by 

constrained forces Fpi(i=1,2). 
Let δx=[δx  δy  δz]T, δθ=[δθx  δθy  δθz]

T be the linear and angle deformations of mov-
ing platform. From the principle of virtue work, lead to 
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From Eqs.(37), (40),(42),lead to 
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666666 ××× −= JKJK p
T  is the stiffness matrix both considering active forces and 

constrained forces. 

4   Singularity Analysis 

When the actuators are locked, the 2SPS+2RPS PM became a 2SS+2RS structure. 
Based on the observe method for finding constrained force/torque [16], some con-
strained forces can be found in this PM In the limb r1, one constrained force Fs1 which 
is along r1 and one constrained Fm1 which is parallel with R1 and get across S joint can 
be found. In the limb r2 and r3, two constrained forces Fs2 and Fs3 along r2 and r3 
respectively can be found. In the limb r4, one constrained force Fs4 which is along r4 
and one constrained Fm2 which is parallel with R2 and get across S joint can be found. 

The center point of moving platform o can be seen as the terminal of each sub-
chain, so the constrained forces do no work to the point o, lead to 

1666 ×× = 0VG                                                 (44a) 
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G6×6=J6×6 can be confirmed for this PM by comparing the two matrix. If Eq. (44a) has 
nontrivial solutions about V, it means that this PM can move when actuators are 
locked. In this case, the singularity will appears, with the singularity condition is 
|G|=0. The six row of matrix G represent six line vectors respectively, with four line 
vectors along ri(i=1,2,3,4) and two line vectors which get across S joint and parallel 
with R joint in rj(j=1,4).Then the singularity can be analyzed by Grassmann line ge-
ometry[8].But for this parallel manipulator, another method for singularity analysis 
proposed by Kong X.[11] is more aptitude. In another aspect, when the four actuators 
are locked, ri can be seen as a rigid body. Let vai(i=1,2,3) be the velocity vector of 
ai(i=1,2,3), vai(i=1,2,3) be the magnitude of ai(i=1,2,3). As a1 and a3 rotate with R1 
and R2, a2 rotate with A2A3. vai(i=1,2,3) can be expressed as following 

332111 aaaa vv vRvR == ，                                         (45a) 

232232 aav vδδδδ =×× )(/)(                                   (45b) 

As the moving platform is an equilateral triangle a1a2a3, lead to 

qe=−=−=− 321312 aaaaaa                               (46) 

Then, we obtain 

2
1212 3eT =−− )()( aaaa                                    (47a) 

2
1313 3)()( eT =−− aaaa                                    (47b) 

2
3232 3)()( eT =−− aaaa                                    (47c) 

Taking the derivative of both sides of Eq.(47a) to (47c) by time, lead to  

01212 =−− )(][ aaaa T                                      (48a) 

0)(][ 1313 =−− aaaa T                                      (48b) 

0)(][ 3232 =−− aaaa T                                      (48c) 

From Eqs.(45a) to (45c) and Eqs. (48a) to (48c), lead to 
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aa vv                    (49a)  

0)( 131132 =−− aaRR T
aa vv ）（                                   (49b) 
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av                      (49c)              

Eqs.(49a) and Eq.(49c) can be written in matrix form as following 
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When the actuators are locked, vai (i=1, 2, 3) must equals 0. If Eq.(50) have nontrivial 
solutions about vai, the singularity configuration will appears and the following condi-
tion must satisfied. 

0
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322323232
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=
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              (51)             

From Eq.(51),the singularity condition can be derived as following 
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                 (52) 

5   Analytic Solved Example 

Set θ1=45o and θ2=135o. From Eqs. (9) and (10),lead to,  
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Set E=0.5m, e=0.6/qm, Fx=-20,Fy=-30, Fz=-30,Tx=Ty=-30, Tz=0KN.m. The position 
and orientation of the moving platform are given as Zo=1.2m, α=10o,β=8o,γ=15 o.  

The length of ri(i=1,2,3,4) is solved as:  

r=(1.1553    1.4535    1.3923    1.2260) Tm 

The statics of this parallel manipulator can be solved as 

Fr=[-59.4587 15.5287 81.0946 27.7766  24.8142   45.1086]N 

Some physical parameters are given as:M=2.11×1010N/m2,S1=S2=S3=S4 =0.0013m2, 
I=1.2560×10-7m4 

The deformation produced by active forces of this parallel manipulator is 

δr=10-7(-2.5920  0.85170  4.2603  1.2850)Tm 

The deformation produced by constrained forces is  

δd=(0.0005  0.0010) Tcm 

The deformation of generalized condinate of moving platform solved by first method is 

δq=10-6(0.5354rad   -0.3976rad   0.7503 rad    0.0552m) T 

The deformation of the moving platform of this parallel manipulator is  

δx=(0.00094071 0.0010452 -0.00006796) Tm 

δθ=(0.000815 -0.000031069 0.0028286) Trad 

The 4×4 stiffness matrix of this parallel manipulator is 
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The 6×6 stiffness matrix of this parallel manipulator is  

⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥

⎦

⎤

⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢

⎣

⎡

=×
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       -               -

   -       -       -    

       -           -   -

                       -

       -   -           -

   -       -   -   -     

 

6   Conclusions 

The first stiffness model established for this 2SPS+2RPS PM with the constrained 
forces/torques unconsidered is fit for common lower-mobility, with the stiffness ma-
trix expressed in a unified form. By using the second method, the active and con-
strained forces are solved, and the deformations produced by them are derived. Based 
on the solving result, we can see that the deformation produced by constrained forces 
hold dominating station for this parallel manipulator, so the second method with the 
constrained forces considered is more aptitude for this 2SPS+2RPS PM. The singular-
ity of this PM is analyzed by locking the four actuators. The first approach is fit for 
common lower-mobility PMs for singularity analysis, but analyzing a 6×6 matrix is a 
complex thing. By using the second method, the singularity of this PM can be ex-
pressed in a explicit form. This PM has some potential applications for the 4-DOF 
parallel machine tool, micro surgical manipulator, pick-up manipulator and so on for 
its simple structure. 
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Abstract. The paper presents a simulation model of autonomous vehicle based 
on Matlab/Simulink®, which is simple and efficient. Concerning about the rela-
tionship among autonomous vehicle, road, and obstacle, it forms a ‘Vehicle—
Sensor—Controller’ closed-loop control system. The model provides a platform 
to design and validate the control logic of Local Path Planning, and to design 
post-process of the raw data from sensors. The paper also presents the simula-
tion results of a PID steering controller for lane following, Artificial Potential 
Field (APF) method for collision avoidance, and the dynamic planning for over-
taking when the obstacle is moving. The simulation model is verified to be ef-
fective by a lane change experiment. 

Keywords: Autonomous Vehicle, Local Path Planning, Simulation, raw data 
post-process. 

1   Introduction 

The development of autonomous vehicles becomes a hot topic due to the demand of 
the intelligent transportation systems (ITS) and the military applications [1]. Local 
path planning plays an important role in the navigation of the autonomous vehicle, 
because it collects the information from sensors, and decides next move of the vehi-
cle. In most conditions, autonomous vehicle should drive follow the road line and 
overtake an obstacle. Different methods of local path planning have been developed 
for meeting the requirements of lane following and collision avoiding. Another point 
is when the camera and radar detect the environment around the vehicle; the raw data 
from these sensors should be post process and be translated to different information 
which can be understood by the local path planner.  

Many research institutes have developed their own simulator or simulation model 
for the function development, such as a C++ based platform for testing Path Planning 
algorithms [2], a Visual C++ 6.0 based AGV path planning system [3], and the Zhao’s 
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simulation system based on VC++6.0 [4]. These simulation platforms are vividly and 
intuitively but the developer have to cost a lot of time to design and create the simula-
tion environment and vehicle’s performance. It is not an easy job for those who are 
not good at C code programming. Therefore, a simple and efficient model would be 
expected. 

Some papers have introduced some simulation platform for parts of the autono-
mous vehicle, such as Simulation of control system [5], Simulation of Local Path 
Planning [3]. Some simulation models based on a completed and precise map  gener-
ate the ideal path, and the simulation will run after the map established, such as the 
simulation introduced by Shi Jian [6], the road data should be pre-loaded to the model, 
which can not evaluate the path planning control logic as a closed-loop control system. 

For these reasons, a model based on Matlab/Simulink® is presented and most of the 
aspects of autonomous vehicle functions can be simulated as a closed-loop control 
system, including sensor (as camera and radar in this paper) raw data post process, 
local path planning, trajectory following, car body control, and so on. The model can 
be used to design and validate the control logic of local path planning, and to simulate 
the post process of raw data from sensors according to the various path planning meth-
ods. Since the environment information is detected and fed back, the model can simu-
late the control algorithm when the obstacle is moving. 

The presented simulation model consists of three modules, as Fig. 1 shows, in 
which 2 DOF (Degree Of Freedom) vehicle dynamics module receives the steering 
angle and outputs the current coordinate XY (global coordinate) of the vehicle. The 
perception module receives the vehicle’s coordinate, compares it with the environment 
information which is defined in configuration file, then outputs the required informa-
tion for path planning, and the post process of raw data from environment perception 
sensors is included in this module. The rest module is local path planner which outputs 
the steering angle to control the vehicle according to the environment information, and 
the algorithm of local path planning is in this module. 

   

Fig. 1. Simulation model                           Fig. 2. 2 DOF vehicle dynamics module 

The model configuration will be described in section 2, the three modules will be 
detail described in section 3, 4, 5, and examples of lane following, collision avoidance 
and overtaking will be given in section 6. 
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2   Model Configuration 

The configuration file is written in a M file and is pre-loaded before the simulation 
running, which contains the definition of the necessary parameters. 

A. Since the 2DOF vehicle model is used, the vehicle parameters as follow should 
be defined. [7] 

 The speed of the vehicle u, which is supposed to be a constant value. 
 The mass of the vehicle m. 
 The moment of Inertia around Z axis Iz. 
 The front and rear tire cornering stiffness k1, k2. 
 The length between center of gravity and front axle a, center of gravity and rear 

axle b. 

B. The position of the road. The road is a continuous curve which is fit by several 
points.  

C. The position of the obstacle. The obstacle’s position in this model is defined as 
one point, which means the nearest point of the obstacle from the vehicle. The obsta-
cle’s position is measured from the radar, and the point will be calculated and chosen 
from the radar’s output in real situation. The obstacle’s position can be defined as other 
ways, like the shape of the obstacle or the occupied area of it, which depends on the 
navigation algorithm used in Local path planner. 

Both of the position of road and obstacle is defined in the global XY coordinate, and 
they will be transformed to vehicle’s local coordinate in the perception module. After 
loading the parameters, the World Map containing road and obstacle can be drawn like 
Fig. 3. 

 

Fig. 3. Road and Obstacle on World Map 

3   2DOF Vehicle Dynamic Module 

The 2DOF vehicle dynamic module, which is also named as bicycle model, is respon-
sible for calculating the dynamic coordinate of the vehicle. The input of the module is 
steering angle of front wheel, and output is XY coordinate of the vehicle. [7] 
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(2)

The dynamic XY coordinate of the vehicle is calculated by (2), which can be compared 
with the position of road. 

4   Perception Module 

The Perception module is responsible for the post process of raw data from camera and 
radar, and expressing the relationship among autonomous vehicle, road, and obstacle 
as well. 

4.1   Camera Data 

In most situations, camera is used to detect the road line for an autonomous vehicle, 
and it will lead the vehicle to follow a lane. We choose the Lane Detector product of 
Vislab, University of Parma, IT [8], which will send out several coordinate of the 
points on the road line as raw data. See Fig. 4. [8] 

In order to control the vehicle to follow the lane, and moved in a smooth, steady tra-
jectory, the local path planner need the detail information of the road line. See Fig. 5.  

1: Express the two road lines with two 3-order polynomials. 
2: L1 means the distance between the center line of the vehicle and the left road line. 

L2 means the distance between the center line of the vehicle and the right road line. 
3: The angle θ means the angle between the center line of the vehicle and the center 

line of the road. 
4: The radius R of the road. 

Such information can be calculated by following post process methods and be ex-
pressed in the xy coordinate, which is vehicle’s local coordinate: 

1: Use Matlab function ‘polyfit’ to fitting the points. 
    X=[0 5 10 15 ]; Y=[0 0.5 -1 0.5]; coff=polyfit(X,Y,3); 
2: L1 and L2 are calculated by the Y value of road line and vehicle. 
3: Angle θ is calculated by the gradient of road line and vehicle.  
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Fig. 4. Points of road line (raw data)                    Fig. 5. Required data of path planner 
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road
xk  means the gradient of the road line on the vehicle’s current position. 

4: R is calculated by the road lines 3-order polynomials. [9] 
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y′
, y′′

 mean the 1st and 2nd derivative of road line.  
Since all these equations are based on dynamic vehicle’s xy coordinate, the four 

values (L1, L2, θ, R) can be directly used by the Local path planner. See Fig. 6 

4.2   Radar Data 

In most situations, radar is used to detect the obstacle for an autonomous vehicle, and it 
will lead the vehicle to avoid a collision. The LMS291 Laser Measurement Systems is 
chose as our sensor [10], which will send out the position of the obstacle in polar coor-
dinates and they are transformed to be a XY coordinate which is more convenient for 
us to do further process. See Fig. 7. [10] 

The max scan field can be configured as 180 degree, and the resolution as 0.5 de-
gree, so the max number of measured values is 361. 
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              Fig. 6. Camera raw data post process                              Fig. 7. Radar scan map 

When the radar is mounted on the vehicle, the output data is the obstacle’s position 
in the vehicle’s local coordinate. But when the perception module is used to simulate 
the output of radar, the data should be transformed into vehicle’s local coordinate just 
like they were measured by the radar mounted on the vehicle, because the obstacle’s 
position is defined with a global coordinate in the configuration file. 

The coordinate transformation matrix is as follow 

( ) ( ) ( ) ( )
( ) ( ) ( ) ( )

x x X cos alfa y Y sin alfa

   y ' x X sin alfa y Y cos alfa

′ = − + −⎧⎪
⎨ = − − + −⎪⎩  

(5)

In (5), x and y mean the global coordinate of the obstacle, X and Y mean the dy-
namic global coordinate of the vehicle, and alfa means the direction of the vehicle. 

1 0

1 0

alfa arctan( )
vehicle vehicle
t t
vehicle vehicle
t t

y y

x x

−=
−

 

(6)

Here x’ and y’ mean the obstacle’s position expressed in vehicle’s local coordinate, 
which can be directly used by the Local path planner. 

5   Local Path Planner Module 

The Local path planner module is responsible for calculating the steering angle of the 
front wheel according to the information provided by Perception module. Variety of 
local path planning methods can be developed in this module. Parameters of the local 
path planning algorithms can be tuned, designed and validated by running the whole 
model. According to different methods, such as Vector Pursuit Path Tracking [11], 
Optimal Feedback [6], Preview Follower Theory [12], the Perception module should 
be changed slightly to meet the requirement. 
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In this paper, a PID steering controller is used to keep L1 equals L2, so that the ve-
hicle will drive in the middle of the lane. See Fig. 8.The angle θ and the R will be also 
considered in future work. 

 

Fig. 8. PID controller for lane keeping 

In this paper, the Artificial Potential Field method is introduced for collision avoid-
ance. In the traditional artificial potential field methods, an obstacle is considered as a 
point of highest potential, and a goal as a point of lowest potential [13]. The attractive 
force towards the goal (Fa) and the repulsive force (Fr) from an obstacle are defined 
respectively with a function of the distance of them. And the vehicle should drive in 
the direction of the resultant force (Fart), so that it can avoid a collision while go to-
ward the goal. See Fig. 9 and 10. 

goal
Obstacle Fa

Fr

Fart

   

  Fig. 9. Artificial Potential Field Method                    Fig. 10. APF for collision avoidance 

In this paper, the aim point’s angle error is used to control the vehicle to perform 
overtaking. Suppose the speed of the obstacle is lower than that of the vehicle, when 
the vehicle is D1 behind the moving obstacle, the road line of the adjacent lane which 
is provided by camera, will guide the vehicle to move into that lane, and the original 
lane’s information will guide the vehicle drive back when it is far enough (D2) in 
front of the moving obstacle. See Fig. 11 and 12. 

As Fig. 13 shows, the steering angle is proportional to the angle θ, which keeps the 
vehicle driving towards the aim point. 
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                     Fig. 11. Overtaking                                               Fig. 12. Drive back 

 

Fig. 13. Steering control logic for overtaking 

6   Simulation Results 

As Fig. 14, 15 shows, the blue line means the road line, and the square in Fig. 15 is an 
obstacle, the red line is the trajectory of the vehicle. The performance of Lane Follow-
ing and Collision Avoidance are acceptable. The parameter of the vehicle is as follow: 
m=1359.8kg, Iz=1992.54 kg*m2, a=1.06282m, b=1.48518m, k1= 52480 N/rad, 
k2=88416N/rad, and vehicle speed is u=5km/h. 

Notice that the center point of the road which is 10m ahead of the dynamic vehi-
cle’s position is chose as goal on each simulation step. 

 

 

Fig. 14. Lane following and the steering angle output 
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Fig. 15. Collision Avoid and the steering angle output 

When performing a simulation of overtaking, as Fig. 16 shows, the vehicle can dy-
namically plan the suitable path to go. The speed of the vehicle is 5.5m/s, shown in 
blue and the obstacle is moving with 2m/s (b), 3m/s (c), shown in red. In (a), the ob-
stacle is not moving. 

 
                       (a)                                           (b)                                        (c)  

Fig. 16. (a) Overtaking, (b) Overtaking, (c) Overtaking 

The distance of the vehicle runs in the adjacent lane is obviously different accord-
ing to the difference of the speed of the obstacle. The simulation of dynamic planning 
is based on the closed-loop of the control system and the dynamic detection of the 
virtual sensors. 

7   Experiment Result 

In order to verify the usage of the simulation model, a lane change simulation and the 
vehicle experiment is conducted. A sine function steering angle like A*sin(wt) is sent 
to the chassis system when the obstacle is within a certain distance in front of the 
vehicle. The parameters A and w are decided by road width (ydes) and the parameters 
of vehicle, such as a, b, m, k1, k2 described in Chapter 2.  

The relationship of them is described as follow equation (7) 

2 2

2 2

[( ) ( )]
2

( )
r f

a b
ydes a b mu

k k A

u a b

π
ω

+ + −
=

+  

(7)
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In which, w is firstly determined according to the vehicle speed and the distance from 
the obstacle, and then A is calculated by equation (7) assuming that u is a constant 
value during the lane change period. In this paper, the ydes is set to 4m and 5m, u is 
set to 2m/s, and while the trigger condition is that the obstacle is within 15m in front 
of the vehicle. The w is chose as 0.6283rad/s, and A is 0.1508 and 0.1885. The pa-
rameters and trigger condition are set same both in simulation and experiment, and 
the control logic is completed by Simlink/Stateflow. 
 

         

Fig. 17. Steering Angle Command                     Fig. 18. Experimental Vehicle 
 

 

Fig. 19. Trigger control 

 

Fig. 20. Control logic 
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We use GPS/INS RT3050 to record the trajectory of the vehicle in red line and 
compare it with the simulation result in blue line, as Figure 21, Figure 22 show, the 
obstacle is at position (35, 0)/(20,0), the vehicle is triggered at (20, 0)/(5,0), and send 
the sine signal to the steering system. The two lines match well enough to verify the 
effectiveness of the simulation model. 
 

 

Fig. 21. 4m Lane Change Simulation and Experiment 

 

Fig. 22. 5m Lane Change Simulation and Experiment 

8   Conclusion 

This paper presents a simulation model which could provides a platform to design and 
validate the control logic of Local Path Planning, and to design post-process of the raw 



656 J. Zhou, H. Chen, and C. Xiu 

 

data from sensors, which has been proved to be effective through a lane change  
experiment. Other applications, like Automatic Parking [14], Adaptive Cruise Control 
(ACC) [14], the method of local path planning and sensor data post-process can also be 
developed by this model. The environment can be edited and detected dynamically. 
This model will be complemented more details, including the blind area of the camera, 
the delays of the actuators or sensors, to approach a much more real situation. Also, 
some visual software like Virtual Reality Toolbox TM [15] will be used to make the 
simulation results more intuitive in future. 
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Abstract. Permanent magnetic couplings have the ability of transmitting torque 
from a primary driver to a follower without mechanical contact. In this paper, a 
pair of coaxial couplings are applied to vacuum robot design and fabrication. 
The tracking performance at different velocities without misalignment is pre-
sented first. Then the effects of radial offset and axial shift on the tracking er-
rors are investigated. And, the cross coupling effects of two sets of couplings 
are simulated by 3D FEA, based on which a new method to minimize the cross 
coupling is proposed. Finally, experiments are carried out and results prove that 
magnetic couplings are feasible and reliable for further application. 

Keywords: Magnetic couplings, tracking error, misalignment effects, cross 
coupling effects. 

1   Introduction 

With the semiconductor industry advancing production to the 65nm node and devel-
opments at the 32nm node, it is increasingly critical that equipments and process 
reproducibility be controlled to the tolerances which are never required in semicon-
ductor industry previously. Many processing techniques such as etch, deposition, ion 
implantation and so on require ultrahigh cleanness and vacuum or special gases which 
are hazardous for human. Vacuum-compatible transfer robot is used to handle wafer 
among different processing modules in the completely hermetic volume. With a vac-
uum environment, airborne molecular contamination problems are solved, but new 
challenges regarding the survival of mechanical components in the vacuum are in-
duced. Although motions can be created by placing motors in the vacuum directly [1], 
it is not appropriate to execute in high vacuum because lubricants will vaporize to 
result in bearing failures or contaminate other components. Moreover, it is very diffi-
cult for the heat generated by the motor to dissipate in high vacuum environment.  

In order to prevent vacuum robot from generating particles pollution by the actua-
tor, motors are installed in atmosphere and torques are transmitted to vacuum  
environment. Since the permanent magnetic couplings (PMC) have the ability of 
transmitting torque from a primary drive to the follower through magnetic field  



658 J. Wu, P. Liu, and Y. Wang 

without mechanical contact. They are appropriate for torque transmission from out-
side atmosphere to robotic shaft in vacuum across a thin vacuum containment barrier. 
The sealing achieved with PMC provides thoroughly isolation by static seal instead of 
dynamic one. Robotic arms operating in the vacuum processing chamber are magneti-
cally coupled to direct drive (DD) motors outside the vacuum area. As the exterior 
shaft is driven by a DD motor, the interior component moves accordingly by magnetic 
force. The transmitted torque is determined by the rotational lag and the magnetic flux 
density. If the maximum coupling torque and the maximum torsion angle are ex-
ceeded, the power transmission is interrupted and thus PMC act as an overload pro-
tection function of the robot. 
  The PMC possess dominant placement for vacuum robot mechanical design, fabrica-
tion and assembly, so accurate analysis and optimal design of PMC are essential to 
robot performance. Various methods for analyzing the magnetic field and the trans-
mitted torque of PMC have been proposed, including analytical methods and finite 
element analysis (FEA) methods. Elles and Lemarquand [2] presented the analytical 
formulas of the force between two magnets, which can be used to compute and opti-
mize the torque of coaxial synchronous magnetic coupling, as well as to calculate the 
radial force and the radial stiffness of the cylindrical air-gap couplings. He [3] pro-
vided a method based on a cylindrical current sheet model for the analysis and design 
of induction-type coilgun. Wallace [4] proposed that the power losses were propor-
tional to the clearance and offset between primary and secondary rotors by carrying 
out an experiment on the misalignment of an eddy current coupling. Huang [5] theo-
retically analyzed the effects of misalignment on the transmission characteristics of 
axial PMC, derived the formulas of the torque and force interaction characteristics, 
and then proposed that the existence of misalignment would reduce the transmitted 
torque and induce extra transversal force. The static characteristics of PMC with mis-
alignment in the limited range are similar to those for well-aligned couplings. In addi-
tion, the efficiency ratio was employed to verify dynamic characteristics of PMC. 
Elles and Lemarquand [6] analytically researched the radial stability of synchronous 
couplings and presented a new structure for unstable couplings as mechanical filter. In 
addition, FEA methods have been widely employed for design and verification of 
PMC. Fereira [7] analyzed a radial type coupling using both 2D and 3D FEA meth-
ods. Although 2D FEA is much easier to program and quicker to compute, 3D FEA 
method is proved to be more accurate and effective for the analysis and optimal de-
sign of PMC because it takes the end leakage effects into account. Wang [8] demon-
strated a new 3D FEA optimal design method, which combines the orthogonal test 
and the method of exhaustion in small range to find the optimum geometry of multi 
sets of coaxial PMC. Kim [9] studied the dynamic characteristics of a machine tool 
spindle system with magnet couplings; simulated and analyzed the transverse and 
torsional vibrations; and found that the deflection at a main spindle was much smaller 
than at excitation part.  

However, these researches mostly focus on the torque calculation and the optimiza-
tion of PMC or effects of misalignment on the static transmission characteristics. 
There are few reports on dynamic characteristics and the effects of misalignment on 
tracking performance of synchronous coaxial PMC. The tracking performance is 



 Experimental Evaluation on Dynamic Characteristics 659 

essential for vacuum robot to transfer wafer smoothly and precisely. This paper de-
scribes the dynamic characteristics of coaxial PMC, and verifies the tracking per-
formance under well aligned situation at different velocities. The influences of radial 
offset and axial shift misalignments on tracking errors are discussed. The cross cou-
pling effects of two sets of couplings are minimized by 3D FEA simulation. Finally, 
experiments show excellent performance of PMC and prove that they are feasible and 
reliable for the application. 

2   Dynamic Characteristics of PMC 

The dynamic model of synchronous coaxial PMC is shown in Fig.1. In the stationary 
states the north and south poles of the magnets are opposite to each other and the 
magnetic field is symmetric. When the external shaft is twisted, the magnetic field 
lines are moved. Hence the torque is transmitted through the air gap and a synchro-
nous rotation with a constant torsion angle is produced. Transmitted torque depends 
on the relative angular displacements of magnets attached to couplings of the driver 
and the follower. The relation was proposed by Yonnet [10] as a sine function in 
practice, it can be simplified like equation (1):  

 

Fig. 1. Dynamic model of coaxial PMC 

sinc cT K ϕ=  (1)

Where, cT is the transmitted torque between the PMC, K is the equivalent torsional 

stiffness of the PMC, cϕ  is angle difference. When the relative angular displacement 

is in a small range, the relation between transmitted torque and the angular offset can 
be written as: 

1 2( )cT K θ θ= −  (2)
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where, θ1 and θ2 are the angular displacements of the driving and driven couplings 
shaft respectively 

2.1   Tracking Performance without Misalignment 

An experimental apparatus is constructed to evaluate the dynamic characteristics of 
synchronous coaxial PMC. Fig.2 shows the structure of the test apparatus which con-
sist of the following principal elements: X, Y and Z motion tables which can pre-align 
the PMC initially and provide both radial (X, Y) and axial (Z) movements for mis-
alignment experiments. A DD motor (190ST2M-111K010H, ALXION) is physically 
fixed on the primary driving shaft with an optical encoder (RESM20USA075, REN-
ISHAW) placed on the secondary shaft. In order to evaluate the tracking performance 
accurately, the PMC are adjusted to be stationary and well coaxial.  

The PMC adopted in this paper are cylindrical couplings with iron yokes and mag-
nets located separately. The magnetic material is Nd-Fe-B and yoke material is steel 
45. The yoke has high permeability for the inner and outer magnet rings to avoid the 
loss of magnetic leakage. The air-gap between the couplings equals 5mm, enabling 
the vacuum partition wall to have sufficient thickness and structural stiffness. The 
designed torque is 75 N.m and the actual measured maximum transmitted torque is 
72.2 N.m. 

 

Fig. 2. Photo of the test apparatus. 1) Direct drive motor 2) Outer PMC shaft 3) Inner PMC 
shaft 4) Optical encoder  5) X, Y and Z motion table. 

 

In this study, two groups of prescribed angular motions shown in Fig.3 are taken as 
the input. The DD motor drives the active shaft of PMC with triquetrous shape func-
tions at different velocities. The passive shaft rotates as quickly as the active shaft by 
the magnetic force between the inner and outer magnetic rings. The solid lines indi-
cate the angular displacement and velocity profiles of DD motor and the dotted lines 
indicate the angular displacement and velocity profiles of the passive shaft respec-
tively. The tracking error is defined by Δθ=θ1 - θ2.Because the PMC are optimal 
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designed with high torsional stiffness, the driven shaft rotates nearly synchronous 
with the driving shaft. 

Some conclusions can be drawn from the graphs that the tracking error increases 
when the driving shaft starts to accelerate, and the response time is less than 0.01s. 
The tracking error oscillates when the angular velocity is maximal. When the motor 
changes rotation direction suddenly, the tracking error decreases rapidly and then 
oscillates in the other side. Comparing the tracking errors at different velocities, the 
maximum values increases from near 4.8’ to 17.2’ with angular velocities changing 
from 12deg/s to 120deg/s, and the tracking error oscillates more drastically at high 
velocity than low velocity. The result proves that the tracking error is closely related 
to the velocity profile of the input due to the magnetic viscous friction. 

     

            (a)                                                         (b) 

Fig. 3. Tracking performance without misalignment   

2.2   Tracking Performance with Misalignment 

The PMC are the critical components in the vacuum robot design and fabrication. In 
practice, misalignment may happen due to assembly errors or other component’s 
failure. Two typical types of misalignments are shown in Fig.4. In Fig.4 (a) radial 
offset may decrease the distance of magnets between inner and outer rings. As the 
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induction strength is inversely proportional to the square of the distance from the 
magnet surface, the radial force increases more and more rapidly [6]. Fig.4 (b) shows 
the axial shift may reduce the average distance between the magnetic faces, therefore 
the induction and the torque decreases too. The existence of misalignment causes 
torque changes which will reduce the life cycle of couplings and transmission system. 

 

  

           (a) Radial offset                                         (b) Axial shift 

Fig. 4. Shaft misalignment conditions 

In this study, an S-shape angular motion is considered to be the input for both ex-
periments. The effect of tracking error with radial offset 2mm comparing to well 
centered situation is shown in Fig.5 (a) And the effects of tracking error with axial 
shift 6mm and 12mm comparing to well centered situation are shown in Fig.5 (b). 
The solid lines indicate tracking error well aligned and the dashed line means the 
tracking error with misalignments. The maximum misalignment in both situations is 
40% compared to the initially aligned condition. 

   

                      (a) radial offset                                     (b) axial shift 

Fig. 5. Effects of misalignment on tracking error 
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Ideally, the active and passive rings rotate synchronously without mechanical fric-
tion. In the misalignment dynamic experiments, it was found that the magnetic cou-
pling continues to rotate synchronously despite the existence of axial shift or radial 
offset. Results show that shaft misalignment does not affect the tracking performance 
to a large extent. Neither axial shift nor radial offset changes maximum tracking error 
significantly because of high designed tortional stiffness. However, misalignment will 
break the symmetry of PMC structure, result in unbalanced magnetic force and cause 
extra vibration. Comparing the measurements of two type misalignments, axial shift 
does not change the uniform and periodic distribution of magnetic field, the variations 
of the maximum tracking error is less than radial offset.  

3   Cross Coupling Effects of Two Sets of PMC  

In applications, a coaxial mechanism is usually incorporated into the design of a com-
pact wafer transfer robot. The robot should be able to perform radial linear extending 
and retracting movement, rotation movement, and vertically up-down movement. 
Both the radial linear and rotation movements are transmitted by PMC. With two sets 
of PMC being used, they are crossed coupled. That, is, as one pair of couplings ro-
tates, it may make the other pair to move accordingly. The effects of cross coupling 
results in the positioning error in motion control. Fig.6 (a) shows the structure of out 
rings and (b) shows the inner rings of PMC assembled separately. 

           

              (a)                                                      (b) 

Fig. 6. Structure of two sets of PMC 

The cross coupling effects can be minimized by increasing the spatial distance be-
tween two sets of PMC. However, which will increase the dimension of the vacuum 
chamber and decrease the contamination capability. The spatial distance should be 
lessened in mechanical design. The closer the two couplings are, the more serious the 
effects of cross coupling will be. Methods for minimizing cross coupling include the 
use of magnetic shields to cover the magnets and the rearrange of magnetic pole ori-
entations. This paper proposes another method to reduce effects of cross coupling by 
increasing the radial difference Rdif = RPMC1 - RPMC2 between the two sets of PMC. 



664 J. Wu, P. Liu, and Y. Wang 

The 3D FEA module of Ansoft’s Maxwell 11 is used to simulate and minimize the 
cross coupling effects. Fig.7 (a) shows the 3D model of PMC groups. In the simula-
tion the lower PMC1 are kept unchanged and the axial distance Ldif is set to be 5mm. 
The radial difference Rdif  is increased from 0 to 40mm by step length of 5mm. The 
maximum torque of upper PMC2 is shown in Fig.7 (b). It illustrates that when Rdif is 
less than 15mm, the cross coupling will augment the maximum torque of the upper 
PMC2 obviously, and the effects of cross coupling decrease as the radial difference 
increases. When Rdif is larger than 25mm, the cross coupling will have negligible 
influences on each other. 

     

  (a) 3D model                                  (b) Simulation result 

Fig. 7. 3D FEA simulation of cross coupling 

An experiment is carried out to verify the proposed method. The radial difference 
is 25mm. The angular displacements in Fig.8 show that there are few effects of cross 
coupling on each other. When PMC1 are driven by the DD motor, PMC2 shake less 
than 1.5’ accordingly then return back. It is due to the distribution of the two PMC 
magnetic field does not intervene each other strongly.  
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4   Conclusion 

This paper describes the dynamic characteristics of synchronous coaxial PMC, pre-
senting an experimental investigation of the tracking performance when well aligned 
and with radial offset or axial shift misalignments. Experimental results show that 
PMC shaft performs excellent synchronously when well centered; the tracking error is 
closely related to the velocity profile of the input; the response time is less than 0.01s; 
and the tracking error increases barely even with misalignment increases up to 40%. 
Since in practical applications only limited assembly tolerance may occur, the track-
ing performance is reliable for vacuum robot to work precisely. The effects of cross 
coupling are simulated by 3D FEA method, which can be minimized by increasing 
the radial difference. The synchronous coaxial PMC are verified to be feasible and 
reliable to be applied in the vacuum robot.  
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Abstract. A thermo-mechanical analysis is presented to predict the cutting 
force- and temperature-induced deflection in machining low-rigidity work-
pieces. Firstly, the cutting forces in ball-end milling are discussed. The theoreti-
cal flexible force model is considered to model the cutting force due to the  
coupling effect between force and deflection. Meanwhile, the thermal deforma-
tion is studied by including the dynamic temperature load, and it is to be com-
bined into the flexible force model. The cutting force is given by geometric  
parameter method, the temperature at interface by empirical formula, and the 
dynamic temperature distribution by physical model. To take into account the 
deflection-force-temperature-deflection dependency, the workpiece geometry 
needs to be iteratively updated in computation. Last, the finite element analysis 
(FEA) is adopted to calculate the deformation.  

Keywords: Errors prediction, Finite element analysis, Thermo-mechanical 
model, Digital manufacturing, Cutting force. 

1   Introduction 

Low-rigidity parts lie widely in aero-engine, screw propeller, turbo-machinery, which 
have thin-walled sections with length-thickness ratio greater than 10. In stable milling 
of low-rigidity workpiece, surface dimensional error due to the workpiece deflection 
becomes a dominant problem that affects machining precision [1, 2]. Because large 
low-rigidity workpieces are usually thin-walled, and complex shapes and irregular 
curvature distribution, it results in many challenges in machining. 

The accuracy of the surface profile is one of the most important components of 
both dimensional and geometric accuracy and usually directly related to the product’s 
functional performance [2]. The direct trial-and-error approach is often expensive and 
time consuming. Producing the right profile in such parts increasingly depends on 
specialized packages for defining appropriate cutting strategies and tool paths. How-
ever, most are based on idealized geometries and do not take into account the factors 
such as variable cutting force, thermal load, part/tool deflection, etc [2].  

Simulation of machining process is very important to satisfy tight tolerances, 
which usually involves finite element analysis (FEA), modeling of cutting force,  
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temperature distribution and material removal. The existing methods for predicting 
the milling forces and deflections can be divided into experimenting and modeling. 
The force modeling research has been mainly focused on theoretical rigid force mod-
els or mechanistic force models that consider the effect of tool/part deflection during 
machining[3]. Wang et al.[4] studied force-induced errors from the measured force 
and error, and developed a static/quasi-static error compensation method. Law et al. 
[5] calculated the force from the measured milling torque, and developed a compensa-
tion methodology to integrate both the force and deflection models.  

Their applicability to model force in machining of low-rigidity workpiece is lim-
ited due to the variability of material properties, cutting force, non-linear depend-
ency on tool immersion angle and chip thickness [3]. The cutting force-induced 
error will be one of the major error sources in hard machining, low-rigid workpiece 
machining. Ratchev et al. [6] proposed a flexible force model to study the tool de-
flection. The model is based on an extended perfect plastic layer model. They con-
sidered the end-milling cutter as a cantilever with the force acting at the cutter tip 
centre position [3]. So far, few thermo-mechanical analysis have been employed to 
consider the force and temperature-induced deflection. In the cutting process there 
are many independent influencing factors which including the cutting parameters 
(feed rate, cutting speed, cutting depth), material properties, properties of the ma-
chine-tool-workpiece system, material and tool geometry. The main contribution of 
our paper is to establish a thermo-mechanical analysis for low-rigidity workpieces 
where the force- and temperature-induced deflection that is not taken into account 
by the most existing simulation. 

2   Modeling of Cutting Force and Temperature 

The surface dimensional error is induced mainly by the deflection of the tool and the 
workpiece in the case of low-rigid workpiece milling. Most of the existing techniques 
are based on idealized geometric profile and do not take into account part/tool deflec-
tion, which results in a significant deviation between the planned and machined part 
profiles 3]. Reliable quantitative predictions of the cutting force and temperature 
components in machining operations are essential for determining geometrical errors 
of machined workpieces. Force predictions are required for arriving at constrained 
optimization strategies in computer-aided process planning [7]. Machining process for 
low-rigidity workpiece consists of various activities defining a digital chain:  

1) Definition of a CAD model for the low-rigidity workpiece;  
2) Generation of the toolpath by CAM for multi-axis machining;  
3) Deflection and force computation by CAE for interface of cutter and workpiece;  
4) Optimization of the toolpath for machine tool;  
5)Transformation of the data to machining code;  
6) Driving and monitoring of the process, etc.. 

When the workpiece is large and flexible, the force and temperature-induced defor-
mations have to be analyzed in virtue of CAE tool. Steps 3 and 4 are additional proc-
ess for large low-rigidity workpieces, and do not exist in block ones. 
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2.1   Cutting Forces in Ball-End Mill 

A general model for the determination of cutting forces in ball-end milling operations 
is presented. The basic concept is the mathematical representation of relations be-
tween the milling cutter and the workpiece, the change of chip thickness and the mill-
ing cutter rotation angle. The cutting forces are divided into differential cutting forces 
depending on the number of cutting edges, cutting edge length and milling cutter 
rotation angle. The following is the main idea how to calculate it [8, 9]. 

The lag between the tip of the flute at 0z =  and at axial location z  is 

 0
0

tan
z

i
R

ψ =  (1) 

A point on the flute j  at height z  is referenced by its angular position in the global 
coordinate system, 
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where fN  is the number of flutes, θ  is the tool rotation angle. 

The angle position in the direction of z-axis from the center of the hemispherical 
part to the point on the cutting edge can be written as 
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The tangential, radial and binormal components are calculated as [9, 10] 
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 (4) 

where ( , , ) sin sinn zbt fθ κ κΨ = Ψ  is the uncut chip thickness normal to the cutting 

edge, and varies with the position of the cutting point, tcK , rcK , acK ( 2/N mm ) are 

the shear specific coefficients, teK , reK , aeK ( /N mm ) are the edge specific coeffi-

cients. dS ( mm ) is the length of each discrete elements of the cutting edge, 

( )2 2 2 2
0 0'( ) ( ) cotdS R R R i dψ ψ ψ= + + . zbf  is the feeding per tooth, and 

arcsin( ( ) )bR Rκ = Ψ . db ( mm ) is the differential length of cutting edge. It can be 

noted that it is consistent with the chip width in each cutting edge discrete element. In 
many mechanistic models for the milling process, the milling force coefficients tcK , 

rcK , acK , teK , reK , aeK  are established from specially devised milling tests and 
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mechanistic analysis. Usually there are two methods to predict the parameters which 
are mechanistic evaluation and prediction from an oblique cutting model [7].  

The cutting forces in Eq.(4) are modeled in terms of two fundamental phenomena, 
an edge force component due to rubbing or ploughing at the cutting edge, and a cut-
ting component due to shearing at the shear zone and friction at the rake face [7]. The 
cutting force model including explicitly the ploughing component can obtain more 
precise prediction accuracy.  

Once the local tangential ( , )tF zθ , radial ( , )rF zθ , and axial ( , )aF zθ  cutting force 

on the tooth-workpiece contact point are determined, the resultant forces in Cartesian 
coordinates are obtained by introducing the transformation matrix T [9] 

 { } [ ]{ }, , , ,x y z r t adF T dF=  (5) 
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Since the cutting force coefficients ( tcK , rcK , acK ) may be dependent on the local 

chip thickness, the integrations given above should be calculated digitally by evaluat-
ing the contribution of each discrete cutting edge element at dz  intervals [9]. The 
oblique cutting force components are obtained from orthogonal cutting force using an 
orthogonal to oblique cutting transformation method [7]. For example, when Cutter 
radius is 3mm, Feed is 0.02mm/rev, Depth of cutting is 0.02m, the cutting force can 
be calculated as Fig.1. 

2.2   Flexible Force Model for Low-Rigidity Workpiece 

Most of the reported papers that has been carried out in the area of cutting force- 
induced error belongs to those caused by large deformation of thin-walled or low-
rigidity workpieces under load [11]. Peripheral milling of flexible components is 
complicated by periodically varying cutting-forces which statically and dynamically 
excite the tool and workpieces leading to significant and often unpredictable deflec-
tions. Static deflections produce dimensional form errors, and dynamic displacements 
lead to poor surface finish quality [6, 12]. 

There are two kinds of force model which are theoretical rigid force model and 
adaptive theoretical flexible force model [6]. There is a high complexity associated 
with modeling of cutting forces in machining of low-rigidity workpieces due to the 
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variable part/tool deflection and changing tool immersion angle. To resolve this com-
plex dependency an interactive approach integrating an extended perfect plastic layer 
force model needs to be applied which links force prediction with part deflection 
modeling [6]. The predicted profile of the workpiece is adopted to identify the “real” 
material volume that is removed during machining instead of the “ideal” one defined 
by the currently used “static” NC simulation packages [3].  

Ratchev et al. [3, 6] proposed a flexible force model for machining dimensional 
form error prediction of low-rigidity components. Fig. 2 is a transient processing 
profile of low-rigidity workpiece during machining. The flexible force model has 
been discussed in detail in Ref. [3]. In this paper, the authors will introduce the ther-
mal deflection into the the flexible force model to consider the temperature’s effects. 
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Fig. 1. Predicted cutting forces for slot cutting 
tests 

Fig. 2. Flexible milling geometry and coor-
dinate system [3] 

3   Thermo-mechanical Analysis for Low-Rigidity Workpiece 

The errors are usually caused by excessive deformation at the interface of tool and 
workpiece due to the cutting force and temperature, so they have to be considered at 
the same time. The methodology is established based on modeling of cutting forces 
and temperature, prediction of deflection of the workpiece during machining. 

3.1   Time-Dependent Heat Transfer in Machining 

Temperature is one of the largest contributors to the dimensional errors of a work-
piece in precision machining. Before calculating the temperature distribution, cutting 
temperature at the interface need to be predicted. The thermal source problem in ma-
chining low-rigidity workpiece with speed-, and feed-dependent boundary conditions 
is very difficult to be solved analytically. Therefore, the temperature prediction at the 
interface is usually achieved by non-linear empirical modeling approaches. The aver-
age interface temperature, as measured by the tool-work thermocouple, is[13]  

 0.5 0.2 0.4
, ( ) 1700avg interfaceT C V d f° =  (7) 

where V  is cutting speed(m/s), d  is depth of cut(mm), and f  is feed (mm/rev).  



 Complex Surface Machining: Thermo-mechanical Analysis for Error Prediction 671 

The above empirical model of the interface temperature is developed for turning of 
4140 Steel alloy with tungsten carbide tools. The relation of cutting temperature and 
feed is plotted in Fig. 3 where the temperature at the interface is very high.  
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Fig. 3. Cutting temperature versus cutting feed, depth of cut 0.763mm, cutting speed 3m/s 

The temperature variations are related to the heat source movement, heat source in-
tensity, and thermal resistance coefficient. The fundamental generalized problem to 
be solved analytically is the heat conduction in a thin infinite plate with a convective 
and radial boundary condition on the face. The time-dependent heat transfer process is 
governed by the following differential equation [14], 

 
2

2

1 ( , ) 1T T g r t T
T

r r k tr
η

α
∂ ∂ ∂+ − + =

∂ ∂∂
 (8) 

where, h kwη = , h  is the convection coefficient of heat transfer, k  is the thermal 

conductivity of the material, w  is the plate thickness, α  is the thermal diffusivity of 
the material, and ( , )g r t  is the internal heat generation rate per unit volume, the vari-

able r  is the radial distance from the heat source, and the temperature at the interface 
can be determined by Eq.(7).  

The dynamic non-uniform temperature distribution roots in the non-linear and 
time/position-dependent thermal deformations which is very difficult to be solved 
analytically. In general, it is calculated based on the assumption of either perfect 
thermal contact or perfect thermal insulation. Eq.(8) is to be solved by finite element 
method here. Ref. [14] proposed another computational methods.  

There are two basic thermal error modes, namely, thermal expansion and thermal 
bending. Fig. 4 is the schematic diagram of machining results due to temperature 
effects. Fig. 4a is the top view and Fig.4b is the side view. It can be observed from 
Fig. 4 that the machining topography will be very complex when the temperature 
effects are considered.  

3.2   Interactive Algorithm for Thermo-mechanical Analysis 

The cutting forces in machining of low-rigidity workpieces depend on the chip thick-
ness which is a function of the tool immersion angle. In machining low-rigidity parts 
the tool immersion angle is a function of the part deflection which itself depends on 
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Fig. 4. Temperature-effected machining: (a) Top view; (b) Side view 

the cutting forces [13]. The deflection is a function of the cutting force and tempera-
ture. The cutting forces depend on the chip thickness which is a function of the tool 
immersion angle, and the machining temperature is a function of the cutting speed, 
depth of cut and the feed. An iterative procedure is used to determine the milling 
error. The predicted deflected part profile is used to identify the practical material 
volume that is removed during machining instead of the ideal one defined by the 
current NC simulation packages. The thermo-mechanical analysis is outlined in  
Fig. 5. While milling a low-rigidity workpiece, as soon as the cutter is engaged, the 
workpiece deflects to a new position and the cutting temperature changes. In more 
detail, the tool-workpiece intersection line can be used as an example to explain the 
impact on the cutting force and deflection [6]. 
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Fig. 5. Iterative “thermo-mechanical analysis” 

3.3   Error Definition and Thermo-mechanical Deflection 

The surface dimensional error is the normal deviation of the actual machined surface 
from the desired machined surface. For example, at point P  in Fig.6, the correspond-
ing surface dimensional error is Pe  
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 , ,P t P f Pe δ δ= +  (9) 

where ,t Pδ  and ,f Pδ  are the normal projections of the temperature- and force-induced 
deflection corresponding to Point P , respectively, and they may have different signs 
according to the direction. For the convenience of study, the distance between the 
initial surface to be machined and the desired machined surface is named as the 
nominal radial depth of cut symbolized by NR . In actual machining, to ensure that the 
surface dimensional error does not violate the tolerance, AR  is often specified to be 
different from NR ( A NR R≠ ) [1]. In this case, Eq. (9) has to be adjusted to the calcu-
lation of surface dimensional error  

 , ,P t P f P N Ae R Rδ δ= + + −  (10) 

Note that NR  and AR  are the nominal and specified radial depth of cut, respectively. 
For a certain surface generation line, the steps adopted to calculate the error distribu-
tions can be found in Ref. [1]. Fig.7 shows the section view that is perpendicular to 
the desired (nominal) tool path at the cutting position.  
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Fig. 6. Definition of the surface dimensional error 

 

Fig. 7. Tool path optimization in end milling—view along the workpiece length direction 

4   Examples and Case Studies 

For simplification the part is assumed to be a thin-walled rectangular workpiece. The 
required machined profile is a flat surface parallel to the plane OXY . During milling, 
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the workpiece deflection in its thickness direction has a significant impact on forming 
the surface profile error. The contributions of the workpiece deflection in the feed 
direction and the tool axial direction can be ignored. Therefore, the investigation is 
focused only on error prediction in y-axis direction. The simulations were based on 
clamped-free-free-free cantilever plates with dimension 3150 120 5mm× × and Alumin-
ium alloy 6063 T83. The quasi-static cutting force is treated as a moving-distributed 
load acting on the workpiece-tool contact zone in the milling process. 

FEA is employed to estimate the force and temperature-induced deflection. The in-
put to finite element model is the predicted cutting force and temperature and a set of 
parameters describing material properties, boundary conditions and other constraints. 
In order to simplify the particularly complex simulation, we employ an assumption 
that the instantaneous stiff variation due material removal will be not taken into ac-
count. To compute the workpiece response, the continuous machining process was 
simulated by multi-step cutting processes. 

During machining, the tool moves along the machining surface. Here, we take a 
different approach that uses a moving coordinate system fixed at the tool axis. After 
making the coordinate transformation, the heat transfer problem becomes a stationary 
convection-conduction problem that is straightforward to model (COMSOL’s tuto-
rial). Due to the cutting forces and temperature exerted by the cutting process, the 
workpiece becomes deformed. With the workpiece undergoing deformation, the cut-
ting force is also changing considerably. These changes is taken into account by com-
puting the cutter on a moving mesh attached to the workpiece.  

4.1   Results of Error Prediction 

4.1.1  Machining Based on a Designed Tool Path 
In this section, the results based on the rigid force model are discussed. Supposed that 
the force is 20.23 /N mm− , the temperature is 1200℃, and the two loads act on the 
interface workpiece and cutter at neighborhood of 75x mm=  of the workpiece.  

It can be noted that the max deflection in Fig.8 is 0.348mm and in Fig.9 are 
0.384mm in the positive direction and 1.5mm in the passive direction, respectively.  
 

  

Fig. 8. Deflection results based on the rigid 
force model 

Fig. 9. Thermal deflection results 
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Fig. 10. Deflection of the top edge of the workpiece due to force and temperature 

Fig.10 is the force-induced and temperature-induced deflection of the top edge of the 
workpiece. One can observe an interesting phenomenon that the deflections at 

75x mm=  in the two figures have different direction. The force-induced deflection is 
along the positive direction, however the temperature-induced deflection along the 
passive direction. In reported studies, the force-induced and the temperature-induced 
deflection are investigated dividually, which will leads large error in machining.  

4.1.2   Machining Based on Flexible Force Model 
Fig.11 is the results based on the flexible force model. The max deflection is 
0.278mm. Compared with Fig.8, one can observe that the max stress and the max 
deflection are all smaller. The simulation shows the deflection of workpiece affect the 
cutting force, and the cutting force also affect the deflection in return. The tempera-
ture, however, is not considered in the flexible force model. In the above subsection, 
one can know how important the temperature is in machining deflection. 

 

Fig. 11. Stress and deflection results based on the flexible force model 

4.1.3   Machining Based on Thermo-mechanical Analysis 
The results plotted in Figs.12 and 13 are based on thermo-mechanical analysis. The 
max deflection in Fig.12 is 0.527mm, which is smaller than the sum of 0.278mm of 
the flexible force model and 0.384mm of the temperature-induced deflection. So the  
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thermo-mechanical model is not a simple combination of the flexible force model and 
the thermal deflection. In practical error compensation, there will overcut or undercut 
if the force and the temperature studied separately.  
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Fig. 12. Deflection results based on the 
thermo-mechanical analysis 

Fig. 13. Deflection of the top edge of the 
workpiece due to thermo-mechanical action 

5   Discuss 

In machining low-rigidity workpieces, the temperature and force-induced deflection 
contribute significantly to the surface error. The proposed methodology is based on 
coupling effects between cutting forces and temperature and their induced deflection 
during machining. There is still a knowledge gap in identifying the impact of deflec-
tion on the process of metal removal, and hence there are not systematic approaches 
to modeling, prediction of the component errors due to thermo-mechanical deflection 
in low-rigidity structures. The reported work is part of an ongoing research on ma-
chining of complex low-rigidity workpiece. 
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Abstract. Different from dexterous robotic hands, the contact status of a two-
finger heavy duty gripper between the two tongs and the object are much  
complex during forging operation, and the contact forces are difficult to be con-
trolled in real-time, because the tong usually is designed to rotate freely around 
the arm to some extent, and the contact area is usually a surface or a line. Based 
on the force-closure condition to meet the force and the torque equilibrium 
equations, this paper presents a real-time calculation model considering the 
gripping contact areas as equivalent friction points for N robot fingers including 
four contact points for the heavy gripper gripping a cylinder object. Then the 
contact force optimization method for multi-fingered hand researches can be 
used for the gripping forces’ calculation between gripper tongs and the forged 
object, and the task is formulated as an optimization problem on the smooth 
manifold of linearly constrained positive definite matrices, which has globally 
exponentially convergent solutions via gradient flows. This is a new approach 
to optimize the gripping forces in real-time for the gripper’s design and control 
of heavy forging manipulators. Simulation and experimental results are  
analyzed.  

Keywords: Heavy forging robot, gripper, contact force, stable gripping. 

1   Introduction 

Heavy duty grippers play an important role in a forging robot. They are the interface 
between the forged work piece and the whole forging manipulator. Now the gripping 
capacity of large-scale heavy duty forging robots is increasing greatly, the optimiza-
tion of gripping forces and driving forces of the gripping mechanism becomes more 
and more important.  

Most of the heavy gripping systems installed in industrial automations are designed 
to be mechanical two symmetrical-finger grippers, which are considered as the sim-
plest efficient grasping configuration. The calculation of the gripping force of the 
hydraulic cylinder is evaluated statically at some special positions and orientations or 
by experiences of the designers. And there are little researches about the real-time 
optimization calculation and control of contact forces and gripping forces for large 
scale forging grippers. However, the work on manipulation by a multi-fingered robot 
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hand has shown numerous results of theoretical, design and experimental nature [1-5]. 
The earlier linear and nonlinear programming techniques are off-line force optimiza-
tion approaches, which cannot be implemented in real-time. 

Buss, Hashimoto and Moore (BHM) [2] present the linearly constrained positive 
definite programming methods for online grasping optimization task for dexterous 
hands. They find that the nonlinear friction cone constraints are equivalent to the 
semi-definiteness of certain symmetric matrices, and formulate the grasping force 
optimization problem as an optimization problem on the Riemannian manifold of 
linearly constrained symmetric positive definite matrices which there are globally 
exponentially convergent solutions via gradient flows. Han et al [4] cast the friction 
constraints into linear matrix inequalities and formulate the optimization problem as a 
set of convex optimization problem. Helmke [7] proposes a quadratically convergent 
Newton algorithm for dexterous hand grasping.  

Different from multi-fingered hands, the contact status of a two-finger heavy duty 
gripper between the two ‘V’-shape tongs and the object are more complex during 
operation and the contact forces are difficult to be controlled in real-time, because the 
tong usually is designed to rotate freely around the arm an angle, and the contact area 
is usually a surface or a line, where the contact points may change indefinitely when 
forged. This paper considers the contact forces between the tongs and the work piece 
as active forces transformed from the hydraulic cylinder to the ‘V’-shape contact 
areas during the forging manipulation, and presents an equivalent friction point grip-
ping model including four contact points when gripping a round object for the heavy 
forging gripper. Then the optimization model of gripping forces is formulated based 
on BHM, and the optimization method of constrained gradient flows is used to deter-
mine the position of contact points and optimize the contact forces. Based on the 
optimal contact forces, the optimal gripping forces can also be obtained which can be 
used for the real-time control of driving forces of the hydraulic cylinder. 

2   Configuration of Forging Gripper 

Fig.1 is a simplified configuration of the typical forging gripper mechanisms. It can 
be seen that it is an under-constrained mechanism whose ‘V’-shape tongs are free in a 
little wiggling ranges, and generally the contact areas to the grasped round object are 
four lines or four surfaces with discrete contacts when gripping a round object, which 
is different from dexterous robotic hands whose contact models are assumed to have 
at most one friction contact point for each finger. The calculation of contact forces of 
forging grippers is more complex than multi-fingered hands: for heavy duty grippers, 
the distribution of contact points is changed indefinitely during the operation. But to 
maintain the grasping stability and reliability either for an object grasped by a dexter-
ous robotic hand or for a forged object gripped by a heavy gripper, the force closure 
condition is the same: the force and the torque balancing equilibrium must be satis-
fied. So the research results of dexterous robot hands can be used for reference to 
model the contact forces of heavy forging grippers. 
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Fig. 1. The configuration of the heavy forging gripper mechanism 

3   Modeling of Contact Forces between Tongs and the Forged 
Workpiece 

Fig. 2 shows the simplified model of the large-scale heavy grippers. The coordinate 
system and the locations and orientations of the contact forces are shown in the figure. 
Assume that the system is rigid and continuous contact with friction on the contact 
surface, and the numbers of contact points between the object and the two ‘V’-shape 
tongs are simplified as the four resultant forces with friction point contacts. The grip-
ping model is equivalent to the grasp model as with four robot fingers. However the 
positions of the four contact forces may be changed within the contact area with ex-
ternal disturbance. The sufficient condition of stable gripping to balance the gravity of 
the forged object and external forces is force-closure gripping. The contact forces 
between the gripper and gripped object have the relation to the external wrench, 
which are determined by equilibrium equations as follows [5]. 

WGF =                                                             (1) 

where mRG 36×∈  is the grasp matrix, TT
m

TT ],,,[ 21 FFFF =  is the contact force 

wrench of the grasp, m=4, ∫==
l

i
T

iiii dzzyxfff ),,(),,( 321 PF  is the independent 

wrench intensity vector of contact point i, Pi 
3R∈  is the contact stress vector, W∈

R6 is a 6D external wrench on the object. 
The friction force constraint for each contact point is assumed to conform to Cou-

lomb’s law: 

3
2
2

2
1 iiii fff μ≤+                                                     (2) 

where fi1 and fi2 are the tangential friction forces and fi3 is the normal force at the ith 

contact point, iμ  is the Coulomb friction coefficient. 

According to [2], the friction cone constraints (2) are equivalent to the positive defi-
niteness of P=Blockdiag(P1,…,Pi,…,Pm), where Pi for contact i has the following forms: 
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(a) The distribution of contact stress of gripper 

 
(b) Contact model of the gripping 

Fig. 2. The equivalent contact model for heavy gripper 
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Pi has identical diagonal elements and 0 for the (1,2) and (2,1) elements and can be 
rewritten in the general affine constraint [2]: 

                    q=)(PAvec                                                     (4) 

where 14412×∈ RA , 144R∈q , 1212×∈ RP (m=4), and vec( • ) denotes the vec-

operation. And the linear constraint (1) which is to balance the external force W is also 
easily rewritten in the general form of linear constraint (4). Now define cost function: 

       )()( 1−+=Φ PWPWtrP ip                                             (5) 

where tr() denotes the trace of a matrix, Wp and Wi are two weighting matrices. Ac-
cording to the theorem of linearly constrained gradient flow, the constrained gradient 

flow –grad(Φ(P))=vec( P ) is 
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     )()( 11
pi WPWPQvecPvec −= −−                                 (6) 

where AAAAIAAIQ TT 1)(: −+ −=−=  is the linear projection operator onto the 

tangent space and + denotes the pseudo-inverse. The unconstrained elements of P 
converge exponentially to their unique equilibrium. The recursive algorithm of the 
gradient flow of P is implemented as 

  )()()( 11
1 pkikkkk WPWPQvecPvecPvec −+= −−

+ α                     (7) 

with a suitable step-size kα  and an initial P0 satisfying all constraints. 

4   Calculation of Initial Contact Forces 

Given the desired external force W (including the weight of the forged object and the 
external disturbances) for the gripping, a suitable initial condition for optimization has 
to be found. In BHM [2], their solution is to increase the internal forces until the ini-
tial P0 is inside the friction cones. Wang et al [6] presents a general method to obtain 
the initial grasp forces automatically by adjusting the Lagrange multipliers of the 
normal forces of each contact point. 

Define a resultant force function: 

         FFFJ TT β−=
2
1

                             (8) 

where [ ]TTTT

ki
ββββ ,,,,1=  is a weighting factor vector for the normal forces, 

T
ii ],0,0[ γ=β , iγ  is a constant. Further the contact forces need to balance the exter-

nal force W as shown in equation (1), and the objective function can be formulated as 

   )(
2
1

),( WGFFFFF TT −+−=Φ λβλ                          (9) 

where λ  is Lagrange multipliers. Let the gradients of Φ  on F and λ  equal to zero, 
we obtain 

  
⎩
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0
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GF Tλβ
                                   (10) 

It can be rewritten as a matrix: 
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Then the initial can be calculated as 

       β)( GGIWGF ++ ++=                           (12) 
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where 1)( −+ = TT GGGG  is the generalized inverse of G. Given an initial weighting 

vector 0β  and a constant 0δ , an iterative form k
ii

k
i ββ δ=+1  with 1>iδ  to increase 

the internal forces can be used to calculate Fk+1 until they satisfy the friction cone 
constraints. 

5   Simulation Results 

Now consider a forging manipulator gripping a heavy work piece. The experiment is 
to grip a steel cylinder with 1.915T. The cylinder’s outer diameter is 0.5m and its 
length is 3.957m. Refer to fig.1 and fig.2 (b), the relative design parameters of the 
gripper are listed in table 1. For simulation calculation, the ‘V’-shape tong’s span 
angle is changed from 90º, 100º, 110º, 120º, 130º to 134º respectively. The angle of 
the experimental tongs is designed as 134º. The pushing force P is produced by a 
hydraulic cylinder. Contact forces are formulated when the gripper mechanism grasps 
the 1.915T object by a given gripping force P.  

Now let the forging manipulator with 134º tongs grips the cylinder and keep it in 
horizontal direction and prevent the cylinder from slipping, we will calculate the op-
timal contact forces and gripping force when the gripper rotates a turn, and the cylin-
der won’t slip to the floor in any angle. The initial position (0º) of the joints of the two 
tongs is vertical as show in fig.2 (b). Because the resultant contact point of the four 
contact forces may be changed within L ranges at different angles, first the distribu-
tion of the four resultant contact points must be found, then matrix A of equation (4) 
is calculated, and the initial contact forces F should be represented by form vec(P0), 
and then by iterative algorithm of the gradient flow of P as shown in equation (7), the 
optimal contact forces can be found. According to the gripper mechanism and the 
structure of the ‘V’-shape tongs as show in fig.1 and fig.2 respectively, the optimal 
resultant force of the gripping cylinder can be derived.  

Table 1. Design data of the forging gripper 

Symbol Quantity Unit 

R 0.5 m 
L 0.46 m 

Φ 90 100 110 120 130 134 º 
D1 0.24 m 
D2 0.82 m 
S0 0.964 m 
S1 0.42 m 
S2 0.675 m 
Θ1 61 º 
Θ2 2 º 
γ 49 º 
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(a) Tangential friction forces along x-axis 
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(b) Tangential friction forces along y-axis 
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(c) Normal contact forces 

Fig. 3. Simulation results of contact forces during an operation 

Fig.3 is the simulation results of one of the four contact forces when the gripper ro-
tates to different angles. Fig.3 (a)~(c) show the three divisions of the resultant four 
contact forces, and fig.4 is the resultant contact forces onto the tongs and the driving 
force the hydraulic cylinder needs to provide. Where fxi and fyi (i=1~4) are two  
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tangential friction forces of contact points Ci, fzi is the normal forces, PPjcs and PPjcx 
are the reverse contact forces of the upper and lower tongs from the tong to the object, 
PPjc is the composition of upper and lower resultant contact forces, PPjc= 
|PPjcs|+|PPjcx|, and PPower is the driving force exerted by servo hydraulic cylinder. 
From fig.4, we know that when the open direction of the gripper is horizontal (90º), 
the maximum gripping force of the hydraulic cylinder is 3.6×105N, and in vertical 
direction, the needed minimal driving force is 2.15×105N. We have measured the two 
driving forces at these special positions in an actual 3T forging manipulator which 
grips a rigid steel cylinder, keep the object with a small dropping angle, and the re-
sults are 4.2×105N and 2.6×105N respectively. Simulation and experimental results 
are very approximate. It demonstrates that the optimal algorithm is quite effective. 

We are designing and developing a totally numerical controlled forging robot, 
which a force sensor is installed to measure and control the gripping force.  

0 50 100 150 200 250 300 350 400
0

0.5

1

1.5

2

2.5

3

3.5
x 10

5

rotating angle of the gripper

F
or

ce
s(

N
)

forces of gripping and driving
PPjc
PPower
PPjcs
PPjcx

 

Fig. 4. Gripping and driving forces  

 

Fig. 5. Gripping and driving forces with different opening angles of the tong 
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6   Conclusions 

This paper presents a gripping model which considers the resultant force of each con-
tact surface as a contact force with an equivalent friction point. In order to obtain the 
closed-form solutions of contact forces, a three-dimension gripping-contact model is 
formulated based on the assumption of four contact points with friction between the 
V-shape tongs and the forged object. Then the heavy gripping mechanism can be 
simplified as a grasp with N robot fingers including four contact points. A real-time 
optimal algorithm of gripping forces based on BHM is used to calculate the contact 
forces. Contact forces and gripping force at different positions are demonstrated by 
simulation and experimental results. This is a new approach to optimize the gripping 
force in real-time, which is helpful for the optimal design and online control of the 
grippers for large-scale heavy forging manipulators. 
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Performance of Inertia Force Analysis for Spherical 
Bearing Test Stand Mechanism 

Yulin Yang1,2, Xiong Du1,2, Shaoshuai Fan1,2, and Xijuan Guo1,2 

1 National College of Defence Technology, YanShan University 
2 School of Mechanical Engineering, YanShan University,  

066004 Qinhuangdao, P.R. China 
y.yang@ysu.edu.cn, dulaysu2006@hotmail.com 

Abstract. According to inertia matrix, inertia force performance index of 
mechanism is proposed, which used to analyze the effect of size and mass on 
inertia force of mechanism. As an example, 2-RUUS mechanism is analyzed. 
Without considering those secondary components that have little influence on 
inertia force, inertia moment of main components are got, the relationship be-
tween performance of inertia force, size and mass of mechanism is analyzed 
and atlas is got. From the atlas, the reasonable range of size was found out. 

Keywords: 2-RUUS mechanism, influence coefficient matrices, inertia tensor. 

1   Introduction 

In the past few decades, robotic technique has gained more and more attention. Con-
trol precision of robot is still an objective to improve further. So the study of inertial 
force performance of robot becomes a typical problem. Lots of performance indices 
are based on condition number of first-order influence coefficient matrix [1-7]. On the 
basis of the translation and rotation Jacobian matrices, two global performance indi-
ces are proposed in [8]. In literature [9], second influence coefficient matrix had much 
more important influence on acceleration performance of x x x z z4 R R U R−  mecha-
nism. Because inertial force is related to acceleration, it is reasonable to analyze  
dynamic performance based on first-order and second-order influence coefficient 
matrices simultaneously. In recent years, there is lots of development in dynamics 
analysis of robot, but mostly analyzing acceleration according to above presented 
indices, then using Newton-Euler Law or Lagrange Law or other methods to analyze 
dynamics performances. However, the influence of size and mass on the dynamics 
performances are not taken into consideration completely. 

In this paper, inequality of matrix norm between inertia force, size and mass of 
mechanism is given and inertia force global performance index of mechanism is put 
forward. As an example, dynamic performance of 2-RUUS mechanism, which is 
designed to simulate the kinematics of spherical bearing in helicopter swashplate 
mechanism, is analyzed. Then inertia force performance is analyzed and atlases of 
performance indices are got. The results will provide theoretical foundation of size 
optimization and be helpful to analysis and application of parallel mechanisms. 
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2   Global Performance Index of Inertial Force 

From reference [10], acceleration of moving platform can be expressed as 

T H H
q q= +a q H q G q  , (1)

where q  and q  are first derivative and second derivative of generalized coordinate 
6( )∈q R  with respect to time respectively. H

qG  and H
qH  are influence coefficient 

matrices of velocity and acceleration respectively. 
Inertial force vector of moving platform can be expressed as [10] 

0
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where 0
hcI  is the inertial moment tensor matrix that its rank is 3. 0
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In equation (4), ( 1,2,3)i i =G  is ith row of revolving influence coefficient matrix. 

If set  
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Global performance index of inertial force Iτ  used to analyze the effect of size and 

mass on dynamic performance of parallel mechanism can be proposed as  

1
d
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Where 0
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hc
I  is inertia tensor, 
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I
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M
, 0

hs
I  is general mass matrix. 

3   Introduction of 2-RUUS Mechanism 

As shown in Fig. 1, platforms 1 and 2 are fixed on the base, and a fixed frame O-XYZ 
denoted as {B} is created on platform 1. Moving platform III is a complex octagon, 
which can rotate about axes X and Y respectively, center of point P and diameter of 
HG and DK. DK is perpendicular to HG, denoted as DK⊥HG. Besides, there are 
PA1⊥PA2, OC1⊥OC2, and PO is perpendicular to platform 1. There are four universal 
joints connecting with platform 1 at points D, G, K and H, which is used to balance 
weight of mechanism and two horizontal moving joints at points E and F used to 
constraint moving platform rotating about axis Z. The kinematic joints A1, A2, B1 and  
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Fig. 1. 2-RUUS mechanism 

B2 are universal joints, bar A1B1 is connected with electromotor through eccentric 
tray. Electromotor is the driver, depicted as revolute joint R. Considering the spherical 
bearing in the middle of platform III (it is not sketched in Fig. 1), leg I can be ex-
pressed as RUUS branched-chain. Leg II is similar to leg I, thus 2-RUUS mechanism 
is got.  

Inverse solution is used to analyze the connection between input and output.  
Revolute joints C1 and C2 are two inputs, and point P is the output point. Two  
electromotor are two inputs chosen to analyze independently. The coordinate of  
point P is (0,0,H), H is the height between points P and O, α and β are angles that 
platform III rotate about axes X and Y respectively. At initiate configuration, 
PA1⊥PO, point B1 is on line OC1. Lengths of PA1, A1B1 and B1C1 are R, L and  
r respectively. r is the radius of eccentric tray. From Fig. 1, coordinate of points  

in leg I are 2 2
1 [0, ,0]TC R L H r= + − + , 1 [0, cos , sin ]TA R R Hα α= +  and 

1 1 1[0, , ]T
y zB B B= , where B1y and B1z meet the conditions of |A1B1|=L and  

|B1C1|=r. If set 2 2 1/2
11 1( ) ys L H r R A= − + + −  and 2 2 2 2

21 11 1zs r s A L= + + − , 

2 2 2 2 2 2 2
21 1 21 1 1 11 21 11

1 2 2
1 11
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z z z

z
z

s A s A A s s s r
B

A s

− − + −
=

+
, 2 2 2 2

1 1y zB L H R r r B= − + + − −  

are got. The coordinates of every joint in the leg II can get in the same way. 

4   Inertia Tensor Analysis of Mechanism 

As shown in Fig. 2 and Fig. 3, 2-RUUS mechanism is simplified into five major  
components, including branch I, branch II, Platform III, Input units IV and Universal 
joint V.  

Branch I can be divided into three parts, two are composed of 1,2,3 and 4, another 
composed of 5, shown in Fig. 2 (only show half of the branch). A frame OIXIYIZI is  
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Fig. 2. Sketch of sub-component I 

 

Fig. 3. Sketch of Platform III, Input units IV and Universal joint V. Platform III is on the left, 
Input units IV is in the middle, Universal joint V is on the right. 

created on it, its origin is mass center of component 5. 1 is a cuboid, length of a1, width 
of b1, height of c1, mass of m1. 2 is a cuboid, length of a2, width of b2, height of c2, 
mass of m2. 3 is a hollow cylinder, radius of R3, mass of m3, and the distance between 
the center of circle section and the bottom surface of 1 is h3. 4 is a semicircular col-
umn, radius of R4, mass of m4, and the distance between the center of circle section and 
the bottom surface of 1 is h4. 5 is a cylinder, radius of R5, height of h5, mass of m5. 

Based on engineering mechanics, moments of inertia of branch I are got as follows. 
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and 0
I I I I I Ix y x z y zI I I= = = . So, inertia tensor of branch I at any configuration is 

1 1' T
I r I r=I T I T , where 

1rT  is transformation matrix between OIXIYIZI and {B} and 

( , , )I xIxI yIyI zIzII diag I I I= . Similarly, inertia tensor of branch II is 
2 2' T

II r II r=I T I T . 
Inertia tensor of branch II, Platform III, Input unit IV and Universal joint V are, 

3 3' T
III r III r=I T I T , 

1 ' 4 4
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IV r IV r=I T I T , and 
1 5 5' T

V r V r=I T I T  respectively. 

In sum up, inertia tensor matrix and generalized mass matrix are 
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Where [ ]M  is diagonal matrix of M. M is mass of the mechanism. 

5   Inertia Force Performance Analysis of Mechanism 

According to global conditioning index defined in reference [9], acceleration global 
performance indices is analyzed. Set R=10~80 cm (step is 5cm), L=95~210cm (step is 
8cm), r=5~11cm. acceleration global performance indices are got and shown in  
Fig. 4. 

From Fig. 4, acceleration performance of mechanism is much higher when the 
value of L is bigger. Acceleration performance of mechanism is much lower when the 
value of r is bigger and R is smaller. Acceleration performance index increase gradu-
ally until r=9cm from R=10cm to 30cm. From R=10cm to R=20 cm, acceleration 
performance index become much bigger too when r becoming bigger. That is to say, 
r=9 is an inflexion of acceleration performance index of mechanism. 

According to equation (9), inertia force performance is analyzed. Set R=10 ~80 cm, 
L=95~210 cm and r=9 cm, atlas of inertia force performance is go and showed in  
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Fig. 4. Acceleration performance atlas of mechanism 

Fig. 5. From Fig. 5, inertia force performance of mechanism is higher when 
L=185~207 cm and R=65~80 cm. That is to say, inertia force performance is higher 
when the value of L and R are bigger. The results coincide with the results of accel-
eration performance analysis. So, it can be draw a conclusion that it will improve 
dynamic performance of 2-RUUS mechanism by increasing the value of L and R. 
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Fig. 5. Atlas of inertia force performance 

Based on the above analysis, the range of reasonable size is got. In order to vali-
date the defined performance index, a simulation model is created. By analyzing iner-
tia force performance of different parameters, we can choose better sizes. At first, we 
fix on the range of reasonable size among the size that inertia force performance is 
better. Then, we analyze the relationship between inertia force and the radius of leg 
AiBi (30~36cm) when the thickness of the platform is 10cm and 10.8cm in the condi-
tion of L=207 cm and R=80 cm, the result is shown in Fig. 6. 
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Fig. 6. Contrast of inertia force in axes X and Y 
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From Fig. 6, we can know 

(1) The inertia force is increasing with the radius of leg AiBi (i=1, 2), which coincides 
with analysis presented above. 

(2) From two former figures, inertia force at 10.8cm is bigger than at 10cm in the 
same radius of leg AiBi. So inertia force performance of the platform is better when 
the thickness of platform is 10.8cm. 

6   Conclusions 

(1) Inequality relationship between inertia force, size and mass of mechanism is 
given. From the inequality, global inertia force performance index of mechanism is 
defined. The index can be used to analyze the effect of size and mass on dynamic 
performance for any parallel mechanism. 

(2) As an example, inertia force performance of 2-RUUS mechanism is analyzed, and 
atlases of these indices are also given. The better sizes of mechanism can be found 
from the atlases. 

(3) Inertia force of mechanism is analyzed by simulation model. The results are con-
sistent with the results of theoretical analysis. The correctness of theoretical analysis 
and the feasibility of the defined index are verified, which lays a theoretical founda-
tion to optimization design of parallel mechanism. 
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Abstract. An efficient spectral method is developed for reducing the Jacobian 
matrix to its block-triangular form in order to solve the inverse kinematics prob-
lem. Based on the kinematic structure matrix, the problem of reducing the Jaco-
bian matrix to block-triangular form is transformed into reducing the bandwidth 
of the matrix. The second Laplacian eigenvector, associated with the bigraph of 
the structure matrix of the inverse Jacobian, is used to renumber the rows and 
columns of the Jacobian. The rearranged Jacobian can be divided into subsys-
tems immediately according to the entry value of the Fiedler vector. This algo-
rithm is applied in detail to kinematic analysis for a PUMA robot and T3 robot. 
Because of the algebraic nature of spectral algorithm, the algorithm can be im-
plemented in a fairly straightforward manner. 

Keywords: Inverse kinematics, Graph theory, Laplacian matrix, Robot  
analysis. 

1   Introduction 

The Jacobian matrix defines the transformation between the robot’s hand velocity and 
the joint velocity. The relationship that the Jacobian creates can be expressed as: 

  qqJx )(=              (1)

where vector q comprises the joint variables. Vector q of joint velocities, the time 
derivative of vector q, is related to vector x  of end-effector velocities by Jacobian 
matrix ( )J q . 

The Jacobian is a function of the configuration q. The inverse of the Jacobian, J-1, 
may be used to solve the inverse kinematic problem even when only positions and 
orientations are specified. Many methods of solution for this problem have been dis-
cussed over the past 30 years [1-7]. As computational speeds have improved, there 
has been greater expectation that this calculation will be performed online. However, 
inverting the Jacobian is not always an easy task, particularly when this inversion has 
to be done at an online basis [1,3]. 

Determining if a robot may be in a singular configuration during its motion is a 
problem that is of high practical interest. Based on the fact that the robot kinematic 
singularities are not equally important to the behaviour of the manipulator, Martins 
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and Guenther [9] developed a method using digraph techniques, their method is based 
entirely on the structure of the Jacobian and on the reduction of the Jacobian matrix to 
its finest block-triangular form. This form, called hierarchical canonical form, im-
proves the detection of the singularities. However, the block-triangular form is de-
rived from the strong components of the associated digraph, this approach require 
some expertise of directed graph. Otherwise, an important point is if such block-
triangular form is unique when different strategies are employed. 

In this paper a spectral algorithm is presented for solving the ordering and partition-
ing problem of the Jacobian. The given sparse Jacobian matrix is associated to a bi-
graph graph, a particular eigenvector of the Laplacian matrix of the graph is computed 
and its components is used to renumber and partition the vertices of the graph, and 
applying the order of vertices to rearrange the system (1), the hierarchically rear-
ranged linear system can be obtained.  

2   Spectral Methods  

A graph G =(V,E) is defined as a set of vertices or nodes V and a set of edges or 
members E together with a relation of incidence which associates two vertices with 
each edge. 

Let G=(V,E) be a graph with the vertex set V, containing N vertices, and the edge 
set E. The adjacency matrix A= NNija ×][  of the labeled graph G is defined as 

1 if and are adjacent

0 otherwise
i j

ij

n n
a

+⎧
= ⎨
⎩

 

The degree matrix D= NNijd ×][  is a diagonal matrix, where iid is equal to the valency 

of the ith vertex. 
The Laplacian matrix of a graph is defined as L= AD −=×NNijl ][ . Therefore, the 

entries of L are as 

1 if and are adjacent

deg( ) if

0 otherwise

i j

ij i

n n

l n i j

−⎧
⎪= =⎨
⎪
⎩

 

Consider the following eigensolution problem:               

v vλ=L   (2)

where λ and v are the eigenvalue and eigenvector, respectively. L is a semi-positive 
definite matrix, let the eigenvalues of L be ordered Nλλλ ≤≤= 210 .The multi-

plicity of the zero eigenvalue is equal to the number of connected components of the 
graph. If G is connected, then the second smallest eigenvalue 02 >λ . We call an 

eigenvector v2 corresponding to 2λ a second eigenvector. 

The second eigenvalue 2λ , and the corresponding eigenvector v2 have attractive 

properties. Fiedler[10] has investigated various properties of 2λ . This eigenvalue is 
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known as algebraic connectivity of a graph, v2 is also known as the Fiedler vector. 
Several methods exist to find a partition of a graph which minimizes the number of 
edges cut by the Fielder vector [8]. The Fiedler vector also was used for nodal num-
bering to reduce the bandwidth of the matrix in finite element analysis [13,14].  

3   Jacobian Ordering 

In order to obtain the block-triangular form of a generally sparse Jacobian matrix 
more efficiently, a kinematic structure matrix Q was defined as [9]: 

⎥
⎦

⎤
⎢
⎣

⎡
= − 0J

J0
Q 1  

Considering the Eq.(1), the below relation can be got [9]:                  

⎥
⎦

⎤
⎢
⎣

⎡
=⎥

⎦

⎤
⎢
⎣

⎡
q

x
Q

q

x
       (3)

Eq.(3) can also associate with a bipartite graph, the bigraph consists of two distinct 
sets X and Q, and undirected edges which join the vertices in X to those in Q. The set 
X is associated with the rows of the matrix, and the set Q with column. The adjacency 
matrix AQ and Laplacian matrix LQ of the bipartite graph are respectively� 

⎥
⎥
⎥
⎥
⎥

⎦

⎤

⎢
⎢
⎢
⎢
⎢

⎣

⎡

=
−

−

000J

00J0

0J00

J000

A

T

T
1

1
Q = ⎥

⎦

⎤
⎢
⎣

⎡

0Q

Q0
T

 

                                     
⎥
⎥
⎥
⎥
⎥

⎦

⎤

⎢
⎢
⎢
⎢
⎢

⎣

⎡

−
−

−
−

=
−

−

2
T

4
T
1

13

1

D00J

0DJ0

0JD0

J00D

LQ    

where J  and 1−J  are structure matrices of the Jacobian and inverse Jacobian matri-

ces, respectively. Q  is the structure matrix of Q. The structure matrix is the relative 
position in the matrix of the null and non-null elements. The structure matrix can be 
represented by a Boolean matrix simply by changing the non-null elements by the 
number 1 and keeping the null elements as 0. 

In matrix QL , the 1D , 2D , 3D  and 4D  are diagonal matrix, the diagonal element 

of 1D  and 2D is the numbers of non-null elements in each row and column of J  re-

spectively, the diagonal element of 3D  and 4D  is the numbers of non-null elements 

in each row and column of 1−J  respectively.  
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While QL requires the prior knowledge of the structure matrix of the inverse Jaco-

bian 1−J , the knowledge of the exact values of J-1 are not necessary, therefore, the 

structure matrix 1−J can be obtained without the symbolic inversion of J. There are 

several methods to obtain 1−J  either using the graphical interpretation of the determi-

nant or, numerically, by inverting a series of matrices whose incidency matrix is J  [9]. 
Permuting row 1 and row 3, column 1 with 3 in QL , we can get 

QL
~

=
⎥
⎥
⎦

⎤

⎢
⎢
⎣

⎡
−

J

J

L0

0L'
1  

where ⎥
⎦

⎤
⎢
⎣

⎡

−
−

=
2

T
1

DJ

JD
L J   and 

⎥
⎥
⎦

⎤

⎢
⎢
⎣

⎡

−
−=′

−

−
−

31

T
14

1 DJ

JD
L J  . 

JL  is a Laplacian matrix associated with matrix J, 
1−

′JL is a Laplacian matrix re-

lated to J-1 which permuted rows or columns. According to the property of eigenprob-

lems, the eigenvalues of QL  are identical with QL
~

. On the other hand, because QL
~

 

is diagonal block matrix, the spectra of QL
~

 can be computed from the spectrum of 

the diagonal blocks JL  and 
1−

′JL .  

If the adjacency matrix QA  or Laplacian matrix QL has the minimum bandwidth, 

the matrix Q  should have lower block-triangular form. Therefore, the problem of 
reducing the Jacobian matrix to block-triangular form is transformed into reorder the 
vertices of a bipartite graph to obtain the minimum bandwidth of its adjacency matrix. 
The algorithm to reduce the bandwidth of matrix can be employed to obtain the 
block-triangular form of matrix Q.  

Theory exists to show that spectral partition methods work well on the reduction of 
matrix bandwidth [8][12]. Substituting for solving the Fiedler vector of matrix QL , 

we can compute the Fiedler vector of QL
~

 more easily. In this paper, a simplified 

scheme is adopted to rearrange the Jacobian. We use only the entries of the second 

eigenvectors of Laplacian matrix 
1−

′JL , which is one of diagonal blocks of QL
~

. 

Let v2 denote the second eigenvector of Laplacian matrix 
1−

′JL , and assumed the 

largest components of v2 is positive. 
The components of v2 are used to renumber and partition the vertices of the graph 

associated with Jacobian. The following algorithm describes how to obtain the block-
triangular form of the Jacobian matrix. 

(1) Find v2 (1) ( 2 ) ( ) ( )
2 2 2 2[ , , , ]i N Tv v v v= , the second eigenvectors of Laplacian ma-

trix
1−

′JL . 

(2) Order the entries v2 in a descending order. 
(3) Reorder the vertices according to their occurrence in v2 for set X and set Q. 
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(4) Mapping the vertex ordering of the graph into row and column ordering of the 
matrix, and the set X is associated with the rows of the matrix, and the set Q with 
columns. 

(5) If the entries with the same value in v2, i.e. ( ) ( 1) ( )

2 2 2

i i i nv v v+ += = , the vertices 
related to the entries are arranged as a sub-block. Then, the vertices in the same sub-
block are reordered according to the finest block-triangular form. 

(6) Divide Jacobian matrix J into subsystems according to the sub-block in set X. 
The Jacobian matrix is sparse and its sparsity is crucial to all methods which repre-

sent matrices by graphs[8]. Once the row and column are reordered, the canonical 
form of the Jacobian matrix can be obtained.  

4   Computational Results 

4.1   PUMA Robot 

PUMA robots are one of the most studied configurations found in research papers on 
robotics[5]. Fig. 1 shows the PUMA robot, the robot is a serial manipulator with six 
degrees of freedom, all joints are rotative kinematic pairs. Position angles iθ  at the 

rotative joints are shown in Fig.1. Screws $i are aligned with the joint axes and drawn 
as conical arrows. The chosen coordinate system is represented by the triad x, y, z. 
 

 
Fig. 1. A PUMA-type arm in a general configuration  

The Jacobian of a PUMA robot has been obtained in Ref.[5] using screw theory. 
For an example of application of the algorithm to PUMA robot, with the coordinate 
system sketched in Fig.1, the Jacobian matrix is written as Eq.(4), and its correspond-
ing bipartite graph is shown in Fig.2.  
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⎥
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⎥
⎥
⎥
⎥
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⎦
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⎢
⎢
⎢
⎢
⎢
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⎡
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−

=
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0000

000

0110

0100

,
4123

14

323

54423

544

523

hxfs

x

gsfc

sscc

scs

cs

J        (4) 

In which iis θsin= ; )sin( jiijs θθ += ; iic θcos= ; )cos( jiijc θθ += ; and 

14 2 23x gc hc= + ; )( 3
,
41 hgcx +−= ,  f, g, h are the distances shown in Fig.1. 
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Fig. 2. The bipartite graph corresponding to PUMA  

The structure matrix of the Jacobian and the structure of the inverse Jacobian are 
respectively: 

⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥

⎦

⎤

⎢
⎢
⎢
⎢
⎢
⎢
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⎢

⎣

⎡

=
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000001

000011

110001

110110

101001

J             1−J =

⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥

⎦

⎤

⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢

⎣

⎡

011110

111000

111111

111000
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010000

 

We use the proposed algorithm to rearrange the system, where the end-effector screw 

x = $6=
T

654321 ],,,,,[ xxxxxx  is represented in the coordinate system shown in  

Fig. 1, see details in Ref.[5]. 
Using the present algorithm, we have: 

(1) Calculate the Fiedler vector v2 of Laplacian matrix
1−

′JL , the eigenvector is ob-

tained as 2 =v  [0.6592, 0.1552, 0.1552, -0.0292, -0.1497, -0.0082, -0.6592, -0.1458, -

0.0840, 0.1497, -0.0840, 0.0408]T. 
(2) Arranging the entries of v2 in a descending order and renumbering the vertices 

according to their occurrence in v2. The rearranged order of vertices can be obtained 
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according to v2, for set X, the rearranged order is: X1, X2, X3, X6, X4, X5 ,and for set 
Q, the rearranged order is: Q4, Q6, Q3, Q5, Q2, Q1. 

(3) Because )3(
2

)2(
2 vv = =0.1552, the order of X2 and X3 should be determined fur-

ther by the block triangular form. Repeating the above process to Q5 and Q3�Q5 
should be in front of Q3. As a result, the rearranged order corresponding to x  and q  

is: 1x , 3x , 2x , 6x , 4x , 5x  and 4q , 6q , 5q , 3q , 2q , 1q . 

The rearranged from of the Jacobian of Eq.(4) is: 

⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥

⎦

⎤

⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢

⎣

⎡

⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥

⎦

⎤

⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢

⎣

⎡

−
−−

−

−

=

⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥

⎦

⎤

⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢

⎣

⎡

1

2

3

5

6

4

5

4

6

2

3

1

q

q

q

q

q

q

x

fcgs

fsxh

ssc

ccss

sc

x

x

x

x

x

x

14

233

23
'
41

454

23454

235

00000

0000

000

0110

000

0001

=

⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥

⎦

⎤

⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢

⎣

⎡

1

2

3

5

6

4

q

q

q

q

q

q

Ĵ  (5)

Matrix Ĵ  is the hierarchical canonical form of the Jacobian given by Eq.(4). Compar-
ing with Martins and Guenther’s method, the difference between Martins’ result and 
the above result is in the sequence of the row 2 and row3. 

As mentioned above, the second eigenvector of Laplacian matrix can be used to in-
duce a block partitioning of the canonical from of the Jacobian matrix. Following the 

procedures described in Section 3, the matrix Ĵ can be divided into subsystems im-
mediately according to the value of entries of v2 in set X, if the entries of v2 with the 
same value in set X, the vertices are arranged in the same sub-block. Thus the block 

partitioned matrix of Ĵ  is: 
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J  (6)

The matrix Ĵ  has five diagonal blocks whose determinants are 14x , gs3, -h, s5, 1. The 
terms –h and 1 are invariant. Therefore if 14x =0, gs3=0, s5=0, these terms can lead to a 
singularity. 

Once the system is subdivided and the subsystems are ordered, the solution of the 
subsystem can be easily obtained. For example, the subsystem comprised by the rows 
2 and 3 of Eq. (5), we have: 
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The variables 5q and 6q  can be easily expressed as the inversion of the diagonal 

block: 
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In the above process, the canonical block form describes how the variables affect 
one another. 

4.2   T3 Manipulator 

The T3 robot can be found in Refs.[5] and [9]. The Jacobian of this manipulator is 
extracted from Ref.[5]: 
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where 23323 gcfcx += ; 43434 gcfcx += ; 43424 gsfsz += . 

In this example, the solving process is the same as the PUMA Jacobian. For T3 ma-
nipulator we have: 

(1) The Fiedler vector v2 of Laplacian matrix
1−

′JL  is obtained as 2 =v {-0.0576, 

0.9176, -0.1148, -0.0212, -0.1148, -0.0212, -0.2040, -0.0799, -0.0799, 0.1148, -
0.2040, -0.1351}T. 

(2) Arranging the entries of v2 in a descending order and renumbering the vertices 
according to their occurrence in v2, the rearranged order of the vertices is obtained 
initially as：X2, X4, X6, X1, X3, X5 and Q4, Q2, Q3, Q6, Q1, Q5.  

(3) Because there is the entries with the same value in v2, reorder these groups with 
the identical entries, such as X4 and X6 , Q1 and Q5. The final order corresponding to 
x  and q is obtained as: 2x , 6x , 4x , 1x , 3x 5x  and 4q , 2q , 3q , 6q , 5q , 1q . 

The hierarchical canonical from of the Jacobian of Eq.(8) in a linear system form, 
becomes: 
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Compared with Martins’ method [9], the above equation is different in the sequence 
of 6x and 4x , 5q and 1q . 

Since the Jacobian matrix rearranged is a block upper triangular matrix, its deter-
minant is easier to obtain: 

detJ=-fgs3c5(x23+hc234)=- -fgs3c5(fc2+gc23+hc234) 

The singularities of the Jacobian are: x23+hc234=0, c5=0, s3=0. The results indicate that 
the method described will provide a useful addition to existing techniques for the 
singularity analyses of robot. 

5   Concluding Remarks 

The problem of reducing the Jacobian matrix to block-triangular form is transformed 
into reorder the vertices of a bipartite graph. The Fiedler vector of Laplacian matrices 
corresponding to inverse Jacobian matrix are employed in reordering of the Jacobian 
matrix. The Jacobian matrix can be divided into subsystems immediately according to 
the entry value of the Fiedler vector. The proposed method is tested with practical 
examples, the results indicate that there are other alternative of sequence of variables 
compared with Martins’ results [9]. 

The dominant computation in the present method is an eigenvector computation, 
because of its algebraic nature, the algorithm can be implemented in a fairly straight 
forward manner.  
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Workspace Analysis and Parameter Optimization of a Six 
DOF 6-3-3 Parallel Link Machine Tool 

Minghui Zhang and Baohai Zhuo 

College of Mechanical and Electronic Engineering,  
Shandong University of Science and Technology, China 

Abstract. Taking the 6-3-3 parallel mechanism as the researching target and the 
inverse kinematics equation of the mechanism is built. Based on this, the rela-
tionships between the displacement of the slides and the full reachable work-
space are deduced in the mathematic functions. Then boundary curves  of the 
full reachable workspace are obtained by means of the algorithm of mathemati-
cal analysis under the traversed range of the slides, spherical joint fit corner and 
parallel bar interference constraints. And then the projection and section curve 
graphs of work space boundary surfaces are drawn. Finally, the relations be-
tween the full reachable workspace and the structure parameters are simulated, 
and the Genetic Algorithm is used to optimize the structural parameters in order 
to obtain the maximal workspace volume. 

1   Introduction 

Since Stewart invented the six freedom parallel machine, many researchers pay close 
attention to the parallel robot. The parallel robot takes advantage of strong carrying 
capacity, minor error, high precision, small turndown radio, excellent dynamic per-
formance and control easily. A parallel link manipulator is considered to be an impor-
tant construction feature of machine tools in the future. However, in comparison with 
serial robot, the workspace of parallel robot is small to be affected by the constraint of 
kinematic pair, the links interference, singularity, the pose error and so on. The work-
space is important performance index to evaluate the robot. It is meaningful to study 
the relation between the structure parameter and the workspace, in order to obtain the 
bigger workspace volume by optimal design. The research work about the workspace 
mainly include the workspace analysis of six freedom parallel mechanism[2,3,4] and 
parameter optimization based on workspace analysis[5,6]. The full reachable work-
space of a six DOF 6-3-3 parallel link machine tool can hardly solve with traditional 
search algorithm[7], so the workspace analysis mainly focused on the reachable 
workspace with fixed pose of the moving platform in the past references. However, 
the volume of the full reachable workspace is usually greater than of the fixed pose 
workspace, even singular configuration of the machine is avoided by adjusting the 
moving platform pose[8]. Thus taking the 6-3-3 parallel mechanism for an example, 
an mathematical analysis algorithm is raised in order to obtain the boundary of the 
full reachable workspace and research the relationship between the structure parame-
ters and workspace. And the structure parameters is optimized with targets of the 
maximum workspace. 
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2   Computation of the Full Reachable Workspace 

2.1   The Inverse Kinematics 

In this paper, the construction of a six DOF 6-3-3 parallel link machine is considered 
and is shown in Fig. 1.It is constituted of a fixed base plate and a mobile plate con-
nected by 6 variable-length links. One of the extremities of each link is articulated 
with the base plate through a prismatic joint and the other extremities of each link 
articulated with the mobile plate through a spherical joint. Six moving axes driven by 
six servo motors are included in this system. A fixed coordinate system OXYZ for this 

system is located on the upper base frame. Set 321 ,, aaa and 4a are the distances 

between two moving axes, ],0,,,0,[ 4321 aaaaa −−= . 54321 ,,,, bbbbb and 6b are 

the displacements of the sliders )6,1( =iBi . 

 

 

Fig. 1. The geometrical relationships of the six DOF 6-3-3 parallel link machine tool 

The intersection points of the links and the slides relative to the origin of the fixed 
coordinate system OXYZ are described as follows: 

6,1]0[ == ibaB ii                                   (1) 

Similarly, The expression of intersection points of the links and the moving platform 
relative to the moving coordinate system O1X1Y1Z1 are obtained as follows:  
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R represent the orientation of the moving platform. γβα ,, are the Euler angles. From 
the geometry relationship, the following results are obtained: 
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(3) 

The length of the link is Li, the location of the moving platform is express:  

                        ( )3,11 =+−= iBRPLO iii                            
(4) 

( )6,42 =+−= iBRPLO iii                           (5) 

The relationship between the distance of slides and the space coordinates and the pose 
of the moving platform is solved from the equation of (4) and (5):  

6,5,4,2;3,2,1,1)(

)()(
22

3231

2
2221

2
1211

ijijLaRPRPz

bRPRPyaRPRPx

iiiyixj

iiyixjiiyixj

 

(6) 

2.2   Structure Constraints 

(1) The slides move within a restricted range because of the limits of the real structure 
and driving motors. The maximum distance and the minimum distance of slides are 
bmax, bmin, then the displacement of sliders should satisfy with the expression as  
follows: 

00 minmax ≥−≥− bbbb ii                                        (7) 

(2) iθ is the conically angle of sphere pair of the links and the fixed platform, 
)/arccos( iizi lP=θ , '

iθ  is the conically angle of sphere pair of the links and the 
moving platform，then )/arccos('

iii lln ⋅=θ ，n  is the unit normal vector of the 
moving platform. The rotation angle of the sphere pair is described as: 

00 '
maxmax ≥−≥− ii θθθθ                      (8) 
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(3) Interference detection among the links. Because each link have some physical size 
in the mechanism, the links could produce an interference when the mechanism 
moves. The direction vector of adjacent links is ii PB 、 11 ++ ii PB ,their common nor-
mal length is  id , the vertical position vector between the common normal line and 
the two links is 1, +ii cc , then 

11

111 )()(

++

+++

×
−⋅×

=
iiii

iiiiii
i PBPB

ccPBPB
d  

The cross section diameter of the link is D , the conditions of no interference as  
follows:  

6,1, =≥ iDdi                         (9) 

2.3   The Relationship between the Slide Displacement and the Full Reachable 
Workspace 

The definition of the full reachable workspace is a set which containing every position 
that the moving platform can arrive. It is closely related to the moving platform shape, 
volume and loads. Firstly, the full reachable workspace of  the reference point O1 is 
researched in this paper. The movement of the platform is decomposed with the three 
resolving motions and three translation, the equation about the slider displacement 
and the motion parameters is obtained basis of the formula(6). According to this, the 
limit moving range of the platform can be found. The relation of the slide displace-
ment and Z direction of the moving platform is set up, by now,X1=0, Y1=0, i=1, 2, 3; 
X2=0, Y2=0, i=4, 5, 6, the rotation angle is 0.Acording to the formula(6),zi is  
described as follows: 

6,2,1))(**2( 2222 iaPPbPblsqrtz iixiyiiyiii
. . .

  
(10) 

Let ],[ maxmin zzza ，the search space is divided into lots along Z axis, a polar 

coordinate system is set up on the parallel Xa Ya plane, the angle between a polar 
diameter and the positive half of the x-axis is a polar angle φ . Thus the relations of a 

polar diameter ρ and the slide displacement can be obtained as follows: 

0

2coscossinsinb2
222

22
i

2

iaiix

iyiiyiiixiy

LzaP

PbPbaPP

 (11) 

When the moving platform revolves around Xa axis, the relations of the slide dis-
placement and the rotation angle  can be obtained as follows:  

( ) 0cos2sin2 2222 =−+++++− iiixaiyiyiaiyi LaPZPPbZPb αα     (12) 
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When the moving platform revolves around Ya axis, the relations of the slide dis-
placement and the rotation angle  can be obtained as follows:  

02cos2sin2 2222 =−+++++− iiiyiaixixiaixi LaPbZPPaZPb ββ
 

(13)

When the moving platform revolves around Za axis, the relations of the slide dis-
placement and the rotation angle  can be obtained as follows:  

( ) ( ) 0cos2sin-2 2222 =−+++++− iixaiyixiiyiiyiixii LPZPPaPbPaPbb γγ
 

(14) 

3   Mathematical Analysis Algorithm and Example 

3.1   Mathematical Analysis Algorithm 

Firstly, the partial derivatives of the formula (11) is calculated, let its  partial deriva-

tives 0=
∂
∂

ib

ρ
,the extreme points of the polar diameter is obtained ],[ maxmin ii ρρ . 

Let ]min[],max[ maxmaxminmin ii ρρρρ == , the workspace boundary content 

with restrains is obtained. Because the points on the workspace boundary must satisfy 
the maximum constraints, the formula（8），（9）will turn equality, the length of 
the polar diameter is solved. Comparing the former polar diameter, if it is in the range 

of ],[ maxmin ii ρρ , the workspace boundary is obtained,if it is out the range of 

],[ maxmin ii ρρ , the pose angle which is greatest influence factor to the slider dis-

placement is found by means of the formula(12), (13) and (14), based on the angle 
value, the polar diameter is computed according to the formula (6). 

3.2   Example Analysis 

The structure parameters of the 6-3-3 parallel mechanism is given in the table 1. The 
range of the slide displacement is ]700,100[=b . The maximum conically angle of 

sphere pair is 65max =θ . The range of rotation angle around x, y, z axis 

is 1010 ≤≤− α ， 1010 ≤≤− β , 1010 ≤≤− γ 。 

Table 1. The structure parameters of the 6-3-3 parallel mechanism      unit：mm 

a1=250 a2=250 a3=250 a4=250 d=160 h=20 

L1=684.18 L2=630.76 L3=684.18 L4=714.40 L5=657.57 L6=714.40 
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      (a) Projection in the XY plane                        (b) Projection in the XZ plane 

          

 

         (c) Projection in the YZ plane 

Fig. 2. The full reachable workspace of the platform whenthe upper platform’s attitudes change 
random 

4   Conclusion 

1. An mathematical analysis algorithm is raised in order to obtain the boundary of the full 
reachable workspace based on the theoretical analysis and formula derivation. This 
method takes advantage of a high calculation precision and fast in speed of operation. At 
the same time, the difficult problem which the traditional search algorithm can hardly 
give the full reachable workspace of a six DOF 6-3-3 parallel link machine tool is solved. 

2. Because the volume of the full reachable workspace is usually greater than of the 
fixed pose workspace, the performance of the parallel robot is proved. The method in 
this paper can be used to other parallel mechanisms 
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Abstract. A walking robot is considered. For leg lightness it is suggested in 
some cases to miniaturize its cross section. At that buckling of the leg rectilin-
ear form is possible under dead weight. To keep the rectilinear form it is pro-
posed to place a vibroexciter for vertical oscillations in the bottom of the leg. It 
results in parametrical oscillations which make onset for effect of vibrational 
stabilization of the rectilinear form. This effect can be treated as an increase of 
flexural stiffness of the flexible rod. Scheme of the leg’s model in the form of 
flexible rod with distributed mass and concentrated mass at its free end is  
developed. Taking into account finite rotations of its sections we derive the 
equation of oscillations for the rod. It is shown that the effect of rectilinear form 
stabilization occurs under certain magnitudes of vibration frequency and ampli-
tude. Stability conditions for obtained solutions are analyzed. 

Keywords: Walking robot, robot’s leg, elastic rod, vibrational stabilization, vi-
broexciter, parametric oscillations, mathematical modeling, stability domains. 

1   Introduction 

It is well known that walking robots are characterized by low velocity and high en-
ergy expenses [1]. This is largely due to the fact that drives of such robots have to 
work in two considerably different regimes: 1) displacement of a heavy body of the 
robot; 2) displacement of the robot's legs.  

Naturally, setting up of a drive is made for the most difficult of the regimes - the 
regime of movement of the robot’s body. As a result, the movement of the legs of the 
robot is far from the optimum mode resulting in underutilization of the capacity of the 
motor. The developed earlier in IAI CSIC (Spain) Dual SMART Drive [2, 3] allows 
to solve in part the problem of increasing the speed of walking machines by allowing 
independent optimal configuration at using motions with two different masses (Fig. 1). 
This allows to increase several times the speed of the robot’s legs movement. Further 
increase in speed of robot’s legs is not limited by capacity of the drive, but is limited 
by the dynamic properties of the robot itself. 
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Thus, to obtain high-speed movement of the robot it is necessary to have high ac-
celerations (positive at acceleration and negative when braking). This brings about the 
considerable forces of inertia, which can cause a rollover of legged walking robot. As 
the forces of inertia are proportional to the mass to be displaced of the leg of the ro-
bot, the only way to  increase further the speed of movement of the legs of the robot is 
to reduce the mass to be displaced. 
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Fig. 1. Prototype of DUAL SMART drive 

Reducing the mass of the legs of the robot leads to a reduction in their stiffness 
and, consequently, to appearance of deformation under the influence of robot’s body 
weight as well as an interruption of the normal mode of operation.  

The same problem - the need to reduce the mass of the legs of the robot – appears 
in case of jumping robots. Thus, in self-resonance jumping robots case with the ten-
sion or compression springs (Fig. 2, 3), the forces of inertia are compensated by pas-
sive spring, and the motor serves only to compensate for the losses of energy [4-9]. 
Reducing these losses results in significant reduces of the motor power or increase of 
the height of the robot's jump. 
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rope   
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Fig. 2. Hopping robot with a compression spring Fig. 3. Hopping robot with extension spring 
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Significant energy losses occur at the time of inelastic impact of the robot leg upon 
the supporting surface and at the moment of inelastic impact of mechanical stop block 
of movement of the leg and body of the robot. These losses can be substantially re-
duced by reducing the mass of the leg. However, in this case the rigidity of the legs of 
the robot is reduced, leading to its deformation and disturbance of the normal mode of 
operation of the robot. 

In static conditions (especially at the point of contact with surface) the vertical axis 
of the leg may bend under gravity (and force of moving space). To keep the rectilin-
ear form of leg’s axis it is supposed to place vibroexciter for vertical oscillations at 
the bottom part of the leg. Such kind of excitation leads to parametric oscillations of 
the leg. Due to them the effect of vibrational stabilization of the rectilinear form of a 
flexible rod can be achieved under certain conditions [10 - 12]. On the other hand the 
effect can be treated as increasing of bending stiffness of the rod.  

In this paper, we study a possibility of the use of additional drive, which generates 
high-frequency parametric oscillation of the leg with small amplitude, to prevent 
deformation of the flexible leg of the robot with distributed and concentrated masses.  

2   Model Description 

Scheme example of a jumping robot with the leg 2 realized as flexible elastic rod is 
represented in the Fig. 4. Robot’s elements which provide its vertical displacement 
(jump) are modeled by perfectly rigid body 1. Of course, for more complete model 
description it is desirable to take into account the elastic suspension of bumping drive 
elements. In the paper [13] it was shown that this accounting gives slightly more 
precise results but does not lead to additional effects qualitatively. Therefore, for 
simplification we neglect the influence of additional elastic suspended masses. In the 
base of the robot’s leg a vibrator 3 is mounted. It excites high frequency oscillations 
of the robot’s leg. It is possible to make this drive like motor with disbalance, pie-
zocrystal or electromagnet.  
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Fig. 4. Scheme of robot’s leg with a 
vibrator 

Fig. 5. Scheme of the model of the rod (a) and  
scheme forces applied to the rod’s element (b) 



716 G. Panovko, E. Myalo, and T. Akinfiev 

 

For simulation and estimation of excitation parameters, under which the effect of the 
robot’s leg straightening (the effect of flexural hardening) is reached, let’s consider the 
cantilevered rectilinear uniform elastic rod (Bernoulli-Euler’s beam) with constant cross 
section. The perfectly rigid body with mass M is fixed at another end of the rod. The 
rod’s axis is nonstretchable. For estimation of amplitudes of lateral oscillations finite 
rotations of rod’s section are taken into account. Material internal damping is described 
by Fought model; external friction is proportional to absolute velocity.  

At the unstrained position the rod’s axis coincides with the vertical axis x of the 
rectangular coordinate system xOy with origin placed in the rigid support of the rod 
(Fig. 5, а). In the absence of external forces the flexible rectilinear rod buckles under 
gravity force of the concentrated mass Mg and uniformly distributed gravity force 
mgL, and its axis bends (Fig. 5, а) (m - mass of rod length unit, L - length of the rod, g 
- gravity acceleration). This rod is called as supercritical one [10, 12].  

In general case in dependence of vibrational excitation a periodical force 
tPP ωcos0= ( 0P  - force amplitude, ω - frequency), that is force excitation, or verti-

cal movement tbtU ωcos)( = ( b  - amplitude of oscillations), that is kinematic excita-

tion, can be applied to the base of the rod.  

3   Differential Equation of Parametric Oscillations of the Rod  

Motion of the arbitrary cross section of the rod is described in the moving coordinate 
system x0y with origin placed in the rigid support of the rod (Fig.5, а). Actual coordi-
nate S of the rod’s section is count off from the base. Forces and moments acting on 
the rod’s element are shown in the Fig. 5, b. Mz 

is bending moment, Q and N are 
transversal and longitudinal forces correspondingly, q is total distributed external 
axial load produced by gravity and forces of moving space, qd  is distributed force of 
external damping proportionate to the absolute velocity of the rod’s element. 

For the Bernoulli-Euler rod the internal bending moment with internal damping is 
described by the expression [14]: 

( ) ( ) ( ) ( ) ( ) ( )St
S

St
St

t

St
dStEIStM z ,

,
,,

,
,, 1 ϑϑκκκ ′=

∂
∂=⎥⎦

⎤
⎢⎣
⎡

∂
∂+= , (1)

E - elastic modulus, I - moment of inertia of a section, ( )St,κ  - rod’s curvature, ϑ  - 

rod’s axis angle of rotation relative to the vertical, d1 - the internal damping coefficient. 
Positive direction of the vertical displacement u of rod’s sections is deflection 

against axis x. Positive direction of the bending ν  coincides with the direction of y 
axis. From the definition of the rod’s axis angle of rotation it is follows: 

ϑϑν cos1,sin −=′=′ u  

In the issue the expression for rod’s axis curvature κ  in dependence of the  
bendingν :    

( ) ( )( ) ( )210211 242212 νννννννϑκ ′+′′≈′+′+′′=′−′′=′=
−

. (2)
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Axial deflection u can be expressed in terms of lateral deflectionν :  

( )∫ ∫ ′≈′−−=
S S

dSdSSu
0 0

2212

2

1
1 νν . (3)

At this point it is considered that   0
0

==S
u , 22

2

1
sin11 νϑ ′≈−−=′u .   

Eq. (1) for bending moment taking into account Eq. (2): 
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Equation for the moments balance is given by: 

0=+′ QdSdSM z . (5)

Whence expression for lateral force taking into account Eq. (4): 
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In case of force excitation rod motion is considered in the absolute coordinate system. 
In the case of kinematic excitation motion of the rod’s element is considered in the 
relative coordinate system and following calculations have general character. There-
fore, we consider indeed the case below.  

In the relative coordinate system it is necessary to take into account inertia forces 
from translational frame motion along axis x . Then total external axial distributed 
load (direction against axis x , Fig. 5, b)   

( )[ ]( ) ( )[ ]( )tbgSSMmUgSSMmtq MMe ωωδδ cos)( 2−−+=+−+= , (7)

MS  is the position of mass fixation and for the case  considered  LSM = , )( MSS −δ  

is  delta-function. 
External friction proportionate to the absolute velocity V (linear viscous model) 

results in the additional distributed force,  

Vq dd −= ,          ( ) ( )jiV tvtutb ∂∂+∂∂+−= ωω sin , (8)

d is external damping coefficient, { }ji,  are unit vectors of the coordinate system 

axes { }yx, . x and y projections of the external friction force vector  are given by: 

( ) ( )tvdqtutbdq dydx ∂∂−=∂∂+= ;sinωω . (9)
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Equilibrium equation for the differential rod’s element for x and y projections: 
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Inextensibility condition imposed on rod axis limits the axial deflections u. Thus, the 
first equation of the system (10) allows to determine normal force N. From Eq.(10) 
after required transformation it is possible to obtain the equation which describes 
third-order infinitesimal (relative to lateral deflections) nonlinear lateral oscillations 
of the vertical cantilevered rod mounted on the vibrating base with nonstretchable 
axis under gravity.  
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For subsequent analysis let us reduce Eq. (11) to dimensionless form using dimen-
sionless parameters: 

m

EI

L

t
2

=τ - time, 
L

S=ζ - angular position,  
h

v=ξ - lateral deflection, (12)

h is characteristic scale, which magnitude is chosen to fulfill the conditions for infini-
tesimal parameter ε  introduced below (for example,  h  is rod diameter). 

With such parameters Eq. (11) becomes dimensionless: 
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Following are non-dimensional complexes: 
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4   Solution of Equation for Parametric Rod’s Oscillation 

Solution ( )τζξ ,  of the equation (13) is given by multimodal approximation: 

( ) ∑≈
n

i
iiq )()(, ζϕττζξ , (15)

where )(τiq are amplitude functions, )(ζϕ i  are continuous and four times 

differentiable coordinate functions satisfying to boundary conditions:  

0,0:1;0,0:0 =′′′=′′==′== ξξζξξζ . (16)

Consider linearized Eq. (13) for determination of stability domains of the rod vertical 
position. After substitution of the Eq. (15) into the linearized Eq. (13) and posterior 
orthogonalizaiton with coordinate functions )(ζϕ i  in the range [ ]1,0∈ζ   we deduce 

system of n ordinary differential equations for amplitude functions ( )τiq . 

As coordinate functions, forms of rod transverse oscillations, determining from 

equation 04 =− ϕαϕ IV  and respective boundary conditions (16), are taken.  Solution 
of the eigen modes problem of the cantilever rod is produced with help of Krylov’s 
functions [14].  

For determination of stability domains for vertical rectilinear form of the rod’s axis 
the linearized system of equations regarding to amplitude functions ( )τiq  is considered. 

Parameters domain under investigation is limited by third frequency of the main para-
metric resonance (n=6). Two-parameter domains, where stabilization of rectilinear form 
of the rod’s axis is possible, were obtained as the result of numeric simulation. Stability 
analysis is carried out according to Floquet - Lyapunov’s theory [15]. As a stability 

criterion it is taken inequality nii 2,1,1max =<μ , where iμ are multipliers. 

Amplitude – frequency of excitation parameter domain ( )Ω,β  corresponding to 

similar behavior of multipliers for flexibility parameter 8=γ is shown in Fig. 6, a 
(white regions – stable state).  In Fig. 6, b amplitude – frequency of excitation pa-
rameter domain ( )Ω,β  is shown for flexibility parameter 10=γ . Low boundary of 

stability domain (Fig. 6, a – black curve), satisfies the next inequality [10]: 

( )
J

crit
crit

γγβ −
Ω

=
21 ,      ( )∫ −′−=

1

0

2
1 1)( ζζϕ dJ , (17)

critγ - value of flexibility parameter in case the rod buckles in static conditions under 

gravity. 
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 a)  

critβ  

Ω Ω  

 

b)  

Fig. 6. Instability domains for the supercritical rod ( 01,0,0 1 == ψψ ): a - 8=γ , b - 10=γ  

At frequency interval (15, 27) for excitation amplitude 25,0=β  one can see  
(Fig. 6) unstable values of trivial solution; it corresponds to subresonance at excitation 
frequency 22=Ωsub . At frequency interval (25, 80) - second main appears parametric 

resonance at 442 =Ω=Ω sub .  

Increase of flexibility parameter γ  makes instability domains wider. It can be seen 

from comparison between Fig. 6, a and Fig. 6, b. Analysis shows that linear damping 
increases stability domains.  
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Fig. 7. Oscillating proccess for the rod: 1 – without friction; 2 – with external friction 
)0;05,0( 1 == ψψ ; 3 – with external and internal fricrion )025,0;025,0( 1 == ψψ ; 4 – with 

internal friction )05,0;0( 1 == ψψ  
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For the problem under consideration the most interest represents the process of os-
cillations steadiness for vibrational stabilization of the rod. In Fig. 7 time depending 
curves for different values of external and internal friction coefficients are shown. 

Analysis of the results shows that for the same equivalent value of external and in-
ternal friction coefficients internal friction has more influences on stabilization (proc-
esses 2 and 4, Fig. 7). 

Simulation shows that for the excitation level which is lower than critical critββ <  

stabilization does not take place and the rod oscillates with small amplitude near de-
flected equilibrium position. If the excitation level is high enough ( critββ > ) then the 

rod stabilizes near vertical position. 

5   Conclusion  

Analysis of results shows that for the same coefficients of external and internal fric-
tion the last one exerts more stabilization influence (processes 2 and 4 in the Fig.7) 
Simulation shows that if the excitation level is lower than critical one when stabiliza-
tion does not occur and the rod oscillates near deflected equilibrium position with 
small amplitude. If the excitation level is high enough the rod becomes stabile near 
vertical position. As follows from Eq. (24) the higher excitation frequency the less 
excitation amplitude is required for stabilization. This conclusion allows to recom-
mend piezoelectric vibroexciters as vibrational stabilizer for the walking robot’s 
flexible leg. 
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Abstract. Humanoid robots are extremely complex systems, where a multi-layer
control architecture is necessary to guarantee a stable locomotion. In the lower
layer, joint control has to track as finely as possible references provided by higher
layers. A new approach to precisely control humanoid robot joints is presented in
this paper. It is based on algebraic control techniques and on a model-free control
philosophy. An online black-box identification permit to compensate neglected
or uncertain dynamics, such as, on the one hand, transmission and compliance
nonlinear effects, and on the other hand, network transmission delays.

1 Introduction

1.1 Preliminaries

Each joint of a humanoid robot is subject to complex and varying loads as the robot
moves. These loads are mostly due to the effect of gravity on the robots mass, but also
include centrifugal and Coriolis forces from the robots complex motion. In addition,
joints may become loaded and unloaded as the robot lifts and places its feet. Indeed,
the alternation of support and swinging phases in biped robots are characterized by low
speeds and strong loads for the former, and high speeds and weak loads for the latter.
These different conditions makes the system very sensitive to friction, flexibility and
compliance effects.

Furthermore, joints may have some compliance due to structural stiffness, clear-
ances, and backlashes (cf. [14]). The local compliance at the joint can influence the
system dynamics of the humanoid robot when it walks or performs any motion.

It is then challenging to design controllers that maintain a high level of tracking and
stability performance under the aforehand mentioned range of load conditions. In typi-
cal robotic applications the problem may be addressed by calculating the forward model
of the torques on the joints and appropriately compensating. However, since humanoid
robots are difficult to precisely model, the determination of feedforward dynamics for
model based control can be both a complicated and time consuming process.

Moreover, a belt transmission and a Harmonic Drive reduction are between motor
shaft and joint axis in our specific design (see [18] for further details). As a result, there
may appear control errors due to external torques, internal flexibilities and compliances.
For a precise and robust joint trajectory tracking, the joint angular position measurement
is needed, instead of the classical motor shaft position information.

M. Xie et al. (Eds.): ICIRA 2009, LNAI 5928, pp. 723–732, 2009.
c© Springer-Verlag Berlin Heidelberg 2009
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For this reason, all joints in our RH2 humanoid robot [19] have been conceived
with an additional absolute encoder in the shaft joint output, which will complement
the classical motor incremental encoder (Fig. 1 shows the physical location of these
components).

Fig. 1. RH-2 ankle design

Due to the critical importance of some specific joints, an accurate tracking for flexi-
ble joints is sought, within a context with a wide payload range and uncertain transmis-
sion models.

1.2 Joint Motion Control under Uncertainty

The accurate position control of robot joints has been extensively studied in the last
decades. Thus, many different feedback techniques have achieved good position track-
ing when considering electrically driven rigid robots (cf. e.g. [22]) This task turns out
to be critical in humanoid robots, since the stability margins must be respected as pre-
cisely as possible in a high range of speeds and under very different payload conditions.
However, the transmission systems usually introduce nonlinear dynamics between the
motor output and the real joint. Moreover, it is not easy to obtain a precise model of
these effects, because of the great number of parts that intervene in the transmission.

Some authors (e.g. [12], [23]) have tried to obtain, through careful modeling, an ac-
curate feedforward control which, in turn, allows to follow a desired trajectory with
low-feedback gains. The main problem of this sort of approaches is that they have to
deal with highly cross-coupled non-linear models, where the parameters are not al-
ways identifiable. Thus, several robust/intelligent control approaches (e.g. [3], [11],
[13], [17]) and adaptive control techniques (e.g. [2], [10], [21]) have been proposed
to tackle with an appropriate feedback law the transmission uncertainty problem in
rigid joint tracking. However, not so many efforts (e.g [4]) have been addressed to con-
trol electrically driven flexible-joints under uncertainty. This is because the presence of
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joint flexibility greatly increases the complexity of the system dynamics.1 I In addition,
the hardware architecture imposes absolute encoder information to pass through the
CAN bus before coming back to the motor driver (see Fig. 2). This message round-trip
implies significant delays that make the analysis and control design more complex than
with standard control techniques. Thanks to a novel model-free approach, transmission
friction, uncertainty related to flexible joints and network delays will be fast and prop-
erly compensated. These techniques, initiated in [7], propose an algebraic framework
to deal with fast numerical derivatives estimation, and thereafter, nonlinear model free
control design.

Fig. 2. Global joint control scheme

1.3 Outline

Section 2 will be devoted to detail the system to be controlled. The model used in sim-
ulations will be composed of a DC motor, a Harmonic Drive transmission (modeled as
a friction torque) and a flexible joint which reproduces the humanoid structure compli-
ance. As depicted in figure 2, the outer loop control will be closed via the CAN bus,
whose details in terms of transmission delay will be summarized also in section 2. Since
severe nonlinearities as well as complex time-varying phenomena appear in our system,
an algebraic model-free controller will be implemented. Its main features will be high-
lighted in section 3. To show the advantages of the proposed control strategy, it will be
compared in simulation with two more standard techniques. Section 4 will be devoted to
detail the benchmark and comment the results of this control law comparison. Finally,
some concluding remarks and prospective ideas will be given in section 5.

2 System Model

As presented in Fig. 1 and schematized in Fig. 2, the system to be controlled consist of
a DC motor and an Harmonic Drive transmission system. Furthermore, flexion torques
due to the robot structure compliance, and Coulomb and viscous frictions of the Har-
monic Drive have been taken into account.

1 As it will be detailed in section 2, the consideration of flexibility results in a second-order
dynamics, which, if the motor dynamics is also included, implies that a fifth-order dynamics
should be considered.
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DC Motor. The classical direct current (DC) motor model is considered:

Jmθ̈m(t) = Kt i(t)− τ f r(t)− τ f l(t)

Lm
di(t)

dt
= −Rmi(t)+ Eum(t)−Kbθ̇m(t) (1)

where i denotes the armature current, θm the angular position of the motor shaft, Jm the
rotor inertia, Lm the terminal inductance, Rm the motor terminal resistance, Kb the back
electromotive force constant and Kb the torque constant. E represents the maximum
available voltage, in absolute value, which excites the machine, while um is an input
voltage modulation signal, acting as the ultimate control input, with values restricted to
the closed real set [−1,1]. Friction torque τ f r generated by the Harmonic Drive trans-
mission and flexible torque τ f l due to the structure compliance will be above detailed.

Harmonic Drive Transmission. The model of the reducer can be written as follows
(cf. [1] for more details)

θ̇t =
θ̇m

N
, τt = αmNτm (2)

where θt is the transmission angular position, τt is the transmission at the Harmonic
Drive output, N is the gearbox ratio and αm represents the torque transfer coefficient.

Friction. As for any mechanical systems, frictions are difficult to model and many
works have been published on the subject either with a wide scope (cf. e.g. [23]) or
more focused in Harmonic Drive transmissions (e.g.[1], [5], [12]).

Results from [1] will be used in this work due to the similar biped robot context for
which that study was developed. Consider a velocity θ̇ and load τl dependent friction
force

τ f r = (Fr + μ |τl|) (1 + f1e
−

(
θ̇
θ̇0

)2

)sign(θ̇)+ f2θ̇ + f3θ̇ |θ̇ | (3)

where Fr, μ θ0, f1, f2 and f3 are experimentally obtained constant values.
The static friction is felt at the start but it is not very influent in general working

conditions. Indeed, when the direction of the movement is reversed, the speed is can-
celed without relieving the materials so the Stribeck effect can be neglected ( f1 = 0). In
addition, the quadratic viscous friction effect appears little in the robot transmissions,
therefore the coefficient f3 can be neglected. As a result, the previous friction torque can
be written as τ f r = (Fr + μ |Γ |)sign((θ̇ )+ f2θ . It can be shown (cf. [1]) that a precise
model integrating non symmetrical terms of friction for the two directions of rotation
can be obtained from the previous equation. Thus, the motor τ f rm and joint τ f rt fric-
tion torques (or in other words, the harmonic drive friction model) can be expressed as
follows

τ f rt (θ̇ ) =
Cc1

2
(sign(θ̇t + 1)+

Cc2

2
(sign(θ̇t − 1)+ fcθ̇t (4)

τ f rm(θ̇m) =
Cm1

2
(sign(θ̇m + 1)+

Cm2

2
(sign(θ̇m −1)+ fmθ̇m (5)

with Cc1 and Cc2 terms of Coulomb friction in direct and opposite direction for the
connection of the axis of the leg, Cm1 and Cm2 similar terms for the motor side, and ( ft ,



An Algebraic Approach for Accurate Motion Control of Humanoid Robot Joints 727

fm) transmission and motor viscous friction constants. Finally, if the motor-joint torque
transmission relationship (2) is introduced in (4) and (5), a single expression can be
used to express overall friction effects:

τ f r = ft θ̇m +Ctsign(θ̇m)+ ΔCt (6)

with ft = fm +
fc

αmN2 , Ct =
Cm1 +Cm2

2
+

Cc1 +Cc2

2αmN
and ΔCt =

Cm1 −Cm2

2
+

Cc1 −Cc2

2αmN

Flexible joint. The dynamic effects induced by the structure compliance has been
characterized as a flexible link. In the last years an important effort has been devoted
to modeling and control flexible joints (cf. i.e. [4], [6], [9], or [16]). However, since a
realistic behavior needs complex partial derivative equations, an approximate dynamic
model has been chosen in order to make identification and simulation easier.

Consider the dynamics of the flexible system as follows (cf. [9])

Jl θ̈l + τl− τ f l = 0, τ f l = c(θm −θl) (7)

where Jl the joint inertia, c the joint stiffness constant, τl the load torque, and the τ f l

the flexible torque.
Remark that the torque τ f l , generated by joint flexible dynamics, is here the same

than in equation (1), but with opposite sign.

CAN Bus. As mentioned in the introduction, the absolute encoder located at the out-
put shaft will provide, through a Controller Area Network (CAN) bus, the necessary
information to properly correct the joint reference from a global stabilizer.

As any other networked control system, the plant and the controller are spatially
separated and the control loop is physically closed through the communication net-
work. This wide spread approach in humanoid robotics results in decreased complexity
and cost, easier maintenance and system diagnosis, and higher flexibility. However, the
communication between the controller and the plant in such a way introduces a time
delay into the closed loop system. It is well-known that time delay in a closed control
loop degrades the performance and can lead to instability. Hence, with the aim of con-
sidering a model as realistic as possible, both sensor-controller and controller-sensor
transmission delays ( Tsc and Tcs, respectively) have been taken into account in simula-
tion. Furthermore, the CPU cycle time has been considered as an additional delay Tca

(see Fig. 2).

3 Model-Free Tracking

In order to find out which is the reference angle v(t) for the motor driver to get a bet-
ter tracking at the output shaft, the following black-box closed-loop control scheme is
proposed (cf. [8] for further details).

Take a nonlinear finite-dimensional SISO system

Φ(t,θl , θ̇l , . . . ,θ
(ι)
l ,v, v̇, . . . ,v(κ)) = 0
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Fig. 3. Model-free joint control scheme in the absence of delays

where Φ is a sufficiently smooth function of its arguments. Assume that for some inte-
ger n, 0 < n ≤ ι , ∂Φ

∂θ (n)
l

�≡ 0. The implicit function theorem yields then locally

θ (n)
l = ϒ (t,θl , θ̇l, . . . ,θ

(n−1)
l ,θ (n+1)

l , . . . ,θ (ι)
l ,v, v̇, . . . ,v(κ))

This equation becomes by setting ϒ = F + αv:

θ (n)
l = F + αv (8)

where

– α ∈ R is a constant parameter, which is chosen in such a way that F and αv are of
the same magnitude,

– F is determined thanks to the knowledge of u, α , and of the estimate of θ (n)
l . It

plays the role of a nonlinear back-box identifier.

Remark 1. This approach obviously necessitates robust derivatives estimation of noisy
signals. A very powerful technique developed in [15] will be used.

If the simplest case is considered (n = 1), the desired behavior is obtained with the
following controller

v =
1
α

(
θ̇d −F

)
+ KPe+ KI

∫
edt + KD

de
dt

(9)

where θd is a the reference trajectory coming from humanoid stabilizing control and
inverse kinematics, e = θl −θd is the tracking error, and KP , KI , KD ∈ R are suitable
gains.

4 A Control Law Comparison

In order to show the efficiency of the proposed model-free tracking control, 3 differ-
ent control algorithms will be compared. The joint output shaft will have to track a
sinusoidal signal θd(t), whose frequency (5 Hz) is approximately equivalent to a 0.2
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m·s−1 walking motion. Even if support and swinging phases are completely different
in terms of loads and joint speeds, a relatively high frequency (15 Hz) and high ampli-
tude (25Nm) sinusoidal load τl(t) is considered all along the simulation. As a result, the
control robustness to load variations can be evaluated under different situations.

All three strategies will be simulated on the above presented model (equations (1),
(6), (7)), with the parameter values summarized in table 1. These data come from a
RE35-150W Maxon DC motor, friction parameters suggested in [1], and inertial and
stiffness parameters based on approximate structure mass distribution and compliance
around critical joints (cf. [18] or [19]). Besides, since CAN bus has a limited bandwidth
(1 MB·s−1), an approximate symmetric round trip time delay of 4 ms is considered (i.e
Tsc = 2 ms, Tca = 2 ms). Additionally, the computer cycle time to generate joint set-
points is fixed at 2 ms. Finally, the absolute encoder is supposed to provide a perturbed
signal, where the perturbation is modeled as an additive white Gaussian noise whose
probability distribution is N (0,σ), σ = 5 ·10−5

Table 1. Nominal values of the system

Parameter Value
Motor terminal resistance (Rm) 4.75 Ω
Terminal inductance (Lm) 1.29 ·10−3 H
Back EMF Constant (Kb) 0.0235 Vs/Rad
Torque Constant (Kt) 0.0758 Nm/A
Rotor Inertia (Jm) 6.52 ·10−6 Kgm2

Joint stiffness (c) 200 Nm/rad
Global Coulomb friction (Ct ) 0.203 Nm
Difference of Coulomb friction back on driving axis (ΔCt ) −0.0025 Nm
Joint inertia (Jt) 0.3 Kgm2

Global viscous friction ( ft ) 6.5 ·10−3 Nms/rad
Transmission ratio (N) 100

Standard PID control. The simplest control strategy that can be imagined in a robotic
system is the one that control each joint axis as a SISO system in a decentralized way.
Thus, coupling effects between joints due to varying configurations during motion are
treated as disturbance inputs. Therefore, the structure of any controller should achieve
an effective rejection of different disturbances appearing on the output shaft. Such con-
straint suggest the use of, on the one hand, an efficient feedforward control, and on the
other hand, an integral action over the tracking error.

In this connection, [20] proposes the following position based controller2:

u(t) = u f f (t)+ KPieθm(t)+ KIi

∫
eθm(t)dt + KDi

deθm

dt
, (10)

2 This approach is equivalent to a position-velocity feedback (cf.[20] for further details) which
is usually implemented on DC motor drivers.
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where u f f (t) = Kbθ̇d(t −Tca)+
RmJm

Kt
θ̈d(t −Tca) is the feedforward control, eθm(t) =

θm(t − Tca)− θd(t − Tca) the angular position tracking error and KPi = Rm, KIi = ω2
n

and KDi = 2ηωn suitable PID gains. Note that these control parameters are optimally
chosen (cf. [20]) in terms of the inner loop natural frequency ωn and damping ratio η .

Remark 2. All continuous-time operators
∫

dt and
d
dt

are implemented on discrete time

using its respective z-transforms.

High Level PID (HL-PID) control. An outer PID control loop will generate appropri-
ate set points for inner loop described above with absolute encoder information. Thus,
the system governed by equations (1), (6), (7) and (10) can be controlled by modifying
the position reference, or in other words, by adding a new control variable v(t). This
outer control variable will have in this case the classical PID form

v(t) = KPo eθl (t)+ KIo

∫
eθl (t)dt + KDo

deθl (t)
dt

, eθl (t) = θl(t −Tsc −Tca)−θd(t −Tca)

Model free control. HL-PID control will be here slightly modified to obtain an i-PID
as in (9):

v(tk) =
1
α

(
θ̇d(tk)−F(tk)

)
+ KPeθl (tk)+ KI

∫
eθl (tk)dt + KD

deθl (tk)
dt

,

F(tk) = ˆ̇θl(tk)−αv(tk−1)

Simulation results. Control parameters have been chosen with the aim of minimizing
the mean tracking error. To achieve such a task, the Matlab function fmincon (based on
Sequential Quadratic Programming) has been applied to each control scheme.

Figure 4 shows simulation results for the above 3 approaches, from which several
conclusions can be highlighted:

– Tracking quality of model-free algebraic control (i-PID) is considerably better than
with the two other approaches.

– High level PID (HL-PID) control and no absolute encoder based control provide
very similar tracking behavior (in terms of maximum and mean error). This sur-
prising phenomenon (HL-PID should a priori improve tracking performance) is
mainly due to the feedback network delays (which do not exist in standard PID
control). On the contrary, i-PID satisfactory compensates these delays thanks to the
ultra-local black-box identification.

– As a result of the previous statement, control action is much more jerky with HL-
PID than with standard PID. In any case, i-PID always provide softer control ac-
tions than the 2 other techniques.
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Fig. 4. (a) Position comparison (b) Position error comparison (c) Control action comparison

5 Concluding Remarks

A new approach to precisely control humanoid robot joint has been presented. It is
based on model-free algebraic control techniques, which are able to compensate not
only transmission and compliance nonlinear effects, but also CAN bus transmission
delays. The promising preliminary results shown in this paper will be pursued, on the
one hand, to develop a systematic tuning procedure for i-PID and, on the other hand,
to deeply analyze robustness to delays and friction/flexion parameters. In that respect,
friction losses due the belt-pulley system will have to be considered in this study. Fur-
thermore, since some undesired transient responses still remains around zero-velocity
zones, an eventual feedforward friction model will be studied. Finally, an experimental
validation with more realistic trajectories and loads will be soon implemented.
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19. Pérez, C., Pierro, P., Martı́nez de la Casa, S., Pabón, L., Arbulú, M., Balaguer, C.: RH-2 an
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Abstract. Chewing robots are designed to mimic human mastication
process . Dynamic force and position control is needed for the robot to
produce the chewing force and the trajectory typical for the foods being
chewed. The controller design is challenging due to the complexity of the
dynamic model of the robot which is normally in a parallel structure. In
this paper, a simplified joint space based impedance control scheme is
proposed for a 6RSS chewing robot. The special features of the kinematic,
force and dynamic models of the robot are explored for the controller
design. The effectiveness of the proposed approach is proved.

1 Introduction

To assess a food’s property, it has to be chewed before any analysis and con-
clusion can be made. It is laborious, tedious and time consuming for a person
to do that [1][2]. Several chewing robots which are able to mimic the human
mastication behavior have been developed. One such a robot named WJ-3 is
presented in [3]. It has nine artificial muscle actuators combined with various
position, speed and force sensors. It can achieve three degrees of freedom motion
and force control at each actuator. It cannot move in six degrees of freedom as
found in a normal chewing process. The system looks clumsy and the controller
is complex. Another chewing robot named WY-5R is reported in [4]. It has six
degrees of freedom with only two of which being actively controlled. The robot is
driven by linear actuators. The development of a similar robot named JSN/2A
is presented in [4]. Though it can generate the chewing movement for simulation
purpose, which though is not implemented on a real food. A complete position
/force control is not implemented in the above robot systems.

A more dexterous and versatile 6RSS chewing robot has been reported in
[5][6]. With a 6 RSS parallel mechanism, the robot has six degrees of freedom and
is able to generate chewing trajectories required by a real food chewing process.
This paper is intended to address the development of the position and force
control scheme for that robot. There are three main methods for the position
and force control of a robot, namely constrained robot control [7] [8] [9][10][11][12],
hybrid position/force control [13] [14] [15] and impedance control [16] [17]. These
methods were mainly developed for serial robotic manipulators, and cannot be

M. Xie et al. (Eds.): ICIRA 2009, LNAI 5928, pp. 733–743, 2009.
c© Springer-Verlag Berlin Heidelberg 2009
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directly applied in a chewing robot with parallel structure. In this paper, the
special features of the chewing robot concerned make it possible possible to
design the controller in the robot’s joint space, and thus greatly simplifies the
controller design. Considering the contact and non-contact movements of the
robot teeth, impedance control scheme is adopted.

The rest of paper is organized as follows. In Section 2, the kinematic, force
and dynamic model of the chewing robot concerned is given. In Section 3, an
impedance controller is presented. A conclusion of the work is given in Section 4.

2 Kinematic and Force Model

This section deals with the position, velocity and force relations between the
driving units and the mandible during the robot’s chewing process. The picture
of the robot and its schematic are shown in Figures 1 and 2 respectively.

The motion of the robotic jaw is generated by six RSS type linkages, each
of which consists of a driver unit (Di), a crank (Ci) and a coupler link (Li)
(i = 1, 2, . . . 6). The crank is connected to the ground and the coupler through a
revolute joint (R) and a ball-socket joint (S) respectively. The coupler is linked
to the mandible by another ball-socket joint (S). The fixed part at which the
driver unit is installed is called skull or ground.

A simplified schematic of the chewing robot is redrawn in Figure 3 after taking
out physical details of the mechanism. For the ith linkage, its joints are denoted
by gi(R), si(S) and mi(S) respectively. Several Cartesian coordinate frames at
the mandible ({M} := OmXmYmZm), the skull ({S} := OsXsYsZs) and the
joint gi of driving unit ({Di} := giXDiYDiZDi) are set up respectively for the

Fig. 1. Chewing robot [18]
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Fig. 2. Schematic of the chewing robot [18]

system description. The origin of {M} , Om, is at the center of mass of the
mandible and the origin of {S}, Os, can be chosen at any suitable point of the
skull. For the frame {Di}, the axis zDi is along the rotational axis of the driving
unit, XDi is along the vector from gi to si and YDi = ZDi ×XDi. The positions
of the joints with respect to {S} are denoted by rgi, rsi and rmi (i = 1, 2, . . . 6)
respectively. The joint variable (rotational displacement) of the ith driving unit
is denoted by θi. The resulting force caused by chewing is denoted by fm acting
in the frame OmXmYmZm, and the accompanied moment is denoted by τm. The
constraint torque generated at the ith driving unit is denoted by τci.

Note in the following, the vector from a point a to a point b is denoted as ab.
The reference frame in which it is described is indicated by a superscript at its
top left. For example, MOmmi means a vector from Om to mi described in the
frame M . For simplicity and clarification, there is no superscript for a vector
described in the fixed frame S.

2.1 Position Relations

The position (linear and angular) of the mandible in reference to S is represented
by its rotation matrix SRM , and a positional vector r at its center of mass Om.
The matrix SRM consists of three unit vectors of the frame {M}: ux, uy and uz

SRM = [uT
x uT

y uT
z ]T , ‖ux‖ = ‖uy‖ = ‖uz‖ = 1, uT

x uy = uT
x uT

z = uT
y uz = 0(1)

It is obvious that

rmi = r +SRM (θi) MOmmi, i = 1, 2, . . . 6 (2)
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Fig. 3. Schematic for modeling of the chewing robot

rsi = rgi +SRDi
Digisi (3)

simi = rmi − rsi (4)

where SRDi(θi) is the orientation matrix of the frame {Di} in reference to {S}.
It is the function of θi. The vectors rgi, MOmmi and Digisi are determined by
the design parameters of the robot mechanism and are constant in the frames
in which they are described.

For simplicity without ambiguities, the dependence of one variable on other
variables is not shown in its expression if this is clear in the context of the
presentation. For example, SRM (θi) will be simply expressed as SRM .

Due to the constraint
‖simi‖2 = constant (5)

we have

‖r +SRM
MOmmi − rgi −

SRDi
Digisi‖

2

= (r +SRM
MOmmi − rgi −

SRDi
Digisi)T (r +SRM

MOmmi − rgi −
SRDi

Digisi),i = 1, . . . 6

(6)
Given the posture of the mandible, r and SRM , six joint variable θi (i = 1, . . . 6)
are solved directly from the six quadratic equations (6).
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It is much tougher to find r and SRM from θi (i = 1, 2, . . . 6). This is a typical
direct kinematic problem of a parallel robot which has no unique closed form
solution. There are a lot of numerical methods to tackle this problem [19].

2.2 Velocity Relation

To get the velocity relation of the robot, differentiate equation (6) with respect
to time t,

simi
T (ṙ +SṘM

MOmmi − Ci
Digisiθ̇i) = 0, i = 1, 2, . . . 6 (7)

where

Ci =
∂SRDi

∂θi

As SRM is rotation matrix, its derivative with time t is [20] (pp. 71)
SṘM = [ω×] SRM (8)

where ω = [wx wy ωz]T is the angular velocity of the frame {M}, and [ω×] is a
skew symmetric matrix defined as

[ω×] Δ=

⎡
⎣

0 −ωz ωy

wz 0 −ωx

−ωy ωx 0

⎤
⎦ (9)

With definitions in equations (9) and (9) and noting that
SRM

MOmmi = Ommi,

equation (7) is expanded and simplified in a more compact form,

simi
T (ṙ − [Ommi×]ω − Ci

Digisiθ̇i) = 0, i = 1, 2, . . .6 (10)

Defining

Bi = [I3×3 − [Ommi×]T ]T

θ = [θ1 θ2 . . . θ6]T

ẋ = [ṙT ωT ]T

equation (10) which includes six equations for all the linkage, is rewritten as

Jxẋ = Jθ θ̇ (11)

where

Jx =

⎡
⎢⎢⎢⎢⎢⎢⎣

s1m1
T B1

...
simi

T Bi

...
s6m6

T B6

⎤
⎥⎥⎥⎥⎥⎥⎦

, Jθ = diag(simi
T Ci

Digisi), i = 1, 2, . . .6 (12)
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are called Jacobians mapping the velocity input θ̇ to the linear and angular
velocities ẋ of the mandible. In the above, Jθ is expressed in a form diag(xi)
which is a diagonal matrix consisting of the elements xi.

From equation (11), we have

θ̇ = Jẋ (13)

where

J = J−1
θ Jx = diag(

1
simi

T Ci
Digisi

)Jx (14)

is called an overall Jacobian.
From the definition of the definition of Jx (equation (11)) and Bi (equa-

tion(10)), J can be explicitly expressed as the function of the geometric param-
eters of the system.

J = diag(
1

simi
T Ci

Digisi

)

⎡
⎢⎢⎢⎢⎢⎢⎣

s1m1
T − (Omm1 × s1m1)T

...
simi

T − (Ommi × simi)T

...
s6m6

T − (Omm6 × s6m6)T

⎤
⎥⎥⎥⎥⎥⎥⎦

(15)

The validness of the velocity mappings in equations (11) and (13) requires that
Jθ and Jx are of full rank. This is equivalent to

– [simi
T − (Ommi × simi)T ]T are linear independent, and

– simi
T Ci

Digisi �= 0, i, j = 1, 2, . . .6

or , more explicitly,

– both simi and Ommi × simi are linear independent, and
– simi is not perpendicular to Ci

Digisi, i = 1, 2, . . .6

If Jθ and Jx are not of full rank, there are following implications [21],

– when rank(Jq) < 6, the robot is in a so called inverse kinematic singular
configuration where some directions cannot be reached by the mandible, and
thus the degrees of freedom are lost;

– when rank(Jx) < 6, the robot is in a so called direct kinematic singular
configuration where some directions can be achieved without any inputs of
the driving units, and thus the degrees of freedom are gained.

In the following discussion, it is assumed that the full rankness of Jθ and Jx

are kept by proper robot structure design and trajectory planning. In this case,
given the desired position and velocity of the mandible, all the terms in equation
(13) are well defined and the required joint velocity inputs θ̇ can be found.
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2.3 Force Relation

Let τci is the torque of the driving unit of ith linkage required to contribute to
balance the force /moment caused by chewing the foods, and define

τc = [τc1 τc2 . . . τc6] (16)

Let δx and δq are the virtual displacements corresponding to ẋ and q̇ respectively,
and define

f = [fT
m τT

m]T

which represent the chewing force acting at the center of the mass of the mandible.
From the principle of virtual work

τT
c δq = fT δx

As δq = Jδx, we have
(τT

c J − fT )δx = 0

This relation holds for any δx, and accordingly

f = JT τc (17)

From equation (17), f is obtained indirectly through measuring τc, or the input
currents of the driving units which are proportional to τc. This fact is very useful
to overcome the difficulties in the direct measurement of f . For example, it is
not easy to install the force sensor in the narrow space between the mandible
and the skull, or the readings from the force sensor is very noisy.

Assuming that J is a full rank, we have

τc = J−T f (18)

2.4 Dynamic Model

The chewing robot is an example of generic robotic manipulators whose complete
dynamic model has been well studied in 1980s[22][23][24]. Those models are
derived by considering the couplings among all the elements in the system, and
are highly nonlinear and coupled. For a robot system with a high degree of
freedom, they are too computationally intensive to be used in real time.

Considering that the mass of the linkage and crank are negligible compared
to that of the mandible and a high gear ratio gear box is used to link the driving
unit to the crank , the dynamics of the driving unit where the control input is
applied can be decoupled from that of the rest of the system. As a result, the
system dynamic model can be greatly simplified.

Assume the effective moment of inertia of the shaft of the ith driving unit
with respect to the axis ZDi is Ii and the zero friction force at the joint, the
dynamics of the ith driving unit can be simplified to

Iiθ̈i + hi(θ, θ̇) + τci = τi, i = 1, 2 . . .6 (19)
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where Ii is the moment of inertia of the motor, hi(θ, θ̇) is the term related to
the centrifugal force, Corilos force, gravitational force and the force due to the
contact between the linkage and the mandible, τi is the driving torque and τci is
the torque generated by the chewing force f which has been defined in equation
(16).

Combining the dynamics models of all the driving units together, we have

IRθ̈ + hR(θ, θ̇) + J−T f = τ (20)

where IR = diag(I1 I2 . . . I6), hR = diag(h1 h2 . . . h6) and τ = [τ1 τ2 . . . τ6]T .
From equations (13) and (20), we have the dynamic model of the driving unit

as a function of the states of the mandible

IRJẍ + IRJ̇ ẋ + J−T f = τ (21)

which is described in the Cartesian coordinate frame S : OsXsYsZs.
The dynamics of the mandible is described by

Mẍ + hm(x, ẋ) = f, i = 1, 2 . . .6 (22)

where M is the inertia of the mandible, hm(x, ẋ) is the term related to the
centrifugal force, Corilos force, gravitational force and the force acting from the
linkage on the mandible. As it is decoupled from the dynamics of the driving
unit, it will not be used directly in the controller design

The dynamic equations (20) and (21) show that the driving torque τ not only
produces the motion of the robot, but also overcomes the torque caused by the
chewing force f . Through Jacobian JT which is the function of the configuration
of the whole robot system, f is mapped to the joint space of each linkage.
Obviously, this mapping is not decoupled from one linkage to another, though
their dynamic models are decoupled.

3 Controller Design

Before designing the controller, the robot’s desired position and force trajecto-
ries: θd, fd and τcd = J−T fd are obtained from the measurement from a real
chewing process. From the desired position of the robot, its desired velocity and
acceleration θ̇d and θ̈d are also obtained.

We take the same 2nd order impedance model as that in [25], that is

eτc = Mëθ + Dėθ + Keθ (23)

where eτc = τcd − τc = J−T ef , ef = fd − f , ëθ = θ̈d − θ̈, ėθ = θ̇d − θ̇, eθ = θd − θ
and eτc = τcd − τc. Impedance parameters M > 0, D > 0 and K > 0 are all
constant positive definite (p.d.) matrices . Our control objective is to achieve
the desired impedance as defined in equation (23).

Consider the following control input

τ = IR(θ̈d + M−1(Dėθ + Keθ − eτc)) + hR(θ, θ̇) + τc (24)
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Substituting τ into equation (20) gives

MIR(Mëθ + Dėθ + Keθ − eτc) = 0 (25)

As M and IR are positive definite, it follows that

Mëθ + Dėθ + Keθ = eτc = J−T ef (26)

which is the desired impedance.

Remarks
– The chewing force mapped into the robot’s joint space, τc, is obtained

through measuring the chewing force described in the coordinate frame of
the mandible. In practice, the force sensor is normally installed at a location
near or at some distance away from the chewing point. A space transforma-
tion from the sensor frame to the mandible coordinate frame is needed to get
the force f from the sensor reading fs. If this transformation is represented
by the matrix m

sD, then f and fs is related by

f =m
sDfs

– If the chewing force cannot be measured directly and the actuators of the
robot are DC motors, an alternative approach is to get the chewing force
from the readings of the currents of the motors. This method is based on the
fact that the motor torque which include the part to overcome the chewing
force is proportional to the motor current, that is, τi = kti, where kt is the
torque constant of the motor and i is the motor current. From equation (19),
τci can be derived as

τci = kti − Iiθ̈i − hi(θ, θ̇)

In addition to the motor current, position and the velocity, the acceleration of
the motor is also needed to get τci. It can be measured with an accelerometer
or is ignored if its magnitude is small.

4 Conclusion

This paper presents the modeling and impedance control of a chewing robot with
6RSS mechanism. The robot’s kinematic, force and dynamic models are estab-
lished by considering its special features. A joint space based impedance control
scheme is then developed to achieve the position /force control for the robot in
the process of chewing foods or in a free motion. Simulation and experimental
study are undergoing to implement the controller.
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Abstract. This paper presents a decentralized control strategy for a robot 
swarm where each robot tries to form a regular tetrahedron with its three 
neighbors. The proposed method is based on virtual spring. Robots can form 
regular tetrahedron regardless of their initial positions and they require mini-
mum amount of information about their neighbors.  The control strategy is 
made scalable by integrating a neighbor selection procedure so that it can be 
expanded to large swarms easily. In addition, an obstacle avoidance mecha-
nism, based on artificial physics, is also introduced. By utilizing this control 
strategy, basic swarm behaviors such as aggregation, flocking and obstacle 
avoidance are demonstrated through simulations in an unknown three dimen-
sional environment.  

Keywords: Swarm robotics, Swarm Intelligence, Distributed control. 

1   Introduction 

Swarm robotics is a new direction in robotics in which coordination of multiple sim-
ple robots by using basic local interactions is studied. It is inspired by the swarming 
animal behavior from nature [1], [2]. Natural swarms such as ants, termites, and bees 
are capable of complex tasks such as carrying a prey, foraging and flocking. Design 
of individual robots that can achieve a desired collective behavior is still an open 
problem. However, there are numerous swarm behaviors widely studied in literature, 
such as aggregation, flocking, formation, etc. Nowadays, swarm robotics is gaining 
even more attention since it is becoming possible to utilize them in real world applica-
tions such as surveillance, odor localization and search and rescue [2], [3], [4], [5], 
[6], [7], [8].  For instance, Correll et al. show inspection of turbines in power plants 
and jets using a swarm of miniature robots that acts as self-actuated sensors [8]. Ap-
plications of swarms in complex three dimensional environments (see for instance, 
swarms of aerial robots in urban environments [9], [10], or submersible robots for  
underwater explorations [11]) are also currently being studied. Deploying swarm of 
robots in challenging environments such as underwater has practical value. As these 
robots perform collectively, a task can be completed in a shorter period of time in a 
large working area. Furthermore, it is unavoidable to have a robot to break down in 
harsh and unpredictable environments. However, when a swarm of robots is em-
ployed, failure of a few robots will not interrupt the completion of a given task. 
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Flocking is a key swarm behavior and realizing it artificially has been an interest in 
the robotic research community. It is a collective and coordinated movement of indi-
viduals in a swarm so that entire swarm maneuvers as one body. In one of the early 
studies [12], it has been shown that if individuals in an artificial swarm can sense 
bearing, range and orientation of their neighbors then they can achieve flocking by us-
ing three simple behaviors: collision avoidance, velocity matching and flock center-
ing. Subsequently, there are many methods presented to achieve swarm flocking 
which are inspired from a wide range of fields such as artificial physics to social ani-
mal behaviors. The following references provide a good survey of various techniques 
developed so far [13],[14], [15], [16], [17].  

Above mentioned methods may be broadly summarized into two control strategies: 
centralized and decentralized [18]. In centralized strategy, a leader is responsible for 
the swarm behavior, usually members of the swarm follows the leader. In decentral-
ized strategy, individuals rely on local rules and act independently which also deter-
mines the group behavior. In this paper, we study a decentralized control strategy for 
a swarm of mobile robots in three-dimensional space to achieve flocking behavior. 
That is, robots flock towards a target point by avoiding obstacles in the environment 
as a whole. This work is extended from our earlier study, in which we have presented 
a decentralized control strategy, named Triangular Formation Algorithm (TFA) [19]. 
The TFA is based on triangular geometry and developed for swarm robots moving in 
two-dimensional space. The principle of TFA, which is basically forming and main-
taining isosceles among the three neighboring robots, is extended to the forming f 
regular tetrahedrons among four neighboring robots in a 3D space. Distributed control 
strategy employs artificial spring to achieve aggregation and flocking behaviors. Ro-
bots negotiate the environment and dynamically adapt to a collective behavior. By in-
tegrating a neighbor selection procedure, this control strategy is also extended to a 
large swarm. Aggregation and unconstrained flocking behavior are also achieved for 
the large swarm. Our empirical study shows that the proposed control strategy deliv-
ers the desired results regardless of the initial distribution of the robots. 

2   Robot Model and Problem Description 

We consider a swarm consisting of n robots which are denoted by r1, r2, …, rn respec-
tively. It is assumed that in practice these robots are equipped with adequate control-
lers, actuators and sensors, such as digital compass, range sensors, accelerometer so 
that they can operate autonomously. For the sake of simplicity, they are modeled as 
dynamic points in 3D space. In our model, it is assumed that each robot can recognize 
its distance from other robots situated within its sensing range. Hence, a robot deter-
mines the magnitude and orientation of its acceleration in each time step based on the 
distances from its three neighbors. There is no direct communication among the ro-
bots. All individuals follow the same control method and their acts are independent 
and asynchronous. 

For any given robot, r , the distance from robot ir  is denoted as id  and the de-

sired distance from each other is denoted as ud . For the convenience of mathematical 
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description, ),( ji rrdist  denotes the distance between any two robots, ir  and jr . 

),,,( lkji rrrrarea denotes the surface area of the tetrahedron configuration formed 

by the four robots, kji rrr ,, , and lr  as shown in Fig.1. The robots locating at the 

sensing range of robot r  make up a neighbor set denoted as rN . sR  and sA  repre-

sent a robot’s sensing radius and the corresponding sensing area respectively. RT  
represents a regular tetrahedron configuration constructed by four robots where all 

four robots have the same distance ud  from each other. Basic behavior of each indi-

vidual robot in a swarm is then to maintain distance ud  with the other three specific 

neighbors. Consequently, the swarm can form a uniform interval network which is 
made of multiple RT s in space. Firstly, we are interested in the basic behavior, that 
is, four neighboring robots always form a RT  configuration starting from any arbi-
trary positions. This behavior is also the basic element of the swarm behavior. Appar-
ently, the behavior of each robot is local. Since each robot determines its actions by 
using local positions of three other robots, the number of neighbors needed for the 
controller to operate is three. 

Uniform 3D flocking control. This swarm behavior enables n  robots to move as a 
whole towards a stationary or moving target while adapting to an environment popu-
lated with obstacles. Robots start from an arbitrary initial distribution in 3D space. It 
is expected that they maintain a uniform distance from each other while flocking to-
wards a target. This uniform flocking behavior in 3D space has many potential appli-
cations such as search and rescue, sampling in sea or air, surveillance and so on. 

 

Fig. 1. Regular tetrahedron (RT) configuration desired for four neighboring robots 

3   Control Strategy 

The basic control principle employed in this study is inspired from virtual physics of 
spring mesh [20], [21]. However, a major difference and the advantage of our control 
strategy is that we employ distance information of invariable number of neighbors. 
This basic control strategy, employed by all the robots in swarm, is formulated in 
equation 1. 
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There are a number of inputs to the controller, such as )3,2,1( =idi  represents the 

distance from three neighboring robots collected by the range sensors;  v is the veloc-

ity of the robot  r  executing the control strategy; in  is the unit vector from robot r  

to the corresponding neighboring robot ir  ( 3 ,2 ,1=i ). On the other hand, accelera-

tion, a  , is the output from controller at the next time instant. The constants em-

ployed in the controller are the natural spring length ud  , the spring stiffness sk , and 

the damping coefficient dk  . The output of each robot controller relies on distance in-

formation from only three specific neighboring robots. The control strategy is local 
and scalable. 

3.1   Basic Behavior and Its Convergence 

As mentioned earlier, the basic behavior of the robots is to form a regular tetrahedron 
starting from arbitrary initial positions as shown in Fig.2. The parameter settings for 

the simulations were ud  =20, sk  =0.1, and dk  =0.3 and the convergence of the basic 

behavior is shown in Fig3. Apparently, all the sides were at different length and larger 

than ud  at the beginning. We can observe that at the beginning of the tuning process, 

the side lengths of tetrahedron configuration oscillate about several cycles while de-

creasing in magnitude and finally settling around the equilibrium ud =20. That is, all 

the side lengths will eventually converge to the same length of ud . This result is ac-

ceptable as the initial configuration formed by the four robots is a dissipative energy 
system. This oscillatory pattern takes most of the convergence time. There are some  
 

 

Fig. 2.  RT configuration by four 
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Fig. 3. RT convergence curves for all six side lengths ( ud =20) 

experiments reported earlier, to observe the effects of  sk  and  dk  on the conver-

gence time of a seven robot mesh [22]. This report gave us some idea though it does 
not reflect the case in our study. Test mesh used in [22] is a 2D mesh using acute an-
gle test while ours is a 3D mesh and employing a complete connection topology of 

four robots. Finding an optimal combination of  sk  and dk  for RT  formation in 3D 

space with respect to the initial distribution is going to be the subject of our future 
work.  

4   Control Strategy for Large Swarms 

The discrete control strategy presented above basically unites four robots into a RT  
formation. This strategy is made scalable by including a neighborhood selection pro-
cedure. It is expected that robot r  will select three neighbors as reference objects 
even though it may detect more than three neighboring robots within its sensing 
range. The neighborhood selection for the first, second and third neighbors are given 

by equations 1r , 2r , and 3r  respectively. 
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In the above equations, rN  is the neighborhood set containing all the robots detected 

by robot r . 1rNr −  and 21 rrNr −−  are the neighborhood subsets excluding 1r  

and 1r , 2r  respectively. The neighborhood selection mechanism described above is in-

tegrated to our control strategy. All the simulation experiments are conducted using 
BREVE platform which is designed for simulations of decentralized systems and arti-
ficial life [23]. Fig 4. shows snapshots of the six robot aggregation behavior. It can be 
seen from the results that robots form a multiple configuration which has identical 
distance among individuals. 

        

       

Fig. 4. Aggregation of more than four robots 

In our experiments with four, five, six and seven robots, we observed that swarm 
can always aggregate as a whole. For the swarm consisting of more than seven robots, 

large ud  and concentrated initial distribution can also enforce swarm to aggregate as 

a whole. When the initial distribution is relatively scattered, multiple aggregations is 
most likely to occur. More specifically, the number of sub aggregations that will ap-
pear is closely related to the size of the swarm, the initial distribution space and the 

parameter ud . However, this might be desired for some applications such as multiple-

target search. If ud  and the initial distribution space are fixed, the swarm with larger 

size tends to produce one aggregation. The swarm will have more chance to form  
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multiple aggregations for the smaller ud  and the wider distribution space, as an ex-

ample shown in Fig.6. From the above analysis, we can deduce that the possible num-

ber of aggregations will be between 1,…, ⎣ ⎦4/n , where n  is the size of the swarm. 

4.1   Obstacle Avoidance 

The ability of adaptive flocking in a constrained environment is the basic requirement 
for a swarm system. In order to avoid obstacles in an environment, we employed a 
mechanism based on artificial physics to work with the distributed control strategy 
discussed above. Here, we mimic the interaction between an electron in motion and 
an atom nucleus as illustrated in Fig 5. As a result, robots maintain RT  formation 
while adapting to an environment with obstacles and flocking towards a target. If a 

robot approaches an obstacle, a repulsive force rf  will exert on it. A repulsive veloc-

ity rv  is the equivalent of the effect of rf  on the robot. The direction of rv  depends 

on the nearest point of the obstacle and directs from the point to the robot. For sim-
plicity, an obstacle is considered as a closed sphere and has a safety margin of d . 

The nearest point of the obstacle from the robot is denoted as O . In order to avoid the 

obstacle, robot ir  will adjust its current velocity by adding a component rv  to the 

current velocity. If the distance between ir  and O  is larger than d , there is no force 

on ir . Otherwise, there will be a repulsive force exerting on ir . In practice, a maxi-

mal velocity, maxv , can be set for all the robots uniformly. The repulsive velocity is 

then calculated as: 
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Equation (5) implies that, in the worst case, the repulsive velocity exerting on a robot 

linearly increases from 0 to maxv  during the course that the robot enters safety margin 

until it just touches the obstacle. This will cause the robot to stop when it is just 
touching the obstacle because its total velocity will become zero. In fact, as a member 
of the swarm, a robot will eventually stay away from the obstacle by following its 
neighbors even before collision happens. In other words, individuals will possibly 
avoid the local minima with the help of their neighbors. However, dealing with local 
minima is a fundamental problem in the potential field methods as it has been studied 
extensively [16]. 
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Fig. 5. Obstacle Avoidance mechanism 

4.2   Swarm Flocking Behavior  

In this study, we try to enable a swarm to move towards a target in a 3D environment. 
The environment is populated with obstacles as shown in Fig 7. The target is posi-
tioned in the middle on the right hand side; however it is not explicit in these pictures 
due to limitations of graphics. In order to move as a whole, instead of neighborhood 

set rN , a modified neighbor set rtN  is utilized by each robot. Set rtN  consists of 

the neighbors that are locating at the half space pointing towards the target side. Only 
the robots, who have detected the target, will have flocking vectors. The magnitude of 
the vector is a constant and the direction of it points towards the target. Other robots 
near by, due to their local control strategy to maintain RT  with their neighbors, will 
follow these robots and move together with them. 

During the experiments, we found that, if the size of an obstacle is larger than ud , 

the swarm has a tendency to move around the obstacle as a whole. Otherwise, the 
swarm most likely will flock towards the target while avoiding the obstacle along the 
way. When a large swarm is flocking towards a target in an environment filled with 

multiple obstacles, if the size of the obstacles is larger than ud , the swarm will possi-

bly adapt its shape to fit the gap between the obstacles and pass through. If the size of 

the obstacle is much smaller than the distance ud , the swarm will maintain its shape 

and directly flock through the obstacles. The control framework relies on the fact that 
a robot can identify the positions of other robots with respect to local coordinates and 
distinguish them from obstacles. As calculations involve only three other neighbors’ 
position, the control strategy has less computation and becomes less influenced by 
other robots.  
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Fig. 6. Aggregation of twenty four robots: smaller ud  and wide initial space 

  

 

Fig. 7. Constrained swarm flocking 
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5   Conclusions 

This paper presents a distributed control strategy based on artificial spring for a 
swarm of robots to demonstrate aggregation and flocking behaviors. Robots negotiate 
the environment and dynamically adapt a collective behavior. The basic control strat-
egy enables four neighboring robots to form a RT  configuration regardless of their 
initial positions. By integrating a neighbor selection procedure, this control method is 
extended to a large swarm. There are only two requirements for this control strategy 
to operate properly. Firstly, at start each robot should be able to sense at least three 

other robots nearby and secondly the value of sR  should be greater than ud . Aggre-

gation and unconstrained flocking behavior are also achieved for the large swarm. For 
the constrained flocking and obstacle avoidance, we present a simplified virtual phys-
ics mechanism which results in a practical flocking framework. The control method 
basically relies on the information about the neighbors and it is scalable. It is simple 
and can be realized with actual robots.  
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Abstract. In this paper, a PID controller tuning technology under different loads 
and velocities based on relay feedback for motor servo systems is proposed. 
Furthermore, the study on the relationship between relay parameters and plants’ 
identification processes and results is novelly explored in depth. Through the 
theoretical analysis and experimental verification on the control loops of motor 
servo systems, we found that the major reason for the influence on relay feedback 
identification results is the nonlinear factors such as nonlinear friction in control 
loops. According to the analysis, the advices for optimizing the selection of relay 
parameters are given. Finally, a series of experiments on the general XY motion 
table and Zero-friction high precision air-cushion XY motion table have been 
conducted to prove the high performance of the proposed method. These ex-
periments also validated the inference that the nonlinear factors have impacts on 
the results and processes of relay feedback identification. 

Keywords: PID controller tuning, Relay feedback, Nonlinear analysis, Motion 
control. 

1   Introduction 

In the real industrial production, system parameter identification and controller tuning 
are key to production’s efficiency and quality, in which time and efforts are also deeply 
involved. Generally speaking, we can derive a system’s analytical model according to 
the laws of physics, or get the model parameters through experiments such as 
sweep-frequency. However, the former method is very difficult to use in complicated 
systems due to the complex to solve high-order differential equations, while the latter 
needs a lot of experiments to obtain useful data. Therefore, looking for a faster and 
easier way to get system parameters and tune controller is highly preferred in applica-
tion. The relay feedback technology first proposed by Astrom and Hagglund [1] can 
obtain the parameters of system’s model in a fast and accurate way, which is widely 
applied in controller tuning afterward. Some further extensions of relay feedback ap-
plication can be found in literatures such as Shin.et.al [2] and Schei [3] doing. 

Most of the research work mentioned above mainly concentrates on process control 
area. Distinguished from these literatures, we propose an offline PID parameters tuning 
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method, which applies the relay feedback to motor servo control systems [4]. This 
method realizes the optimal PID parameters tuning under different loads and velocities.  

In experiments, we found some interesting phenomenon. We got different results of 
identification if different relay parameters were chosen. However, theoretically for the 
same system, identification results should not be impacted by whichever relay pa-
rameters we select. Unfortunately, there has been seldom research work focused on this 
problem, although many scholars have done much work on the application of relay 
feedback technology. In this paper, an in-depth novel study has been done to deal with 
the problem. Some valuable advices are also presented to optimize the choice of relay 
parameters. 

Through the analysis and experiments, we found that nonlinear factors in servo 
system are the main reasons for the identification results varying with the relay pa-
rameters. In addition, a further study on nonlinear factors in servo system control loops 
is done, which indicates: 1) system friction with strong nonlinear in position loop and 
velocity loop is the main factor to influence relay feedback; 2) the nonlinear factor in 
current loop has impact on the identification results. A series of experiments, especially 
the experiment on the zero-friction air-cushion motion table in contrast with general XY 
motion table, have been done to convectively prove the above conclusions.  

This paper consists of six parts. Part 2 introduces the PID controller tuning with 
relay feedback. Part 3 is the kernel of the paper, which analyzed the nonlinear factors of 
the servo system control loops for relay feedback application. The detailed experiments 
are implemented in Part 4. The conclusion and acknowledge are declared in Part 5 and 
Part 6 respectively. 

2   Relay Feedback Identification and PID Controller Tuning 

The block diagram of the servo system with relay feedback is shown in Fig.1. The 

approximate simplified model of the plant explored in this paper is denoted as: 

1
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+
=

−

s

Ke
sG

Ds

p τ
 (1)

where K is the gain, and τ is the time constant. Now, the relay feedback is used here to 
identify the two parameters. The saturation element relay shown in Fig. 2 has been 
popularly used to improve the relay feedback’s performance [5]. There is a switch 
between the control output and the plant. When the switch is connected to the relay 
feedback, the system starts to oscillate with Pu period. 

The critical information like critical period Pu can be easily read from the system 
critical oscillation curves. Therefore, the normal critical frequency of the system can be 
denoted as: 

u
u P
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Fig. 1. Block diagram of control system based on relay feedback 

and the system normal critical gain can be expressed as follows: 
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where h, a, and a  are the amplitude, output amplitude and maximum input of the 

saturation relay, respectively. According to the definition and the information of critical 

point, K and τ of the controlled object can be derived as follows:  

[ ]
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where ωu and Ku can be obtained from formula (2) and (3). Thus, the model (1) of the 

motor servo systems can be fixed, which is useful to PID controller design. 

                  

 Fig. 2. Saturation element relay function    Fig. 3. Friction diagram in motor servo system 

In industry, PI controller is always applied in motor servo system’s velocity loop. 

According to the integral of time-weighted absolute value of the error (ITAE) method 

[6], a popular PI calculation method, Kp and Ki can be described as function (6) and (7), 

where the K and τ are obtained from (4) and (5). 
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Obviously, compared with the traditional model derivation and sweep-frequency ex-
periment methods, relay feedback technology is a more convenient and faster way to 
identify the controlled object’s parameters. In particular, it can be easily combined with 
other algorithms like ITAE to realize the PID tuning. Some experiments on the ‘relay 
feedback + ITAE’ method will be implemented in Part 4, which proves the effect of the 
PID controller tuning under different loads and velocities.  

As our study focuses on the nonlinear analysis of the servo control system with relay 
feedback, we won’t describe the PID tuning method here in detail. 

3   Nonlinear Analysis on Servo Control System Based on Relay 
Feedback 

There are many nonlinear factors and disturbances in real motor servo systems, which 
impact the control processes and results. Therefore, it is possible that the nonlinear 
factors will also impact the relay feedback identification in the motor servo control 
system. There are two important parameters in the relay feedback system: h, the output 
amplitude, and D, the delay. Theoretically, h determines the output amplitude of the 
identified system only and will not impact the identification results. However, in our 
experiments, h has influences on the identification results directly (Fig.12 and 13), and 
the characteristics of D shown in experiments are also different from those in the 
theoretical simulation. As a next step, we will analyze the nonlinear factors in the 
position/velocity loop and current loop. 

3.1   Nonlinear Analysis in the Position/Velocity Control Loops 

As we know, friction, especially the Coulomb friction, is the primary nonlinear factor 
for position and velocity loops in general motor servo systems. The output amplitude of 
relay, h, determines the velocity and displacement of identified object (motor). And the 
friction in servo system also has influence on motor’s movement. Therefore, the fric-
tion will probably influence the final identification results of relay feedback. To verify 
this assumption, we conducted the below theoretical analysis.  

In motor motion control, the friction can be described in the formula (8) 

ωω vcf FFF += )sgn(  (8)

where Fc is the Coulomb friction, and Fv is the viscous friction coefficient. In the con-

trolled object, 1/τ indicates the ratio of viscous friction coefficient and load inertia. The 

formula (9) can be derived when the load inertia is constant: 
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where F^
v is the estimated value of Fv, and m is the load inertia. The formula (10) is 

derived from formula (8) and (9). According to Fig.3, we know that Fv is relative to ω 
and Fc is the main nonlinear element. Therefore, τ varies with /ω/ if m is fixed. Since ω 
is determined by the output amplitude h in relay feedback system, the selection of h will 
impact the results of identification. This means that nonlinear friction has an impact on 
the identification results. 

To further verify the above analysis, we designed an experiment on the zero-friction 
air-cushion motion table in contrast with the general XY motion table with friction. The 
implement of the experiment will be described in details in Part 4. 

3.2   Nonlinear Analysis in the Current Control Loop 

Current loop, another important control loop, is the innermost loop of servo system. 
The nonlinear factor in this loop was also analyzed here for relay feedback. We did a 
simulation relay feedback experiment based on the Gp(s)simulation, a general motor model 
in industry. The simulation results are illustrated in Fig.4. 
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Fig. 4. Theoretical simulation results: the left diagram is the relationship between D and static 
gain; the right diagram is the relationship between D and time constant 

Correspondingly, the real experiments results are illustrated as in Fig. 5, which have 
eliminated the friction disturbance by using zero-friction air-cushion table.  

Obviously, there is a large variance between the results of theoretical simulation and 
real experiments. According to our experience as described in Section 3.1, the reason is 
probably the nonlinear factors in the current loop. 
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Fig. 5. Real experiments results: the left diagram is the relationship between D and static gain; 
the right diagram is the relationship between D and time constant 

 
Regardless of the outside disturbance, the dynamic model of the plant can be ex-

pressed as follows, as the motion table is driven by linear motors.  
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Where Iq is the coil current and La is the coil inductance. Let’s denote Inonlinear as: 

dt

dI
LI

q
anonlinear =  (13)

This describes the armature current changing’s influence in the loop. Fig.6 illustrates 
that there are two rapid changes in each armature current oscillation period after 
bringing relay feedback to the system. Here Inonlinear is a constant C in the slope phase 
while is zero in the wave top. Then, the influence of Inonlinear can be denoted as: 
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 (14)

 

Fig. 6. The diagram of armature current in relay feedback 
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where t1 is the time of slope phase and t2 is the time of wave top. According to formula 
(14), the influence of Inonlinear is inversely proportional to t2. As t2 increases with D, the 
results of relay feedback identification are impacted by D finally (as illustrated in 
Fig.5).  

According to the analysis above, it is certain that D must be selected reasonably to 
overcome the nonlinear factors influence on relay feedback. Here we provide two 
advices for the selection of D.  

(1) A larger delay should be used in relay feedback identification in order to reduce 
the influence of the nonlinear factors. 

(2) As the critical oscillation amplitude grows with D, the choice of D must ensure 
that the system runs within the safety range. 

4   Experiments  

All the experiments in this study were implemented on two motion platforms (as shown 
in Fig.7): the general XY motion table driven by YASKAWA rotary servo motors 
(SGMGH 10ACA21), and the zero-friction air-cushion motion table driven by Koll-
morgen linear servo motors (IL18-100A1P1). Both platforms are controlled by 
dSPACE controller (DS1103).  

        

Fig. 7. The pictures of experiments platforms: the left is general XY motion table and the right is 
zero-friction air-cushion motion table 

4.1   Experiments for PID Controller Tuning Based on Relay Feedback 

To verify the effectiveness and applicability of the relay feedback technology, the step 
response experiments under different velocities and loads were conducted in this sec-
tion. Firstly, we implemented the experiment to realize 1000 rmp step response without 
loads on YASKAWA motor. In accordance with the method described in Part 2, the 
model of the motor without loads was identified as: 

0.0023055ˆ ( )
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and the PI parameters can also be designed as Kp=0.004, Ki=0.0743 by formula (6) and 
(7). The response curve of the system based on relay feedback is shown in Fig.8 as 
curve B. Curve A is created by another popular PID tuning method Z-N. It is clear that 
the response curve B is much better than A, which proves the advantages of the ‘relay 
feedback + ITAE’ PID tuning method. 
 

Fig. 8. The experiment results without load: A is
created by Z-N method; B is created by the 
’relay feedback + ITAE’ method; C is the input
instruction curve 

Fig. 9. The experiment results with loads: A is 
created by Z-N method; B is created by the 
’relay feedback + ITAE’ method; C is the 
input instruction curve  

Next, we implemented the experiment to realize 500 rmp step response with loads 
on the general XY motion. The model with loads was identified as: 

0.002329.7ˆ ( )
0.01976 1

sG s e
s

−=
+  
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and PI parameters can be designed as: Kp=0.0145, Ki=0.7429 by formula (6) and (7). 
The control effectiveness (Fig.9) of ‘relay feedback + ITAE’ is still much  
better, which proves that the explored method is suitable for different loads and 
velocities. 

4.2   Experiments for Nonlinear Analysis of the Motor Servo System with Relay 

Feedback 

As described in Section 3.1, fiction is the main nonlinear factors to impact relay 
feedback identification in the position and velocity loops. Here, the experiments on the 
motion tables with and without friction are conducted to verify the theoretical analysis 
and inference. The identification results shown in Fig.10 and11 came from the ex-
periments on the motion table with friction. It is clear that the identification results are 
influenced by the selection of h. 
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Fig. 10. Relationship between h and identified 
time constant with friction 

Fig. 11. Relationship between h and identified 
static gain with friction 

  

Fig. 12. Relationship between h and identified
time constant without friction 

Fig. 13. Relationship between h and identified 
static gain without friction 

The identification results shown in Fig.12 and 13 came from the zero-friction 
air-cushion motion table. The identified parameters’ curves are nearly horizontal, 
which means that the selection of h won’t impact the identified result if the friction is 
eliminated. These comparison experiments prove the conclusion in Section 3.1. 

5   Conclusion 

The application of relay feedback technology combined with ITAE in motor servo 
system is explored in this paper. Furthermore, the nonlinear analysis of the servo con-
trol loops based on relay feedback is novelly investigated, which provided the mean-
ingful advices and strong supports for relay feedback applications. The convictive 
experiments on the general XY motion table and air-cushion XY motion table driven 
by linear motors are also described in detail in the end. 
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Abstract. Due to the high positioning precision requirement and the
low damping surface effect, the design of high-quality controller for a
micro-scale air-bearing positioning stage is a challenging for micro-scale
positioning system. Furthermore, the strict synchronization requirement
of the linear motors on both sides of the gantry beam even intensifies
the difficulty of the controller design. An optimized state-feedback gain
has been designed by implementing a suitable Kalman estimator to min-
imize both the tracking error and the control efforts. Significantly, the
merits of such a state-feedback control are the capabilities of handling
the coupling of the two motors on the two outputs and compressing the
overshooting as well. Finally, the experimental results of the proposed
state-feedback controller on the air-bearing stage are displayed in com-
parison with the traditional PID control law.

Keywords: High-precision positioning, air-bearing stage, state-feedback
control, Kalman estimator, micro-scale.

1 Introduction

Micro-scale and even nano-scale high-precision and long travel-length motion
control technology are widely used in industry fields such as semiconductor
manufacturing systems. Among the abundant micro-scale motion control equip-
ments, H-typed gantry stage is one of the most popular benchmark systems
aiming at developing and polishing advanced high-precision positioning control
methods. In this stage, two motors are parallelly mounted along a gantry beam in
a single feed axis, which is equipped with a high-density power resources to fulfill
the consumption of the dual actuators. In real applications, the asynchronous
dynamics of dual motor actuators can produce a rotary motion, which are un-
desirable or even dangerous for the system and hence intensify the challenge
faced by the micro-scale motion control technology. Significantly, the target of
the controller design is not only to achieve high-precision with sufficiently short
settling time but also to eliminate the synchronization error between the two
parallel motors. To this end, the two mainstream control approaches widely
used in gantry stage positioning control are master/slave scheme and set-point

M. Xie et al. (Eds.): ICIRA 2009, LNAI 5928, pp. 765–775, 2009.
c© Springer-Verlag Berlin Heidelberg 2009
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coordinated scheme. In the former one, the master motor executes the reference
command directly whose dynamics will be followed by the slave motor [1]. Nev-
ertheless, due to the time-delay embedded in such master/slave time-response
dynamics, the synchronization error can not be compressed into a sufficient low
level. Bearing in mind of such a problem, Hsieh et al. [2] multiplied the command
to the slave motor by a proportional gain to compensate the different charac-
teristics between two motors and hence somewhat reduce the synchronization
error. As to the set-point coordinated control approaches, each motor drives the
actual trajectory of its servo loop adhere as closely as possible to the reference
trajectory. More promisingly, some Lyapunov function-based nonlinear control
methods, such as sliding mode control strategy [3], are developed to further re-
duce the synchronization error in [4]. However, due to the unavoidable chattering
phenomenon [3], the oscillations can not be sufficiently reduced. Therefore, devel-
oping a suitable advanced control strategy to greatly reduce the synchronization
error is quite desirable for the gantry beam’s high-precision positioning.

On the other hand, friction is another essential issue in micro-scale motion
control as it causes uncertainties. Many efforts have been developed to address
such unexpected friction effects, in which the most representative approaches
are some kind of state-feedback controller combined with a feed-forward com-
pensator. More precisely, a zero phase error tracking controller (ZPETC) based
on inversion approximation of the closed-loop system was introduced for the
feedforward compensator [5,6], and some disturbance estimators were developed
to prohibit the low-frequency disturbances [7,8]. Apart from the soft analyti-
cal methods handling uncertainties and external noise, some other mechanical-
electronic scholars resort to better mechanical structures to greatly reduce the
friction, such as air bearings platforms, which provides frictionless-like motion
[9] and hence the sliding guideways do not show any undesirable frictional effects
like stick-slip. However, air-bearing mechanism also has its inherent disadvan-
tage, i.e. too small damping in the surfaces between the gantry beams and the
guideways, which makes it hard for PID controller to quickly drive the load back
when exceeding the set-point. Consequently, it is quite necessary and promising
to turn to some advanced control methods based on state-space model, which
can provide sufficient degrees of freedom and thus be beneficial to seek a balance
between steady-state and transient performances [10]. Taking the above problems
into consideration, a state-space controller of air-bearing positioning stage will
be designed in this paper to address the two main problems mentioned above.

The rest of the paper is organized as follows. First, our experimental equip-
ment, i.e. the micro-scale air-bearing positioning stage with large inertia is in-
troduced, and then the two essential theoretical problems are distilled from the
numerical high-accuracy control applications in Section 2. Then, in Section 3, the
minimal state-space model is realized by transforming the transfer function ma-
trix produced by frequency-domain analysis. Afterwards, in Section 4, a suitable
Kalman estimator and an optimal LQR state-feedback controller gain vector are
developed independently to minimize the overshooting, oscillations and the set-
tling time, and improve the tracking accuracy and synchronization performances
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as well. Intensive experimental results are demonstrated in Section 5 to verify
the feasibility, reliability and superiority of the present Kalman estimator-based
state-feedback controller. Finally, the concluding remark is drawn in Section 6.

2 System Description

The micro-scale air-bearing positioning stage with large inertia is shown in Fig. 1,
which consists of two gantry (X and Y -axes) beams, an upper platform and an un-
derneath basement table. The X and Y -axes beams are constrained to move on X
and Y directions by two fixed X and Y -axes sliding guideways, respectively. The
platform sliding freely on both two gantry beams, is also constrained in the hori-
zontal plane to guarantee the planar and smooth motion. Note that each gantry
beam is driven by two permanent magnet linear motors, in which two pairs of
coil windings are mounted on both ends of the gantry beams while the permanent
magnets are fixed on the base as the stators. In order to achieve high-precision po-
sitioning control performance, the positioning stage adopts air bearings and hence
all of the stage motion is almost free from friction. Here, the driven forces are de-
noted by FX1 , FX2 , FY1 , FY2 in Fig. 1, and the movements of each gantry beam
X1, X2 (or Y1, Y2) are measured by two linear optical encoders located at both
ends of the beam. The scanning period, resolution and maximal working speed of
the encoder are 20μs, 0.5μm and 7.2m/s. The technical design parameters of the
stage are as follows: the movement range of the stage is 300mm × 300mm, the
maximal acceleration is 1.5g, maximal stable velocity is 600mm/s, the oscillation
of stable velocity is 1%, and the maximal load is 40Kg.

Now, we distill the two essential problems concerning the positioning control
of such an air-bearing positioning stage.

– Motor synchronization
Basically, each gantry beam has just one degree-of-freedom, say, X1 = X2,
Y1 = Y2. However, due to the different dynamics and load inertia of the
motors on both sides of the beam, the synchronized movement of these
two motors can not be guaranteed in practice. Moreover, such unexpected
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Fig. 1. The Prototype(a) and Configuration(b) of the precision gantry stage
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synchronization errors will slightly rotate the gantry beam around Z-axis
perpendicular to the X − Y plane, which may damage both sides of the
air-bearings and the sliding guideways. Note that the conventional PID con-
troller based on single-loop analysis can not address the severe coupling and
interactions between the motors, and hence an suitable advanced control
method is expected to effectively reduce the synchronization errors.

– Low damping effect compensation
As shown in Fig. 1, the air-bearing is employed to eliminate the friction,
making the surface damping between the sliding guideways and the moving
parts quite low. Due to such a low damping characteristics, it will take a long
time for the outputs to settle down upon exceeding the set-point. Although
in conventional PID controllers, raising D-gain will cut the overshooting,
it will also amplify external high-frequency noises. On the other hand, de-
creasing I-gain can also shorten the setting time, but it will inevitably impair
the tracking accuracy. Thus PID controller can not yield satisfactory per-
formance due to its lacking of sufficient adjusting parameters and analytical
dynamics tuning method.

Thereby, to solve the above-mentioned two urgent yet serious problems, it is very
natural to seek assistance from the state-space description, which is the common
internal model of numerous advanced control approaches having exerted signifi-
cant impacts on manufacturing industry. This kind of state-space model has the
potential to solve the two control-relevant problems since it extracts the internal
dynamics, i.e., the state x containing much more plentiful dynamic information
than the outputs y1,2, from the input/output sequence, which sharply increases
the degrees of freedom for later controller design while greatly facilitates the
closed-loop performance analysis as well.

3 Identification of the Air-Bearing Positioning Stage

For conciseness, we fix the Y -axis beam and just use two linear motors to control
the displacements of the X-axis beam. Clearly, now the positioning stage system
shown in Fig. 1 is a two inputs (i.e. the two control voltages u1 and u2 of the
two motors) and two outputs (i.e. the displacements y1 and y2 of the two ends
of the X-axis beam) system. We use linear identification methods to generate
a concise linear time invariant control-oriented model of the system which will
be described in two stages: external transfer function and internal state-space
expression.

The idea behind our frequency-domain identification experiments was to ex-
cite the system with sinusoids of different frequencies and measure the resulting
magnitude and phase of the response so as to gain the Bode diagram. We would
then fit these points in the frequency domain with the response of a rational
transfer function, and use this transfer function matrix as the external model
of the system. Hereby, we began by selecting roughly twenty sample frequencies
ranging from 0.1rad/s to 200rad/s. Having completed a scan over the entire
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Fig. 2. Bode diagram of u1 → y1 channel of the two-actulator/two-displacement sys-
tem. Here, the bode diagrams of channels u2 → y1, u2 → y2 and u1 → y2 are omitted
for conciseness.

range of frequencies, we then repeated the experiments 50 times to acquire suffi-
cient data to make meaningful fits and reduce the impact of experimental error.
Note that, in the identification procedure, to identify the influences of u1 or u2

on y1,2, only one of the motors needs to be activated while the other is switched
off.

Fig. 2 shows the 20-point measurements obtained in one of the 50 exper-
iments. Noticing that the system’s magnitude slopes begin at 20db/dec and
then roll off at 40db/dec, the simplest model to fit the data would be a second-
order self-integrating system, which well explains the mechanism of the motor-
displacement dynamics since the linear relationships between the input voltages
u1,2 and the intermediate variables (or motor output velocities) v1,2 are one-
order inertia transfer functions while integrating v1,2 yields the displacements
y1,2, respectively. Fitting such a system, we obtain

G(s) =

⎡
⎢⎣

0.9837
(0.012s + 1)s

0.097
(0.047s + 1)s

0.08
(0.05s + 1)s

0.756
(0.014s + 1)s

⎤
⎥⎦ . (1)

It is found that the gains of the four input/output channels are self-consistent
as |G1,1(jω)| and |G2,2(jω)| are much larger than the coupling magnitudes
|G1,2(jω)| and |G2,1(jω)|. However, in order to gain high-precision position-
ing control performance, these coupling magnitudes can not be ignored, that
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is why the single-loop PID methods can not yield satisfactory performances.
By discretizing the transfer function matrix (1), one can obtain the minimal
realization of the discrete state-space model as below:

x(k + 1) = Ax(k) + Bu(k) (2)
y(k) = Cx(k) (3)

with u(k) ∈ R
2, x(k) ∈ R

6, y(k) ∈ R
2,

A =

⎡
⎢⎢⎢⎢⎢⎢⎣

0.4138 0.3315 0.2374 −0.1919 −0.05936 0.02906
0.5516 0.3671 −0.4931 0.3986 0.1233 −0.06035
−0.4417 0.3617 1.237 −0.3463 0.1429 −0.06996
0.3571 −0.2923 −0.2653 1.023 0.3163 −0.1549
0.1104 −0.09041 0.0371 −0.02999 1.48 −0.485

−0.05406 0.04426 0.2485 −0.2009 0.9379 0.03042

⎤
⎥⎥⎥⎥⎥⎥⎦

,

B =
[
0.01723 −0.001315 −0.04717 0.03813 0.01179 −0.005773

0 0 0.01562 0 0.0625 0

]T

,

C =
[−0.0209 0.01711 −0.03814 0.04155 0.01108 −0.005422
0.004204 0.004969 0.00295 −0.002385 0.03378 0.02759

]
.

Clearly, the two coupling channels {u1 → y2} and {u2 → y1} have been naturally
embedded in the state-space expression (2) and (3). Hereby, with the above
discrete-time state-space models of the air-bearing positioning stage, we are now
prepared to launch our systematic validation experiments and controller design.

4 Controller Design

Since the state x of the system can not be directly measured, one has to design an
observer to gain the state from the input/output sequence {u(k), y(k)}k=1,··· ,∞.
Thus, to achieve a suitable estimate state x̂ of x, we resort to Kalman estimator
[12] which is the optimal solution to the following discrete estimation problem:

x(k + 1) = Ax(k) + Bu(k) + Gw(k) (4)
y(k) = Cx(k) + Du(k) + Hw(k) + υ(k) (5)

with known inputs u(k) and process and measurement white noise w(k) and
υ(k) satisfying E(w) = E(v) = 0, E(wwT ) = Q, E(υυT ) = R, E(wυT ) = N .
Here, Q and R are positive-definite symmetric matrices. The Kalman estimator
L can minimize the steady-state error covariance limk→∞ E((x − x̂)(x − x̂)T ).
More precisely, the state space expression of Kalman estimator L is given as
follows:

x̂(k + 1) = Ax̂(k) + Bu(k) + L(y(k) − Cx̂(k)) (6)

Now, with the state estimate x̂(k), one can design the state-feedback controller

u(k) = Kx̂(k) (7)
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to stabilize the closed-loop system, where L and K denote the observer gain and
state-feedback gain vectors, respectively. According to the separation principle,
each of K and L can be designed independently without effecting the perfor-
mance of the other [11]. In detail, subtracting Eq. (6) from Eq. (2) yields

e(k + 1) = (A + LC)e(k), (8)

with the state estimate error e(k) � x(k)− x̂(k). As a consequence, the observer
and controller designing methods aim at stabilization of A + LC and A + BK,
respectively. Note that, in order to shorten the settling time, the poles of the
observer A + LC are usually selected to dissipate faster than those of A + BK.
Thereby, by selecting Q = I6, R = 0.5 · I2 and N = 0, we have gained a Kalman
estimator L for the state-space model (2) and (3) as

L =
[

0.1286 0.1026 0.1638 −0.1309 −0.0391 0.0215
−0.0016 −0.0014 0.1086 0.1108 0.1711 0.1687

]T

. (9)

Certainly, one can adjust all the entries of Q and R to further improve L.
Now, let us investigate the design of the state-feedback gain K. First, we

address the regulator problem and optimally select such a vector gain K by
using standard linear quadratic regulator (LQR) method [11] which minimizes
the following index J(u(k)) =

∑∞
k=1(x(k)T Qx(k)+u(k)T Ru(k)+2xT (k)Nu(k)).

Actually, this LQR method first calculate the infinite horizon solution S of the
associated discrete-time Riccati equation AT SA − S − (AT SB + B)(BT SB +
R)−1(BT SA+ NT ) + Q = 0, and then K is derived from S by K = −(BT SB +
R)−1(BT SA + NT ). Therefore, by choosing Q = 0.1 · I6, R = I2 and N = 0, we
have obtained the LQR solution of K as

K =
[
0.4578 −0.3488 −0.6095 0.4927 0.1524 −0.0746

0 0 0.1852 −0.1268 0.9311 −0.4489

]
. (10)

Of course, one can polish the design of K by selecting better Q, R and N .
Significantly, it can be verified that the eigenvalues of A + LC are much closer
to the origin of the complex plan than those of A + BK, making the transient
process of the estimator settle down much quicker than that of the controller.
By this means, a sufficiently large stability region of the closed-loop system is
ensured.

Based on the LQR solution K shown above, we are now ready to address
the tracking problem for the gantry beam positioning control application by
modifying the input in (7) to

u(k) = Kx̂(k) + ρr, (11)

where r and ρ are the set-point and offset value to be determined afterwards,
respectively. Now, substituting Eq. (11) into Eq. (6) yields ρ = C(I − A −
BK)−1B. In order to demonstrate the present controller more vividly, we provide
the control system structure as shown in Fig. 3 composed of the plant, the
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Fig. 3. State-feedback controller structure based on Kalman estimator

Kalman estimator and the state-feedback controller. More precisely, first the
input signal u(k) is fed into the plant to yield state x(k) and output y(k).
Afterwards, by inputing y(k) and feed-forward signal Du(k) into the Kalman
estimator (6), the state estimate x̂ is yielded which is imported into the state-
feedback controller gain K to settle down the response of the initial conditions.
For tracking problem, the offset signal ρ is added into Kx̂(k) to drive y(k) to
the set-point r(k) asymptotically.

5 Experimental Results

The dSPACE software including ControlDesk Standard and MATLAB/Simulink
Real-Time toolbox are used to establish the controller software architecture. In
real applications, the dSPACE DS-1103 DSP board forms the kernel of the closed
loop system, which processes the measured output signal and then executes the
control algorithm to produce the control law. As mentioned in Section 2, in
order to focus our investigation on actuators’ synchronization, high tracking
precision and low damping surface compensation, we fix Y -axis gantry beam
and just control the movement of X-axis gantry beam. As shown in Fig. 4,
we demonstrate its control performances of tracking r = 20mm step set-point
curve in comparison with conventional PID approaches with different parameter
settings. Here, the sampling period is set as 1ms, and optimal parameters of
the present state-feedback controller and the PID controller are provided in
Sections 3, 4 and Fig. 4, respectively.

The statistical results, such as the expected and optimal settling time, over-
shoot, steady-state tracking errors and synchronization errors are shown in
Table 1. These experimental results show the advantages of the present state-
feedback controller over PID, including improved transient performance and bet-
ter displacements synchronization performance. The two underlying reasons of
these merits are given as follows:
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Fig. 4. The comparison of tracking and synchronization performances of PID controller
and the present state-feedback controller. (a) PID control: tracking set point r =
20mm, (b) state-feedback control: tracking set point r = 20mm, (c) PID control:
synchronization error curve, (d) state-feedback control: synchronization error curve.
Here, the parameters of the PID controller are set as: kp = 0.5, ki = 0.001 and kd =
0.004.

Table 1. Statistical comparison of state-feedback controller and PID controller on the
air-bearing positioning stage

Indexes

ts(ms) σp(μm) ep(μm) es(μm)
E(PID) 468 127 ±2.95 ±27
O(PID) 403 105 ±2.82 ±25

E(state-feedback) 213 54 ±2.87 ±15
O(state-feedback) 187 43 ±2.70 ±12

ts: settling time, σp: overshooting, ep: steady-state error,
es: max synchronization error;
E(state-feedback), E(PID): Expectation values of state-feedback and
PID controllers, respectively;
O(state-feedback), O(PID): Optimal values of state-feedback
and PID controllers, respectively.
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– The state-space internal model can easily consider the actuators-outputs
coupling, and thus endow the state-feedback controller the potential of im-
proving the synchronization performances;

– The Kalman estimator and LQR state-feedback gain design have optimized
the poles of the state matrix of the closed-loop system, which drives the
system towards the optimal equilibrium of steady-state and transient per-
formances.

6 Conclusion

In this study, we investigated the identification and optimal control of the
a micro-scale air-bearing positioning stage. First, we used frequency-domain
identification techniques to obtain the transfer function matrix describing the
coupling nature of the system. Afterwards, such a transfer function matrix is
transformed into a minimal realization of state-space expression, with which a
suitable Kalman estimator is designed to extract the state. Finally, we applied
an optimal LQR state-feedback gain to yield a stable control law to synchronize
the two ends’ motions which track the desired set-point. We then demonstrate
the performance of the present state-feedback control in contrast to conventional
PID controllers. It is observed that the overshooting, oscillation and settling time
have been greatly cut by over 60% as well. More promisingly, the synchronization
error have also been effectively cut down, therefore, the high-precision control
bottleneck of PID positioning controllers can be expected to be broken through
by the present Kalman estimator-based state-feedback control method. In brief,
it is believed that advanced control approaches based on state-space model have
the potential to outperform traditional PID controller in handling many complex
mechanical-electronic characteristics often encountered in nano- and micro-scale
motion control systems.
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Abstract. This paper presents a modeling method for a Mobile Modu-
lar Robot(MMR) which is composed of a mobile platform and a modular
manipulator, the kinematics analysis is made for both the mobile plat-
form and the upper manipulator. Then the dynamic equations are for-
mulated considering the nonholonomic constraints and the controller is
proposed with both the redundancy resolution and optimization of null
space motion. A 5-DOF modular manipulator mounted on the mobile
platform is built up to verify the proposed control law in the simulation
and the results show the effectiveness of the proposed method.

1 Introduction

The mobile modular robot(MMR) is normally composed of a m-wheeled holo-
nomic or nonholonomic mobile platform and a n-DoF onboard modular manipu-
lator. In this paper, a MMR is constructed with a 5-DOF modular manipulator
and the mobile platform, which is supported by two driving wheels and one
caster wheel. Since the MMR is able to perform manipulation tasks in a much
larger workspace than a fixed-base manipulator, it will provide more functions
in many complicated human robot interaction environment such as opening the
door [1] [2], pushing the objects, interacting with human beings and so on.

However, dynamic modeling and trajectory following become difficult to
achieve due to their interactive motions. Therefore it is necessary and impor-
tant to understand how to properly and effectively coordinate the motions of
the mobile platform and the upper manipulators because of the dynamic inter-
actions between them. Also the external force will be combined together when
the MMR interacts with the environment.

Some related works can be found on studying the dynamics of mobile robots,
which are highlighted in the follows. The impedance control method is applied
to control MR Helper [3] and the control algorithm is implemented in the ex-
perimental system for handling an object in cooperation with the robot and
the human. A systematic modelling of the nonholonomic MMR is proposed and
derived to generalize the standard definition of manipulability to the case of mo-
bile manipulators [4]. However, it is only actuated and operated in the horizontal
plane. A general method is presented to establish the dynamic equation of a mo-
bile manipulator system by utilizing forward recursive formulation for open-loop

M. Xie et al. (Eds.): ICIRA 2009, LNAI 5928, pp. 776–791, 2009.
c© Springer-Verlag Berlin Heidelberg 2009
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multi-body systems in [5]. A dynamic model is established for the multi-link
mobile manipulator [6], which explicitly takes into account the dynamic interac-
tions between the manipulator and the mobile platform. A nonlinear feedback
controller is designed for the mobile manipulator that is capable of fully compen-
sating the dynamic interactions [7]. However, their dynamic model is somewhat
inaccurate since the dynamic influence of the caster wheel is neglected. The
dynamic modeling and various control methods are investigated on the mobile
manipulator in [8] [9], but redundancy is not considered.

In this paper, the whole system has one redundant DoF for the spatial mo-
tion with both desired position and orientation while the redundancy makes the
manipulator be able to implement the multi-tasks, which can also be referred in
previous related works [10]- [13]. The other parts of the paper are organized as
follows. In Section II, the kinematics of the mobile platform atop the modular
manipulator is given out. In Section III, the constraints of the MMR and dy-
namic modeling are developed with the dynamic equations of the entire system
formulated by Lagrangian equations and the model-based controller is designed.
Simulations are given out in section IV. Finally, the conclusion remarks are ob-
tained in the last section.

2 Modeling of the Mobile Modular Robot

The configuration of the MMR is a 5-DOF modular manipulator mounted on a
mobile platform, which is supported by two driving wheels and one caster wheel
as shown in Fig. 1 and Fig. 2.

Three assumptions are adopted in the modeling of the MMR system.

– The 5-DOF modular manipulator is installed vertically on the planar plat-
form.

– There are no slipping and no sideways between the wheels and the ground.
– Every link of the robot is rigid.

2.1 Kinematics of Mobile Platform

The kinematics analysis of the platform, driving wheels, castor wheel and the
bracket had been discussed in another work [12] by a different method used.

Fig. 1. The mobile modular robot
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Fig. 2. The configuration of mobile platform

The coordinate systems are defined as follows: G − XgYgZg forms an inertial
base frame(global frame)fixed on the motion plane and C − XcYcZc is a frame
fixed on the mobile platform. Oc is selected at the midpoint of the line segment
connecting the two fixed wheel centers; and Yc is along the coaxial-line of the
two fixed wheels. The heading angle φc determines the posture of the mobile
platform, while θ1 and θ2 are the rotating angles of the left and right wheels as
shown in Fig. 2.

The mobile platform can be treated as a special module, which can move both
on the plane and rotate about the vertical axis. Here locate the point Oc with
the coordinate of (xc, yc, zc) and then the transformation matrix between the
frame G − XgYgZg and the frame C − XcYcZc can be expressed by

G
CT =

⎡
⎢⎢⎣

cosφc −sinφc 0 xc

sinφc cosφc 0 yc

0 0 1 zc

0 0 0 1

⎤
⎥⎥⎦ (1)

The frame M0 − X0Y0Z0 is attached to the first module of the manipulator as
shown both in Fig. 2 and Fig. 3. Since the modular manipulator is mounted on
the mobile platform, it can be assumed that the relative position of the frame
M0 − X0Y0Z0 and the frameC − XcYcZc is unvaried. Then the transformation
matrix between the frame M0 − X0Y0Z0 and the frame C − XcYcZc can be
expressed by

C
0 T =

⎡
⎢⎢⎣

1 0 0 −a
0 1 0 0
0 0 1 h0

0 0 0 1

⎤
⎥⎥⎦ (2)

where a is the distance between the point of Oc and O0 in x direction and h0 is
the distance in z direction.

2.2 Kinematics of the Whole Body

Since thekinematic analysis incorporates the interactivemotionsbetween themod-
ular manipulator and the mobile platform, the position and pose of end-effector co-
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Table 1. LINK PARAMETERS OF THE MHR 5-DOF ARM

Frame Link αi−1 ai−1 di qi qimin qimax

Frame 0-Frame 1 1 0 0 d1 q1 −360 360
Frame 1-Frame 2 2 −90 0 0 q2 30 150
Frame 2-Frame 3 3 90 0 d3 q3 −360 360
Frame 3-Frame 4 4 −90 0 0 q4 30 330
Frame 4-Frame 5 5 90 0 d5 q5 −360 360

Note: The tool point depends on the tool type at hand.

ordinates can be derived with each known homogeneous transformation Denavit-
Hartenberg matrix by forward kinematics method [10]. The D-H parameters are
shown in Table 1.

G
5 T = G

CTC
0 T0

1T
1
2T

2
3T

3
4T

4
5T (3)

It can be expressed as
G
5 T =

[
n s a p
0 0 0 1

]
(4)

where the column vector n, s, a, p can be easily obtained from the transform
matrix and the detailed forms are neglected here.

3 Dynamic Control of Mobile Modular Robot

3.1 Constraints

The mobile platform can either move in the direction of Xc or rotate about the
ZC , but the instantaneous motion in the direction YC is constrained because of
the nonholonomic behavior of the wheels. Then the first constraint restricts the
velocity of the mobile platform to be zero in the direction (−−→o1o2) through two
axial center lines of driving wheels.

− ẋcsinφc + ẏccosφc − dφ̇c = 0 (5)
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The other two constraints are included with assumption of no-slipping of each
rolling wheel in the forward directions, and the velocity of the driving wheels
can be expressed as:

ẋccosφc + ẏcsinφc − lφ̇c = rθ̇1 (6)
ẋccosφc + ẏcsinφc + lφ̇c = rθ̇2 (7)

Let qm =
[
xc yc φc θ1 θ2

]T
represent the basic coordinates (qm) of the MMR

platform, so the above three constraints of velocities can be given in the matrix
form

A(qm)q̇m = 0 (8)

where A(qm) =

⎡
⎣
−sinφc cosφc −d 0 0
cosφc sinφc −l −r 0
cosφc sinφc l 0 −r

⎤
⎦ and r is the radius of the driving

wheels.
The independent velocities of two driving wheels are chosen as the generalized

coordinates (q̇w) because the nonholonomic constrained mobile platform owns
only 2-DOF under planar motion assumption and there is such a relation

q̇m = S(qm)q̇w (9)

where q̇w =
[
θ̇1 θ̇2

]T
, andS(qm) is a 5 × 2 full rank matrix, whose columns are

in the null space of A(qm). One choice of S(qm) is defined as:

S(qm) =

⎡
⎢⎢⎢⎢⎣

ρ(lcosφc + dsinφc) ρ(lcosφc − dsinφc)
ρ(lsinφc − dcosφc) ρ(lsinφc + dcosφc)

−ρ ρ
1 0
0 1

⎤
⎥⎥⎥⎥⎦

.

Here ρ = r
2l .

With the additional DoFs of the upper modular manipulator, the extended
coordinates of the whole system is composed of the wheeled mobile platform and
the modular manipulator, whose form is qe =

[
qT
m q1 · · · q5

]T .
Now it can be parameterized in terms of the independent velocities q =[

qT
w q1 · · · q5

]T

q̇e = Sq̇ (10)

where

S =
[
S(qm) 05×3

05×2 I5×5

]

Combining the Eq.8 and Eq. 9 together, the constraint equation can be easily
obtained as:

A(qm)S(qm) = 0 (11)
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3.2 Dynamics Equation

For the whole mobile modular robot, the dynamics can be obtained using energy-
based Lagrange method, which is based on the principle of virtual work function.

L(q, q̇) = T − V (12)

where T denotes the kinetic energy of the whole system, as the sum of the indi-
vidual kinetic-energy expressions. V denotes the potential energy of the whole
system, as the sum of the individual expression, for every element storing po-
tential energy.

The kinetic energy of the whole system can be written as the sum of two parts
of mobile platform and upper manipulator, T = Tp + Tm, whose former part
contains the kinetic energy of the cart, two driving wheels and the castor wheel.
The potential energy of the whole system contains only the part of modular

manipulator, P =
5∑

i=1

Pi =
5∑

i=1

mig
T rci,(where g is the vector at the direction

of gravity in the inertial frame and the vector rci gives the coordinates of the
center of ith module) for the mobile platform will not produce the change of
potential energy during the planar motion.

As discussed above, qe =
[
qT
m q1 · · · q5

]T denotes the extended coordinates,
with considering the external forces/torques for the whole system with
constraints(A(qm)q̇m = 0) in three dimensional operational space, the gener-
alized dynamic equation of motion can be written as

M(qe)q̈e + C(qe, q̇e)q̇e + G(qe) = Eτ + E2F − AT λ

A(qm)q̇m = 0 (13)

where M(qe) is the nonsingular symmetric inertia matrix, C(qe, q̇e) is the vector
that implicitly includes centrifugal, Coriolis and viscous friction, G(qe) is the
gravity terms, E is the matrix maps the actuator torque to the joint torques,
E2 is the matrix that maps the task space F to the joint space, AT is the above
constraint matrix and λ is the vector of Lagrange multipliers corresponding to
the aforementioned constraint equations.

ST (M(qe)q̈e + C(qe, q̇e)q̇e + G(qe)) = ST Eτ + ST E2F − ST AT λ (14)

With the equation of (11) and the derivative of equation of (10),

q̈e = Ṡq̇ + Sq̈ (15)

The motion equation of MMR can be written as

M̄q̈ + C̄q̇ + Ḡ = τ̄ + F̄ (16)

where M̄ = ST MS, V̄ = ST V S + ST MṠ, Ḡ = ST G, τ̄ = ST Eτ , and F̄ =
ST E2F ).
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3.3 Dynamic Redundancy Resolution

The whole MMR is a kinematically redundant system as there are two DoFs
for the mobile platform and five DoFs for the upper modular manipulator. A
nonempty null space N(J) exists which is available to set up systematic proce-
dures for an effective handling of redundant degrees of freedom and one inverse
solution based on inertia-weighted pseudo-inverse can be written as

q̇ = J†(q)ẋ + (I − J†(q)J(q))q̇0 (17)

where ẋ is the task space velocity, J† is the inertia-weighted pseudo-inverse(J† =
M−1JT (JM−1JT )−1) and the matrix (N = I − J†J) is a projector of the
arbitrarily chosen joint vector q̇0 onto N(J).

Differentiating(17), the accelerations of joints can be found:

q̈ = J†(q)(ẍ − J̇ q̇) + Nq̈0 (18)

With the similar method of redundancy resolution, the forces of redundant sys-
tems can be written as

τ = JT (q)F + NT τ0 (19)

From the (16), the constrained torque vector has the form

τ̄ = M̄ q̈ + C̄q̇ + Ḡ − F̄ (20)

Combining the (19) and (20) together with the above equation NT = I−JT J†T ,

JT (q)F + NT τ0 = (JT J†T + NT )(M̄ q̈ + C̄q̇ + Ḡ − F̄ ) (21)

Substituting (18) in (21), as the main task corresponds to the task-space motion
while the secondary task denotes the null-space motion [14], the equation can
be decoupled

JT (q)F + NT τ0 = τT + τN + FC (22)

Among them, τT denotes the forces in the task space, τT = (JT J†T )(M̄(J†(ẍ−
J̇ q̇))+ C̄q̇+Ḡ− F̄ ), τN denotes the torques in the null space, τN = NT (M̄Nq̈0 +
C̄q̇ + Ḡ − F̄ ), and FC represents the coupling torques and forces, FC =
JT J†T M̄Nq̈0 + NT M̄J†(q)(ẍ − J̇ q̇).

Since the inertia matrix M is identity, the inertia-weighted pseudo-inverse J†

can be reduced to the pseudo-inverse, J# = JT (JJT )−1, thus it can be easily
known that FC = 0.

3.4 Controller Design

With the decoupling of the task space and null space, one can choose the appro-
priate controller for both subspaces. There are always some uncertainties in the
system dynamics, such as nonlinear frictions, payload variations, flexibilities of
links and so on, and then the inexact dynamic parameters can not guarantee to
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cancel the nonlinear terms. A hybrid impedance controller in the task space is
applied here [17], which can also be found in our related work [15],

u = ẍd + Bdė + Kde + Kf (F d
E − FE) (23)

where ẍd is the desired acceleration, e and ė are the position error and velocity
error, Bd, Kd and Kf are the gains chosen appropriately with some techniques,
F d

E and FE are the desired and actual forces of the end-effector. Then the desired
impedance relation can be written as

ë + Bdė + Kde = −Kf(ef ) (24)

From (22), it can easily get the equation,

τ = τP + τN + Cq̇ + G (25)

where τP and τN are the vectors of task space and null space joint torques
respectively, C represents the coriolis and centripetal matrix and G denotes the
gravity force vector.

The aim of the end effector control law is to track the desired generalized task
coordinates xd, which includes position and force. Let the control law [19] be
given as

τ = JT {Λ(u − J̇ q̇) + Fe} + Cq̇ + G + τN (26)

where Λ � [JM−1JT ]−1 denotes the pseudo kinetic energy matrix [18].
The primary task is assumed to control the motion and force interactions

of the end-effector with the attached payload/external environment while the
secondary task is assumed to control the system surplus DoF. This nonlinear
control method separates the equations of motion into the task-space motion
and the null-space motions and allows them to be controlled independently.
Combining (23), (24), (25) and (26), the task space joint torque has the form

τP = JT {Λ(ẍd − J̇ q̇) + Bdėp + Kdep + Kfef + Fe} (27)

A proper choice of τN enables the manipulator to achieve secondary sub-task
without affecting the task space dynamics, like force and trajectory tracking of
the manipulator’s end-effector. The null space torque vector will be obtained as

τN = JT
N{ΛN(ẍNd − J̇N q̇) + BN ėN} (28)

where ėN is the velocity tracking error of the null space motion, which can be
written as ėN = ẋNd

− ẋN . One has the freedom to choose any control routine
in the null-space. The control scheme is designed as shown in Fig. 4.

3.5 Optimization of Null Space Motion

In addition to the primary task, the secondary task is to minimize a desired
cost function. Since the null space has many forms, a proper choice of N(J) will
achieve the avoidance of rank deficient matrix.
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Fig. 4. The control scheme

The additional task is represented as

Z(q) = N(q)T �Φ(q) (29)

Therefore, the Jacobian matrix of null space can be written as

JN =
∂Zi(q)

∂qi
=

∂N(q)T �Φ(q)
∂q

(30)

where Φ(q) is a scalar objective function of the joint variables and �Φ(q) is the
vector function representing the gradient of Φ.

The kinematic constraint function considered [16] [15] is the joint limit avoid-

ance as Φ(q)= 1
n

n∑
i=1

( qi−q̄i

qiM−qim
)2. Here qiM (qim) denotes the maximum(minimum)

limit for qi and q̄i the middle value of the joint range, and thus the redundancy
resolution problem is to define a joint trajectory which optimizes this objective
function subject to the end-effector position.

4 Cases Study and Simulations

4.1 Simulation Setup

A 5-DOF spatial modular manipulator is built up with the same mass and
inertia as the real Powercube modular manipulator in our lab and the frame
assignment and its transformations are given out in Fig. 3. The corresponding
D-H parameters of joints and the maximum and minimum joint values are shown
in Table 1. The link length parameters are d1 = 0.305(m), d3 = 0.308(m) and
d5 = 0.265(m). The mass and inertia parameters of the four links are listed in
the Table 2. The mobile platform is also built up with the same mass as our
real Activmedia mobile robot and some parameters are xc = 0.5; yc = 0.5; zc =
0.24; l = 0.215; d = 0.065; a = 0.045; h0 = 0; r = 0.095; as shown in Fig. 2. The
maximum and minimum limits for the joints range of five modules can be found
in Table 1.
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Table 2. The mass and inertia parameters of the MMR(Unit: kg, m)

Link mi Ixx Iyy Izz

(cart and wheels) 0 8.0 0.9013 0.5141 0.6453
(1st module) 1 2.8 0.0438 0.0121 0.0468
(2nd module) 2 1.8 0.0199 0.0147 0.0287
(3rd module) 3 1.6 0.0159 0.0052 0.0159
(4th module) 4 1.8 0.0193 0.0096 0.0229
(5th module) 5 1.4 0.0158 0.0074 0.0186
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Fig. 5. The rotating angles of two driven wheels and five joints angles of modular
manipulator
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Fig. 6. The position errors and velocity errors between the desired and the actual
trajectory
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Fig. 7. The torques of two driven wheels and five joints of modular manipulator

4.2 Simulation Analysis

The robot is asked to track the desired trajectory considering the feedback of
contact forces between the robot end-effector and the environment. Here a trajec-

tory is defined as pd(t) =

⎡
⎣

0.560− 0.1cos(t/10)
0.500 + 0.1sin(t/10)

1.218− 0.1et/10

⎤
⎦ to simulate some kinds of task

while the angle posture keeps unvaried. The initial posture of the upper modu-
lar manipulator is set with joint initial values q0 =

[
0 0 0 0 π/2

]
and the initial

state of the mobile platform is still, which corresponds to the initial position p =[
0.560 0.500 1.118

]T
and both the joints initial velocities and wheels velocities

are set to be zero at the very beginning. The Jacobian matrix of the manipulator
is given out in the Appendix. For many choices of the null space Jacobian matrix

[15], we choose one here as, JN =

⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎣

1/2d3(1/c3)(−(c1/(ac)) + (2s1)/r)s4
(d3(1/c3)(rc1 + 2acs1)s4)/(2acr)
((−d3c1 + a(1/s2))(1/c3)s4)/a

0
−c4 − (c2/s2)(1/c3)s4

−s4(s3/c3)
1

⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎦

T

.

The stiffness matrix is Kd = diag
[
500 500 500 200 200 200

]
, the damping

matrices are Bd = diag
[
50 50 50 10 10 10

]
and BN = diag

[
30

]
, and the force

error gain is Kf = diag
[
2 2 2 2 2 2

]
.
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During the simulation, the left driven wheel is set as still as shown in Fig. 5(a)
and then it is easy to know the rotation of the mobile platform from the difference
between left and right wheels velocities. The rotating angles of the right wheel is
shown in Fig. 5(b) and the joints variables of modular manipulator are shown in
Fig. 5(c) to Fig. 5(g) respectively. The position errors and velocity errors between
the desired and the actual trajectory are shown in Fig. 6(a) and Fig. 6(b). The
torques on the two driven wheels and the five module joints are shown in Fig.
7. Note that the rotating angle (φc) of the mobile platform is the relation of the
left and right wheel velocities, and then φc is used when solving the dynamics
as shown in the Inertia Matrix, the Coriolis Matrix and the Gravity Matrix in
the Appendix.

5 Conclusion

This paper performs a detailed kinematic analysis on both the mobile plat-
form and the atop modular manipulator of the MMR. The dynamic equations
are formulated based on the Lagrangian equations with consideration of the
nonholonomic constraints of the mobile platform. The dynamic redundancy res-
olutions are given out and the model-based controller is designed considering
both the secondary task and optimization function. The simulations are made
and the results and analysis are followed. However, because of many unexpected
factors and inexact dynamic parameters(nonlinear frictions etc.), the dynamic
equations and controller need to be improved in next step work and adaptive
control method will be used in future as well.
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A Appendix

A.1 The Jacobian Matrix

J11 = (1/2)rc0 − c(−d5c01s3s4 + as0 − ((d3 + d5c4)s2 + d5c2c3s4)s01);

J12 = (1/2)rc0 + c(−d5c01s3s4 + as0 − ((d3 + d5c4)s2 + d5c2c3s4)s01);
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J13 = −d5c01s3s4 − ((d3 + d5c4)s2 + d5c2c3s4)s01;

J14 = c01(c2(d3 + d5c4) − d5c3s2s4); J15 = −d5s4(c2c01s3 + c3s01);

J16 = d5c01(c2c3c4 − s2s4) − d5c4s3s01; J17 = 0;

J21 = (1/2)rs0 − c(−ac0 + c01((d3 + d5c4)s2 + d5c2c3s4) − d5s3s4s01);

J22 = (1/2)rs0 + c(−ac0 + c01((d3 + d5c4)s2 + d5c2c3s4) − d5s3s4s01);

J23 = c01((d3 + d5c4)s2 + d5c2c3s4) − d5s3s4s01;

J24 = (c2(d3 + d5c4) − d5c3s2s4)s01; J25 = d5s4(c3c01 − c2s3s01);

J26 = d5c4c01s3 + d5(c2c3c4 − s2s4)s01; J27 = 0; J31 = 0; J32 = 0; J33 = 0;

J34 = −(d3 + d5c4)s2 − d5c2c3s4; J35 = d5s2s3s4; J36 = −d5(c3c4s2 + c2s4);

J37 = 0; J41 = 0; J42 = 0; J43 = 0; J44 = −s01; J45 = c01s2;

J46 = −c2c01s3 − c3s01; J47 = c01(c4s2 + c2c3s4) − s3s4s01; J51 = 0;

J52 = 0; J53 = 0; J54 = c01; J55 = s2s01;

J56 = −s1(c2c0s3 + c3s0) + c1(c3c0 − c2s3s0); J57 = c01s3s4 + (c4s2 + c2c3s4)s01;

J61 = −c; J62 = c; J63 = 1; J64 = 0; J65 = c2; J66 = s2s3; J67 = c2c4 − c3s2s4; (31)

A.2 The Inertia Matrix

M11 = Iz1 + Iz2 + Iz3 + Iz4 + Iz5 + Iz6 + a2m2c02 + a2m3c02

+m4(−ac0 + d3c01s2)2 + m5(−ac0 + d3c01s2)2 + a2m2s02 + a2m3s02

+m4(as0 − d3s2s01)2 + m5(as0 − d3s2s01)2 + m6(−ac0 + c01((d3 + d5c4)s2

+d5c2c3s4) − d5s3s4s01)2 + m6(−d5c01s3s4 + as0 − ((d3 + d5c4)s2

+d5c2c3s4)s01)2;

M12 = Iz2 + Iz3 + Iz4 + Iz5 + Iz6 + d3m4c01s2(−ac0 + d3c01s2)

+d3m5c01s2(−ac0 + d3c01s2) − d3m4s2s01(as0 − d3s2s01)

−d3m5s2s01(as0 − d3s2s01) + m6(c01((d3 + d5c4)s2 + d5c2c3s4)

−d5s3s4s01)(−ac0 + c01((d3 + d5c4)s2 + d5c2c3s4) − d5s3s4s01)

+m6(−d5c01s3s4 − ((d3 + d5c4)s2 + d5c2c3s4)s01)(−d5c01s3s4 + as0

−((d3 + d5c4)s2 + d5c2c3s4)s01);

M13 = d3m4c2(−ac0 + d3c01s2)s01 + d3m5c2(−ac0 + d3c01s2)s01

+d3m4c2c01(as0 − d3s2s01) + d3m5c2c01(as0 − d3s2s01)

+m6(c2(d3 + d5c4) − d5c3s2s4)s01(−ac0 + c01((d3 + d5c4)s2 + d5c2c3s4)

−d5s3s4s01) + m6c01(c2(d3 + d5c4) − d5c3s2s4)(−d5c01s3s4

+as0 − ((d3 + d5c4)s2 + d5c2c3s4)s01);

M14 = Iz4c2 + Iz5c2 + Iz6c2 + d5m6s4(c3c01 − c2s3s01)(−ac0

+c01((d3 + d5c4)s2 + d5c2c3s4) − d5s3s4s01) − d5m6s4(c2c01s3

+c3s01)(−d5c01s3s4 + as0 − ((d3 + d5c4)s2 + d5c2c3s4)s01);

M15 = Iz5s2s3 + Iz6s2s3 + m6(d5c01(c2c3c4 − s2s4) − d5c4s3s01)

(−d5c01s3s4 + as0 − ((d3 + d5c4)s2 + d5c2c3s4)s01)

+m6(−ac0 + c01((d3 + d5c4)s2 + d5c2c3s4) − d5s3s4s01)

(d5c4c01s3 + d5(c2c3c4 − s2s4)s01);
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M16 = Iz6(c2c4 − c3s2s4); M21 = M12;

M22 = Iz2 + Iz3 + Iz4 + Iz5 + Iz6 + d32m4c012s22 + d32m5c012s22

+d32m4s22s012 + d32m5s22s012 + m6(c01((d3 + d5c4)s2 + d5c2c3s4)

−d5s3s4s01)2 + m6(−d5c01s3s4 − ((d3 + d5c4)s2 + d5c2c3s4)s01)2;

M23 = m6(c2(d3 + d5c4) − d5c3s2s4)s01(c01((d3 + d5c4)s2 + d5c2c3s4)

−d5s3s4s01) + m6c01(c2(d3 + d5c4)

−d5c3s2s4)(−d5c01s3s4 − ((d3 + d5c4)s2 + d5c2c3s4)s01);

M24 = Iz4c2 + Iz5c2 + Iz6c2 + d5m6s4(c3c01 − c2s3s01)

(c01((d3 + d5c4)s2 + d5c2c3s4) − d5s3s4s01)

−d5m6s4(c2c01s3 + c3s01)(−d5c01s3s4 − ((d3 + d5c4)s2 + d5c2c3s4)s01);

M25 = Iz5s2s3 + Iz6s2s3 + m6(d5c01(c2c3c4 − s2s4) − d5c4s3s01)

(−d5c01s3s4 − ((d3 + d5c4)s2 + d5c2c3s4)s01) + m6(c01((d3 + d5c4)s2

+d5c2c3s4) − d5s3s4s01)(d5c4c01s3 + d5(c2c3c4 − s2s4)s01);

M26 = Iz6(c2c4 − c3s2s4); M31 = M13; M32 = M23;

M33 = Iy3c012 + Iy4c012 + Iy5c012 + Iy6c012 + d32m4c22c012 + d32m5c22c012

+d32m4s22 + d32m5s22 + m6((−d3 − d5c4)s2 − d5c2c3s4)2

+m6c012(c2(d3 + d5c4) − d5c3s2s4)2 + Ix3s012 + Ix4s012 + Ix5s012

+Ix6s012 + d32m4c22s012 + d32m5c22s012

+m6(c2(d3 + d5c4) − d5c3s2s4)2s012;

M34 = d5m6s2s3s4((−d3 − d5c4)s2 − d5c2c3s4) − Ix4c01s2s01 − Ix5c01s2s01

−Ix6c01s2s01 + Iy4c01s2s01 + Iy5c01s2s01 + Iy6c01s2s01

−d5m6c01s4(c2(d3 + d5c4) − d5c3s2s4)(c2c01s3 + c3s01)

+d5m6s4(c2(d3 + d5c4) − d5c3s2s4)s01(c3c01 − c2s3s01);

M35 = −d5m6(c3c4s2 + c2s4)((−d3 − d5c4)s2 − d5c2c3s4) + Iy6c01(−s1(c2c0s3

+c3s0) + c1(c3c0 − c2s3s0)) − Ix5s01(−c2c01s3 − c3s01) − Ix6s01(−c2c01s3

−c3s01) + Iy5c01(c3c01 − c2s3s01) + m6c01(c2(d3 + d5c4) − d5c3s2s4)

(d5c01(c2c3c4 − s2s4) − d5c4s3s01) + m6(c2(d3 + d5c4)

−d5c3s2s4)s01(d5c4c01s3 + d5(c2c3c4 − s2s4)s01);

M36 = −Ix6s01(c01(c4s2 + c2c3s4) − s3s4s01)

+Iy6c01(c01s3s4 + (c4s2 + c2c3s4)s01); M41 = M14; M42 = M24;

M43 = M34; M44 = Iz4c22 + Iz5c22 + Iz6c22 + Ix4c012s22 + Ix5c012s22

+Ix6c012s22 + d52m6s22s32s42 + Iy4s22s012 + Iy5s22s012

+Iy6s22s012 + d52m6s42(c2c01s3 + c3s01)2 + d52m6s42(c3c01 − c2s3s01)2;

M45 = Iz5c2s2s3 + Iz6c2s2s3 − d52m6s2s3s4(c3c4s2 + c2s4) + Iy6s2(−s1(c2c0s3

+c3s0) + c1(c3c0 − c2s3s0))s01 + Ix5c01s2(−c2c01s3 − c3s01)

+Ix6c01s2(−c2c01s3 − c3s01) + Iy5s2s01(c3c01 − c2s3s01)

−d5m6s4(c2c01s3 + c3s01)(d5c01(c2c3c4 − s2s4)

−d5c4s3s01) + d5m6s4(c3c01 − c2s3s01)(d5c4c01s3 + d5(c2c3c4 − s2s4)s01);
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M46 = Iz6c2(c2c4 − c3s2s4) + Ix6c01s2(c01(c4s2 + c2c3s4) − s3s4s01)

+Iy6s2s01(c01s3s4 + (c4s2 + c2c3s4)s01);

M51 = M15; M52 = M25; M53 = M35; M54 = M45; M55 = Iz5s22s32

+Iz6s22s32 + d52m6(c3c4s2 + c2s4)2 + Iy6(−s1(c2c0s3 + c3s0)

+c1(c3c0 − c2s3s0))2 + Ix5(−c2c01s3 − c3s01)2 + Ix6(−c2c01s3 − c3s01)2

+Iy5(c3c01 − c2s3s01)2 + m6(d5c01(c2c3c4 − s2s4) − d5c4s3s01)2

+m6(d5c4c01s3 + d5(c2c3c4 − s2s4)s01)2;

M56 = Iz6s2s3(c2c4 − c3s2s4) + Ix6(−c2c01s3 − c3s01)(c01(c4s2 + c2c3s4)

−s3s4s01) + Iy6(−s1(c2c0s3 + c3s0) + c1(c3c0 − c2s3s0))(c01s3s4

+(c4s2 + c2c3s4)s01); M61 = M16; M62 = M26; M63 = M36; M64 = M46;

M65 = M56; M66 = Iz6(c2c4 − c3s2s4)2 + Ix6(c01(c4s2 + c2c3s4) − s3s4s01)2

+Iy6(c01s3s4 + (c4s2 + c2c3s4)s01)2; (32)

A.3 The Coriolis Matrix

The Coriolis and centrifugal forces are computed directly from the inertia
matrix via the formula

Cij(q, q̇) =
n∑

i=1

Γijk q̇k =
1
2

n∑
i=1

(
∂Mij

∂qk
+

∂Mik

∂qj
− ∂Mkj

∂qi
)q̇k (33)

A.4 The Gravity Matrix

(

(34)
where c = r/(2 ∗ l),
c0 = cos(φc), s0 = sin(φc), c01 = cos(φc + q1), c1 = cos(q1), · · · , c5 = cos(q5),
g0 = 9.81m/s2, r2 = 0.049, r3 = 0.124, r5 = 0.183.
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Abstract. This paper analyzes how performance of a basic teleopera-
tion task are influenced by the viewpoint of the video feedback, using
a remote mobile robot. Specifically, the viewpoint is varied in terms of
height and tilt and the influence on a basic task, such as following some
pre-defined paths, is analyzed. The operators are able to control one mo-
tor degree of freedom and up to two perceptive degrees of freedom. It
is shown that performance vary depending both on the viewpoint and
on the amount of perceptive freedom; in particular, the chosen metrics
give better results when more perspective and, surprisingly, a more con-
strained perception is deployed. Furthermore, the contrast between the
actual performance and the performance perceived by the operators is
shown, which allows to discuss about the need of quantitative approaches
in measuring the efficiency of a teleoperation task.

1 Introduction

Teleoperating a mobile robot through its camera is intuitively the most natural
way to drive the robot. The user takes the viewpoint of the robot, so he/she
could feel present in the remote environment. Such is the role of an efficient
immersion in general, which uses sensory information and associated displays
technology that are combined to obtain a feeling of being present in an environ-
ment different from the real one [She92]. According to Helmholtz’ doctrine of
unconscious inference in 1882 and a lot of other studies [Pfa96], even with an
ideal sensory stimulation that matches the original environment, the perceived
world is different from the veridical world, because it is seen through certain and
chosen sensory channels and is interpreted and re-constructed by our own expe-
rience. So the efficiency of a system to achieve a task can be different from the
perception that teleoperators could have, and systems need to be evaluated with
neutral but quantified criteria. The case of vision feedback is, as a consequence,
much more complicated than evaluations of comfort or sensation of immersion.

The purpose of this paper is twofold: first, we present preliminary results in
studying quantitative metrics to evaluate operators’ performance while guiding

M. Xie et al. (Eds.): ICIRA 2009, LNAI 5928, pp. 792–801, 2009.
� Springer-Verlag Berlin Heidelberg 2009
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a remote robot through visual feedback, particularly when such feedback is given
from some very different points of view; second, we compare such metrics to a
more qualitative evaluation and show how difficult may be to infer the operators’
performance from a mere qualitative study.

The utilization of robot’s camera for teleoperation has been widely spread.
However, this interface is still lacking in supporting perfect visual feedbacks. This
is mainly due to the known drawbacks such as the reduced Field Of View (FOV),
the video transfer latency, the unintuitive interface for camera’s control or the
loss of directional sense. Several techniques have been employed according to the
literature to improve user’s comfort and efficiency through the visual feedback.
In order to compensate the Head Mounted Display (HMD) latency (due to this
minimal procedure: obtaining HMD position, controlling the robot’s camera, and
finally obtaining video’s point of view), authors of [Fia05] proposed the use of
panoramic images that cover the whole potential FOV of the user. On the other
hand, and about the loss of directional sense, we can find systems that display
pitch and roll information of robot’s camera [Nie07][La03], where experiments
show an efficient compensation with such displays in addition to the real view of
the camera. Depth perception is a major problem, and has been partially solved
through the use of stereoscopic cameras [LP06][SN00] with adjusted parallax
that improve perception feeling and comfort.

Generally speaking , such solutions compensate known problems, but it’s still
possible to improve the initial system itself, through the accurate evaluations
of human’s characteristics, limits and needs. In [TC06] the minimum video
frame rate is evaluated, while in [Cho05] and [Ra05], the authors underline the
importance of the FOV and the resolution of displays like a HMD for distor-
tion perception: region warping are more perceptible with higher (and quan-
tified) FOV and resolutions. Other studies underline the internal conflicts felt
by human and provided by teleoperation systems [BR98], as only a few sensory
channels are stimulated. [DED98] highlights the human’s mental construction
of spatial knowledge and understanding of a remote environment through VR,
reality, and maps. It also highlights the differences of perception and under-
standing according to the methods of exploration and the restrictions posed by
the displays like the FOV or the displacements through a mouse. On the con-
trary, the visual channel can be distorted in a controlled way to improve task
efficiency [CMA03].

However, to the best of our knowledge there is still a lack of effort in evaluating
how the different points of view of the video feedback, for a given task, can affect
performance and, second, how this performance can be measured. Specifically, it
is not yet clear how the relative amount of task-based or user-centered metrics
can contribute to infer the goodness of a teleoperation task, and how these
metrics relate to the effort being demanded to the operator. Furthermore, given
that distant world inherently cause distorted perception, there is also lot to
do in research on the way such perception can bias, positively or negatively,
the operator’s judgement about their own performance, thus leading qualitative
feedback far from the quantitative results.



794 L. Brayda et al.

2 Performance Evaluation of Teleoperation Task

In this work we aim at finding ways to measure the capability of a teleoperator to
achieve a simple task. This can be a path following task that the operator must
perform: the path can be depicted on the ground and the user must drive the
robot as close as possible to this path. The evaluation is done by comparing the
path traced by the mobile robot and the original path. This allows us to drive
some conclusions concerning the behavior of the operator. Specifically, one way
to measure the degree of accuracy of the task is to compute the surface between
the theoretical (T ) and the experimental (E) path. Each path is modeled as a
curve, approximated by a piecewise linear segments joined by points in a 2D
space: the approximation comes from the fact that the position and orientation
of the robot is sampled, e.g by a camera acquisition system. By considering
that the T and E frequently cross each other, the in-between surface S can be
computed as:

S =
1
2

∑

i∈I

∑

p∈Pi

∣∣∣∣
xp xp+1

yp yp+1

∣∣∣∣ (1)

where I ∈ {T ∩ E} is the set of points in which the two paths intersect, Pi ∈
{T∪E} is a subset of points between two consecutive intersection, p and p+1 are
two consecutive points in each subset and x, y are the 2D coordinates of a point.
The inner sum is the known Surveyor’s formula for the calculus of the area of
a polygon. S can be interpreted as a surface-based error. Furthermore, because
we make test across different paths of different lengths, we can normalize by the
theoretical path lengths by defining a Normalized Average Distance (NAD):

NAD =
S

∑
p∈T

√
Δx2

p + Δy2
p

(2)

With such metric, the operators with a high/low NAD will be likely to have
experienced a higher/lower deviation in following the main path. Such deviations
are related to the degree of ability people have to change mentally their point of
view (POV) or, on the contrary, it may represent the distortion the teleoperation
system imposes to them. In other words, the deviation depend (at least partially)
on the fidelity of the perception of space that each operator can feel. Figure
2(d) depicts an example of surface S, where the area is depicted in gray. The
relationship is partial because other ingredients are missed such as the motor
transformation between the hand actions and the robots rotations.

3 Experimental Setup

3.1 Description of the Protocol

In the experiments, the users had to follow as best as they could a stained path,
by carrying out the teleoperation of an Unmanned Ground Vehicle (UGV) using
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a joystick for motor control output and a Head Tracking System (HTS) for
perceptive control input. The users didn’t have any previous knowledge about
the UGV or the path, and during the experiments they could rely on the sole
subjective vision by teleoperating in a separated room. To reduce the experiment
variability, the speed of the vehicle was fixed to 0.15 m/s (25% of the maximum
speed). This way, the user only had to care about one degree of freedom of the
UGV, i.e. the steering, and two degrees of freedom for the HTS (pan & tilt):
this way the comparisons can be simpler and clearer.

The experiment was carried out by 7 people (3 women and 4 men), with an
age range from 22 to 46 years old. Every user made a total number of 9 trials, i.e.
3 paths by 3 POV configurations. The use of the HTS was alternated between
trials, so there is an average of 3.5 users for every possible combination of paths,
POV and pan & tilt. The total amount of trials is then 63 (7 users times 9 trials).
To avoid the influence between experiments, the user never made two trials in a
row (the user distribution is interlaced): rather, we tried to maximize the time
between two successive trials.

The scene could be observed via three different POV, each of them corre-
sponding to a different [tilt, height] pair (see Table 1(a)). The height is referred
to the ground level and the tilt angle is referred to the horizon: the higher the
value, the more the camera is looking down. Note that the users could not per-
form “self-observation”, thus they were not able to develop any possible new
proprioceptive model. After every trial, the users were asked to draw the shape
of the path. Finally, once all trials were finished, the users filled a short form
with questions regarding to the subjective perception of the experiment.

3.2 Unmanned Ground Vehicle (UGV) and User Interface

The UGV used during testing was a small vehicle (0.27m length x 0.32m width)
which was built using a commercial platform. This base has four motored wheels
without steering system. The speed control of each wheel is used to steer the
vehicle. Figure 1(a) shows a picture of the UGV. The pan & tilt camera system
was placed in a vertical guide in order to change the height of the camera. This
systems uses a manual configuration since the height was only changed between
experiments and not during them. The webcam has a standard resolution of
640x480 pixels and a horizontal FOV of 36 degrees. For the experiments the
frame capture was made at 15 frames per second.

The user interface is composed by three main elements:

Table 1. Experimental constraints (a) and paths data (b)

(a) Points of view

1 2 3

Height (m) 0.073 0.276 0.472
Tilt angle (deg) 1.5 29.0 45.0

(b) Paths

1 2 3

Length (m) 19.42 16.10 9.06
Width (m) 0.28 0.28 0.42
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(a) General view of the
UGV, with Vicon markers

(b) Operator during the experiments

Fig. 1. Experimental setup

– Head Mounted Display. The user watched the images acquired by the UGV’s
webcam through a HMD system (see figure 1(b)).

– Joystick. The user only controlled the steering of the UGV, since it travels at
constant speed. To make the control as natural as possible, the vertical rota-
tion axis of the joystick was chosen (see figure 1(b)). The joystick orientation
was recorded during the experiments.

– Head Tracking System. To acquire the user’s head movement when control-
ling the pan & tilt movement of the camera, a wireless inertial sensor system
was used (see figure 1(b)). The head orientation was also recorded during
the experiments.

3.3 Data Acquisition System and Paths Description

During the experiments, the position and rotation of the UGV as well as the
movement of the UGV’s webcam was recorded at 50Hz using an optical motion
capture system (Vicon1). Such system acquires the position of seven markers
placed on the UGV (see Figure 1(a)) by means of 10 infra-red cameras (8 x
1.3Mpixel MX cameras and 2 x 2Mpixel F20 cameras). The raw data coming
from this system was then properly reconstructed and filtered to extract the
robot center. The user’s input (joystick and HTS) was recorded with a frequency
of 10Hz, since that is the rate of the UGV’s commands. To analyze the data,
this information was resampled to 50Hz with a linear interpolation.

Three different paths were used in the experiments because we intend to
compare the results in different conditions and across different styles and path
complexities. They were placed under the Vicon system, covering a surface of
about 13 square meters. The first path (figure 2(a)) is characterized by merlon

1 http://www.vicon.com
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(a) Path 1 (b) Path 2

(c) Path 3 (d) S Metric

Fig. 2. Paths used for the experiments and the S metric applied to Path 1

and sawtooth angles. The second path (figure 2(b)) has the same main shape of
the first but is covered CCW by the robot and has rounded curves of different
radius. The thid (see figure 2(c)) is simpler with wider curves and with rounded
and sharp curves. The table 1(b) shows a measure comparison between paths.

4 Results

In this section we organize results according to our proposed metrics in a quan-
titative way, while results coming from questionnaires are commented in a qual-
itative evaluation. We then discuss about how these two approaches comply.

4.1 Quantitative Evaluation

We analyzed the performance of teleoperators across the 63 trials: Figure 3(a)
shows that, according to the metric S, users spanned error surfaces in the range
of [0.67,4.96] square meters. However, two outliers appear (largest S values): we
verified that these correspond to trials in which the users got lost from the begin-
ning, and whom we let pursue their trial until they arbitrarily decided to stop.
We then observe the metric NAD in function of both users and POV (Figure
3(b)): brighter cells correspond to lower NAD, i.e. the experimental path was
closest to the theoretical one. Clearly the POV closer to the ground and giving
more perspective entails a better performance. The blackest cells, i.e. the biggest
errors, are influenced by the two outliers: note that both outliers come from two
different users, unaware of the mutual performance, who experienced the second
path (this cannot be inferred from pictures) watched from the highest point of
view (POV=3) with HTS activated on the camera. This is interesting, since they
were exactly in the same condition: we will see that, even without outliers, this
is the condition of average worst performance, and that this result provides a
hint for the role of adding degrees of freedom. In order to analyze data more
consistently, we derive a reduced test set without outliers (61 trials): Figure 4(a)
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Fig. 3. Global per-trial (a) and per-user (b) performance on the whole test set. In (a)
we evidence the presence of two outliers as well as the order of magnitude of the surface
S, in (b) the brighter the color, the lower the NAD, i.e. the better the performance.

plots, for each POV, the bar related to the performance in NAD across the
three paths, as well as their mean and standard deviation depicted as circle and
vertical segments: performance get worse as the POV increases in height and
tilt. In fact the middle and highest POV gives the worst performance, and while
their mean is similar in absolute ( NAD =0.140 and 0.142 meters respectively),
the third POV compels users to a higher standard deviation (0.047 and 0.065
meters respectively). This denotes that with less perspective there is a higher
tendency to deviate from the correct path. This is intuitive, since less perspective
implies less chance given by the system to the operator to plan the future path
and to anticipate the mid-long term controls. We will see that this goes against
the user perceived performance. For the sake of completeness, we note that in-
cluding the outliers would make the bars increase monotonically for increasing
heights, thus make the phenomenon more evident. The best performance is, in
contrast, reached at the lowest POV (0.10 mean and 0.032 meters std), in which
the perspective played an active role in keeping the mobile robot tight to the
theoretical path. It is interesting to note that the global NAD mean on the 61
trials is 0.127 meters, which is less than half the width of any path: this means
that users, on average, stayed in the corridor or within the lines (with a std of
0.052 meters), and globally complied with the protocol requests.

4.2 Qualitative Evaluation

As anticipated in Section 3, users were asked a few questions about their global
performance: specifically, they were asked 1) how many paths they perceived
during the whole session, 2) whether the HTS was useful to achieve the task or
to 3) globally perceive the environment, 4) whether a POV with more perspec-
tive was more useful and 5) to list the paths in decreasing order of self-evaluated
performance. Table 2 shows the given answers for each user number. Answers to
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Fig. 4. Average and per-POV (a) and per-user (b) performance on the reduced test-set.
In (a) we show the per-POV NAD mean (circle) and standard deviation (segments),
as well as how they distribute across paths. In (b) we show that for this task the pan
& tilt feature was detrimental for performance.

q.2 shows that the three POV were so different that some users thought to expe-
rience more than three paths. Given that each path had its own color, the result
is surprising. Answers to q.2 and 3 were different across users: they show that
users judged the HTS detrimental in 4 out of 7 cases, but rather good for the
global perception of the environment (5 out of 7). By comparing such answers
to Figure 4(b) we derive that pan & tilt is generally an advanced feature which,
nonetheless, makes performance drop, which is a counter-intuitive result. This
may indicate that global exploration and the task achievement required differ-
ent kind of level of attention. This fact is confirmed by the extreme difficulty
in drawing the geometrical shape of the path right after the experiment. Inter-
estingly, the two users (5 and 6) who indicated pan & tilt useful for good task
achieving were actually wrong (performance were worse, we claim because of
distorted perception), but experienced the smallest differences with and without
pan & tilt (see the relative height difference between white and black bars).

More interesting are answers to questions 4 and 5: we know from Figure 4(a)
that performance (both mean and std) are decreasing with increasing height.
This goes against the users evaluation. In fact a ”no” / ”yes” should imply
better performance with POV=3 / POV=1 and vice versa. It is enough to look
at Figure 3(b) to realize that self-evaluated performance corresponds to the
actual performance (in parenthesis) only for two users. We consider not a chance
that these two users are also the best performing ones. This demonstrates first
that the perception is on average distorted and second that distorted perception
is related to a worst performance. Finally, the Table shows that there is rare
correspondence between preferred paths and paths ordered by descending actual
performance. In particular, path 1 was underestimated, while path2 and path3
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Table 2. Users’ evaluation: number of perceived paths, HTS judged useful for task
achievement and global perception, perspective judged useful (actual result), preferred
paths (actual result)

user paths HTS for task HTS for global persp.useful (perf) pref.paths (perf)
1 3 no no no(yes) 321 (321)
2 3 no yes no(yes) 231 (213)
3 6 no no yes(no) 321 (213)
4 4 no yes yes(yes) 231 (213)
5 6 yes yes yes(yes) 123 (213)
6 3 yes yes no(yes) 321 (132)
7 4 no no no(yes) 312 (132)

overestimated. This indicates a sort of distance between the perceived comfort
and the actual performance.

5 Discussion and Conclusion

In this preliminary work we found that performance of a basic teleoperation
task are influenced by the viewpoint of the video feedback. Future work will
investigate how the height and the fixed tilt of the viewpoint can be studied
separately, so that the relative contribution can be derived. The metric we used
allows us to distinguish between a tightly and a loosely followed path, but one
limitation is that we still know little about the degree of anticipation and the
degree of integration of the theoretical path that an operator can develop.

Furthermore, we have shown that, non intuitively, the effects of a HTS were
detrimental for performance: we speculate that results with an active HTS could
be negative because we constrained velocity to be fixed. On one side, in fact,
we added two degrees of freedom and approached a human-like behavior, on
the other side we forced the user to take decisions at an arbitrary, fixed, and
as such unnatural speed, thus conflicting with the given freedom. However, we
point out that the operators who positively judged an active HTS also spon-
taneously used the first seconds of the experiment to watch the global path,
then concentrated on the requested task. The results coming from HTS could
also be biased by the absence of an eye-tracking system, as the true direction
of attention is not uniquely defined by the head orientation. From the question-
naire, the post-experiments drawings and from further oral comments, we can
conclude that operators cannot concentrate both on following and remembering
a path. This is a constraint and a precious hint for future considerations about
possible multi-tasking activities. Globally speaking, our evaluations show that
good performances imply that self-judgement about performance can be reliable,
while the sole judgements are misleading and cannot be used as a measure of
performance and no implications can be derived from them. This confirms the
motivation of our study about the need of quantitative measures for teleopera-
tion purposes.
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We also confirmed users’ sensation are heterogeneous, i.e. that there is no
preferred mode of using the mobile robot (POV, HTS), but clearly there is
a mode which improves performance which is rather independent on the path
shape and that this mode is not evaluated by operators as the best. This confirms,
as expected in many applications, an inter-operator variability. We believe that
such variability needs to make the design of a teleoperation system adaptive and
self-compensating according to quantitative, pre-defined but possibly evolving
metrics.

Acknowledgements

We would like to thank Stefano Saliceti for customizing the UGV for this study.
We also would like to thank Marco Jacono, Ambra Bisio and Thierry Pozzo from
the IIT RBCS dept. for their strong technical support and their availability, as
well as Nick Dring for the graphical design and all our teleoperators.

References

[BR98] Biocca, F.A., Rolland, J.P.: Virtual eyes can rearrange your body: adaptation
to visual displacement in see-trough HMD. Presence 7(3) (1998)

[Cho05] Chow, Y., et al.: The effects of head-mounted display attributes on human
visual perception of region warping distortions. In: Proc. of IVCNZ (2005)

[CMA03] Casals, A., Muiioz, L., Amat, J.: Workspace deformation based teleoperation
for the increase of movement precision. In: IEEE ICRA (2003)

[DED98] Waller, D., Hunt, E., Knapp, D.: The transfer of spatial knowledge in virtual
environment training. Presence 7(2), 129–143 (1998)

[Fia05] Fiala, M.: Pano-presence for teleoperation. In: Proc. of IROS (2005)
[La03] Lewis, M., et al.: Experiments with attitude: attitude displays for teleoper-

ation. In: Proc. IEEE Int. Conf. on Systems, Man, and Cybernetics (2003)
[LP06] Livatino, S., Privitera, F.: 3d environment cognition in stereoscopic robot

teleguide. In: Int. Conf. Spatial Cognition (2006)
[Nie07] Nielsen, C.W.: Ecological interfaces for improving mobile robot teleopera-

tion. IEEE transaction on robotics 23 (2007)
[Pfa96] Pfautz, J.D.: Distortion of depth perception in a virtual environment appli-

cation. PhD thesis (1996)
[Ra05] Ryu, J., et al.: Influence of resolution degradation on distance estimation in

virtual space displaying static and dynamic image. In: IEEE I.C. on Cyber-
worlds (2005)

[She92] Sheridan: Defining our terms. Presence 1(2), 272–274 (1992)
[SN00] Siegel, M., Nagata, S.: Just enough reality: Comfortable 3-d viewing via

microstereopsis. IEEE Trans. Circ. and Sys. for Video Tec. (2000)
[TC06] Thropp, J.E., Chen, J.Y.C.: The effects of slow frame rates on human per-

formance. U.S. Army Research Laboratory Technical report (2006)



 

M. Xie et al. (Eds.): ICIRA 2009, LNAI 5928, pp. 802–811, 2009. 
© Springer-Verlag Berlin Heidelberg 2009 

An Embedded Vision System  
for a Power Transmission Line Inspection Robot 

Weiyang Lei, En Li, Guodong Yang, Changchun Fan, Fengshui Jing, and Zize Liang 

Laboratory of Complex Systems and Intelligence Science,  
Institute of Automation,  

Chinese Academy of Sciences, 100190 Beijing, China 
{weiyang.lei,en.li,guodong.yang,changchun.fan, 

fengshui.jing,zizi.liang}@ia.ac.cn 

Abstract. Surrounding environment information is significant for an inspection 
robot to plan its behavior to stride over obstacles. This paper describes a com-
pact embedded monocular vision system for a power transmission line inspec-
tion robot. This system involving a DSP processor has superior hardware design 
and excellent performance on image processing. Emphasis of the image proc-
essing software design is the algorithm of image segmentation and straight line 
extraction. Base on the structure of the transmission lines, an algorithm for ob-
stacle distance estimation is proposed. Experimental results show that good ca-
pability on recognition and location can be achieved with this proposed vision 
system. 

Keywords: Embedded Vision System, Power Line Inspection Robot, Monocu-
lar Vision, Obstacle Recognition. 

1   Introduction 

In order to ensure the quality and reliability of electric power supplied to customers, 
power transmission lines must be inspected regularly. Unfortunately, most of current 
inspection work is performed artificially. An intelligent mobile robot for inspection is 
eagerly required on power transmission lines, which can crawl along the transmission 
line to accomplish some necessary operations, such as capturing and recording the 
videos of the environment around the power lines and towers. Several kinds of elec-
tric equipments settled on the power transmission lines are acting as obstacles to the 
inspection robot during continuous inspection work. Consequently, a navigation sys-
tem which can recognize and locate the obstacles is needed to help the robot to plan 
its motion for stride over these obstacles autonomously. An effective and real-time 
vision system is an excellent choice to acquire the information of the obstacles in 
advance and inform the robot controller to perform the obstacle-avoidance operations 
before the collisions happen. Zhang et al. [1] developed a binocular vision system 
based on PC104 hardware platform for a power line inspection robot. Binocular vi-
sion system has high precision on obstacle location, but the complexity of the object 
matching algorithm is not appropriate to a low power consumption real-time system. 
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Pouliot et al. [2] developed an inspection robot for power transmission lines with a 
complicated vision system composed of four cameras. Images are sent to ground 
control center for analysis which makes the robot unable to move autonomously along 
the line once it can not communicate with ground center. 

In this paper, we design an embedded monocular vision system to recognize and 
estimate the distance of the current obstacle for a special kind of power line robot 
which runs in partite 220KV transmission lines environment. This vision system uses 
high-speed DSP micro-processor to capture images and carry out real-time image 
processing algorithms. According to the specific characteristic of the partite lines 
structure, an obstacle distance estimating arithmetic is proposed. The rest of the paper 
is organized as follows. In Section 2, a brief introduction of our inspection robot and 
the structure of the partite transmission lines is given. Section 3 introduces the mo-
nocular vision system and the algorithms of the image processing. Section4 describes 
the obstacle recognition method and the distance estimating arithmetic. Conclusions 
are given in the end.  

2   Power Line Inspection Robot and Its Working Environment 

Considering the requirements in mechanical design and the structure of the partite 
lines and obstacles, our inspection robot, as shown in Fig. 1, is equipped with two 
arms and a counter weight box where the controller and the vision system are in-
stalled in. Each arm has a driving wheel and an up-down design, and is designed to be 
able to loose and grasp the line. Hence, the robot can fluently achieve automatic mo-
tions on transmission lines, such as rolling, crawling or spanning obstacles, generally 
at a 200m/h working velocity. 

 

Fig. 1. The power line robot and the structure of its arm 

The navigation system of the inspection robot need to recognize and locate the ob-
stacles with its sensors, and communicate with control system which plans the mo-
tions of the robot to crawl along the line autonomously. The navigation system is 
composed of two sections: electromagnetic sensor network and the embedded vision 
system. The electromagnetic sensor network is installed at the arms of the robot, very 
close to the grasp claws. Different electric equipments installed on the power lines 
will lead to different inflection to the electromagnetic field intensity, so it is realizable 
for the electromagnetic sensor network to analyze which and where the obstacle it is 
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currently. However, the electromagnetic sensor network can only get information 
extremely near to the arms so the embedded vision system is extraordinary significant 
to supply necessary information of the distant environment in front of the robot. With 
this information, the robot can make estimations and judgments in advanced and de-
celerate for the preparations of the obstacle-detouring actions, to avoid any probable 
collisions. 

In China, high-voltage transmission lines are usually arranged in bundles of 2 or 4 
cables, supported by transmission towers. Generally, the distance between two adja-
cent towers varies from 300m to 500m. Though the entire line as long distance be-
tween two towers is actually shaped as a parabola curve, the local segment that the 
robot is crawling along can be recognized as straight line because the robot is too 
short relative to the distance between two towers. In the span between two towers, 
spacers are placed to keep a fixed distance between different cables and avoid them 
from touching each other. The distance between two parallel cables is usually an 
invariable distance of 400mm. Fig. 2 gives a sketch of the partite transmission lines 
and the equipments installed on. Spacers and other kinds of equipments such as coun-
terweights, suspension clamp and strain clamp with isolator strings are obstacles for 
the robot. All of these obstacles have specific industrial normalized size, and also 
have distinctly differences in configuration and appearance. These characteristics can 
help us to figure out a simple and rapidly algorithm for vision-based obstacle recogni-
tion and distance estimation. 

 

Fig. 2. Structure of the partite transmission lines 

3   The Vision System of the Power Line Robot 

Compared with PC-based vision system, the DSP-based embedded system is more 
suitable for an inspection robot, because the control box has a strictly occupation space 
limit and the power supply is also limited for the robot. Our vision system is designed 
with high-speed DSP micro-processor and characterized with compact size, low power 
cost and high computational performance. DSP is the most popular image processor 
because of its high speed data processing capacity. Base on the DSP hardware plat-
form, specialized image processing algorithms have been developed and can steadily 
capture and analyze the images and recognize the obstacles in front of the robot. 
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3.1   Hardware Design 

The vision system consists of a camera, an image processing module, and video 
transmission devices, as we can see in Fig. 3. The camera is installed in the front of 
the robot, precisely under the transmission line. The optical axis of the camera inter-
sects with the transmission line by 20°. This configuration ensures the most back-
ground of the image is sky, which reduces the complexity of image analysis. Image 
processing algorithms are running on the DSP-based image processing module. Once 
an obstacle is recognized, information about its category and location will be sent to 
the robot controller via the RS-232 interface. Wireless video transmission equipment 
can send desired images to the ground surveillance center. 

 

Fig. 3. Working scheme of the vision system 

 

Fig. 4. DSP-based image processing board and its framework 
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DSP acts as the core of the whole system and is responsible for reading data from 
memory to implement image processing and information extraction. The professional 
digital media processor TMS320DM642 is selected for its excellent image processing 
performance. Necessary auxiliary hardware modules have been developed, including 
the video capture module, the video encoding module, the communication module, 
and the memory management module. Fig. 4. shows the DSP board we designed and 
its internal structure. The board has compact size (100×100mm) and low power con-
sumption (1.2w). The availability and effectiveness of the hardware system have been 
proved in experiments. Modular structure on hardware design and sufficient periph-
eral interfaces make it easy to be applied for other different requirements with few 
modifications. 

3.2   Software Design for Image Processing 

The software system is composed of device drivers, application program, and image proc-
essing algorithm package. The superiority of the embedded vision system is its rapidly 
processing capacity especially for real-time image. So the image processing algorithms 
must have high-speed characteristics and be fit for the features of the image contents. 

The key point of image processing is to locate the transmission lines. Firstly two 
transmission lines need to be exacted from the image, and then the parameters of the 
lines can be calculated. With the geometry information of the transmission lines, 
obstacle searching can be confined to the areas along the lines on the image, for the 
purpose of reducing searching areas and improving the efficiency of the obstacle 
recognition algorithm. The major procedure of the image processing algorithm is 
given as Fig. 5. 

 

Fig. 5. Flow chart of the image processing algorithm 
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Step1: Preliminary processing 
In the procedure of the image acquisition and sampling, noise points are inevitable. 
Changes of the illumination density will affect the brightness difference between the 
object and the background. The purpose of the preliminary processing is to reduce 
these negative influences in order to guarantee the intact contour of the obstacle after 
segmentation. Firstly, a median filter is used as an image smoothing algorithm for 
noise suppression. Then, considering the negative influence brought by the illumina-
tion changes, an adaptive histogram equalization algorithm is used for image en-
hancement to strengthen the object we interested. The algorithm is a localization of 
the histogram equalization algorithm and has rapid running speed. It calculates the 
new gray-scale of the pixel only by its neighborhood histogram rather than the global 
histogram. The processing result is shown in Fig. 6. As we can see, the transmission 
lines and obstacles are more prominent and the histogram has been improved after the 
preliminary processing.  

 

(a) Original suspension clamps image.  (b) Preliminary processing result. 

 

(c) The histogram of the original image.  (d) The histogram after processing. 

Fig. 6. Preliminary processing result 

Step2: Image segmentation and skeleton extraction 
The purpose of the image segmentation is to separate the interest objects from the back-
ground. In this step, an optimal thresholding algorithm is used to distinctly separate the 
transmission lines and current obstacles from the background. The optimal threshold is 
calculated according to the histogram, by seeking the maximal gray-scale difference 
between the objects and the background. As a result, the image is transformed to a bi-
nary image. This algorithm is easy to carry out and the result is satisfactory for skele-
tonization, as shown in Fig. 7.  
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               (a) Counterweight                        (b) Spacer                     (c) Suspension clamps 

Fig. 7. Image segmentation results 

A robust binary image skeletonization algorithm based on the medial axis trans-
formation of the upright maximal squares can extract the skeletons from the image. 
By computing the numbers of the maximal neighboring pixels in an object, a medial 
axis transformed image is obtained, and then skeleton can be extracted. With an  
initialized threshold, this method can eliminate the noise. Fig. 8 shows that the trans-
mission lines can be excellently extracted in this step and it will be convenient to 
calculate the parameters of the transmission lines in step3. 

 

Fig. 8. Image skeletonization results 

Step3: Straight-line extraction 
The geometry information of the transmission lines is very important for obstacle’s 
recognition and distance estimation. In this step, a fast Hough transform algorithm is 
used to extract straight lines from the skeletons extracted in step2, and calculate the 
slope and the intercept of the lines. With these geometry parameters we can determine 
which lines on the image are the transmission lines, and confirm the locations of the 
transmission lines. 

After the above steps of the image processing, a binary image is acquired on which 
the obstacles has been separated from background. And the geometry information of 
the transmission lines on the image is known. With these image processing results, the 
recognition and location of the obstacles are feasible. 
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4   The Algorithm of the Obstacle Recognition and Distance 
Estimation 

The contour and the position of the obstacles are clear enough on the binary image 
after segmentation. According to the parameters of the transmission lines obtained 
from the previous frame, partial searches are carried out along and between the 
transmission lines. If pixels block exists along or in the middle of the two lines, it will 
fill the searching window at certain percent. If the percentage exceeds a threshold, 
there is a big chance of the existence of an obstacle. Whether it is an obstacle or not 
can be inferred according to the features of the industrial installation standard on 
transmission lines. Fig. 9. gives the obstacle detection results. 

 

Fig. 9. Obstacle recognition 

Combined with the imaging principles, the obstacle’s distance can be estimated ac-
cording to the geometry structures of the transmission lines. As we can see in Fig. 10, 
in order to make the calculation formula simple and convenient to understand, the 
origin of the camera reference frame (xc, yc, zc) is settled at the camera’s optical center, 
z-axis is defined along the camera’s optical axis and the x-axis is defined vertical to 
the parallel transmission lines. The origin of the world reference frame (xw, yw, zw) is 
settled at the intersection point of the transmission line and its vertical line through 
the camera’s optical center, the z-axis is defined along the transmission line and the x-
axis is defined vertical to the transmission lines. 

 

Fig. 10. Obstacle distance estimation 
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The coordinate transformation from the world reference frame to the camera refer-
ence frame is described as: 
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Depending on geometry structures of the transmission lines we have mentioned, the 
parameters of the formula (1) can be concluded as: 
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Based on the imaging principle, the coordinate transformation formula from the world 
reference frame to the image reference frame can be described as: 
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In the formula (3), u0, v0 is the coordinate of the center point of the image. The parame-
ters of M1 are essentially the intrinsic parameters of the camera, which can be obtained 
from the camera calibration. The parameters of M2, which can be regarded as the extrin-
sic parameters, have been calculated by formula (2). Therefore, the actual location of the 
obstacle’s coordinate can be estimated according to its position on the image. 

This arithmetic is tested on indoor simulation transmission lines. The imaging dis-
tortion has been taken into account for more precise results. The distances from the 
obstacles to the camera are measured in Table 1. The obstacle’s apex towards the 
camera is regarded as the representative location of the obstacle.  

Table 1. Comparison between the actual and measured distance 

Measured Distance (cm) Actual Distance (cm) Error Percent 
115 107 6.9% 
163 156 4.3% 
232 218 6.0% 
289 263 8.8% 

 
The estimating errors are approximate 9%, which could be accepted for applica-

tions. The accuracy of the distance measurement result mainly depends on the image 
processing precision and the stability of the geometry structure of the running envi-
ronment.  

If a dubious obstacle on or between the transmission lines is detected in several 
frames, then its distance to the robot will be constantly calculated to estimate its current 
velocity. If this velocity is close to the current velocity of the robot, there is a large 
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probability of the existence of this obstacle. This information combined with the current 
obstacle distance will be sent to the robot controller for further judgment.  

The situation of the bundles of 4-wires structure of the transmission lines is similar. 
The relative position of each cable is settled, and the parameters of their geometry 
structure are given. According to the imaging principle, it will be easily to deduce 
which lines on the image are the bottom parallel cables. Only considering the two 
bottom parallel cables, the arithmetic we proposed above is still applicable. 

In most cases of real outdoor environment, the transmission line inclines in a slight 
angle due to the gravity of the robot and itself. And the robot may swing right-and-left 
on the transmission line as the result of the action of the counter weight adjustment 
and the wind force. The extrinsic parameters will be variable parameters for the vision 
system during the robot’s running process. Only by a real-time modification of the 
extrinsic parameters of the camera, the accuracy of our vision system can be greatly 
improved in the real-world applications  

5   Conclusions 

This paper presented an embedded vision system for an inspection robot to detect and 
locate the typical obstacles on the power line. This embedded vision system is charac-
terized with compact size, low power cost and excellent performance in image acqui-
sition and processing operations. The algorithm of the obstacle’s recognition and 
distance estimation is based on the structure of the transmission lines, so the calcula-
tion complexity is considerably reduced. Experiments show promising results on 
image processing and obstacles location. In future work, complex background envi-
ronment will be taken into account, and more researches on improving the real-time 
processing ability in real-world applications are necessary. 
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Abstract. The main objective of this work is to investigate human
depth perception in virtual reality (VR). Specifically, we attempt to give
a first step that towards finding the relationship between size-distance
in depth perception in virtual environment. Depth perception has been
shown to be key element and a major factor either for simple naviga-
tion tasks or for complex and dexterous manipulation tasks. However, in
the history of psychology of perception few matters have been of more
continuous interest than the issue of the relationship between perceived
size and perceived distance. Most studies focused on such questions have
converged upon a hypothesis named Size-Distance Invariance. This hy-
pothesis is often stated in the following terms: “A retinal projection or
visual angle of given size determines a unique ratio of apparent size to
apparent distance” [1]. The relationship between distance and size per-
ception remains unclear in a virtual environment. The effectiveness of
virtual environments has often been linked to the sense of presence that
users feel in the virtual world. Moreover, Depth perception is one major
factor among many believed to underlie presence for teleoperation and
virtual environments. Our findings suggest that the strategy based on
imagination of motor tasks could have a major effect on users’ accurate
depth perception in virtual reality.

1 Introduction

One of the key issues in virtual reality (VR) environments is immersion, namely,
one needs to give users the complete sensations of being somewhere else and feel-
ing a realistic environment. In other words, immersive VR-based systems must
generate stimulus that might be interpreted as ones coming from real world. For
the visual channel, VR systems must provide adapted cues allowing the inte-
gration of accurate spatial information. Indeed, humans perceive the world in
three dimensions to understand it and to achieve goal-directed motors actions
while performing physical interactions. This complex task, e.g., 3D geometry
integration and specifically depth perception, is derived from the integration of
several visual and non-visual cues [2]. For depth perception, people use mainly
binocular cues (exploitation of parallax, oculomotor convergence, etc.), monoc-
ular cues (motion parallax, accommodation, occlusion, relative size, etc.) and
motor activity.

M. Xie et al. (Eds.): ICIRA 2009, LNAI 5928, pp. 812–823, 2009.
c© Springer-Verlag Berlin Heidelberg 2009
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Many variations were proposed to understand the integration process and
to see what parameters people rely on to estimate egocentric and allocentric
distances. For instance, some studies showed that the size and the perceived
egocentric-distance of a real-world object are strongly related by what is called
the size-distance invariance hypothesis [1,3,4,5,6]. Other studies investigated in
real environment conditions the differences between verbal estimation paradigms
and open-loop motor behavior such as pointing, reaching or walking [7]. For
immersive virtual environments, many analogous experiments has been also done
[8]. The main finding in these studies is the fact that within VR environments,
distances appear to be compressed. Many hypotheses were proposed to explain
this fact such as lack of presence (e.g., subjects feel a difference between the real
environment where the experiment is performed and the virtual one suggested
by displayed images) or low rendering fidelity, etc. That is to say, one can easily
see that for VR-based depth perception, there is a combination of unknowns and
uncertainties: real-based and virtual-based ones.

Thus, accurate and effective analysis of how depth perception occurs in virtual
contexts is still needed. This open issue may center upon finding a method to
assess properly VR systems in allowing realistic perception of distances.

The first interest of this preliminary study is to design a valid and reliable
experimental setup to investigate individual variables like perceived size, stereo-
scopic disparity, apparent motion and self-occlusions, context and backgrounds,
etc. on which one may rely when perceiving depths. The next section presents
the protocol we built and the expectations of the experiments to be performed.
The third section presents the results of the experiments. We finish by discussing
these results and by giving some directions toward our next step for deeper hu-
man depth perception investigations.

2 Protocol and Expectations

In designing the protocol we wanted firstly to verify if the data found in real
context should have appeared in virtual environment conditions. Specifically, [9]
found that an object which was consistently underestimated in relative size was
consistently overestimated in relative distance (size-distance paradox), support-
ing the strong influence of the size-distance covariance in distance estimation.
However, recently Berryhill and colleagues [10] reported a high rate of accuracy
in performances of normal healthy subjects judging correctly either the size or
the distance of objects even though both these perceptive variables did not co-
vary and they were the only ones available. With the aim of reproducing similar
conditions reported in [9,10] we designed a paradigm with four different ways
of stimulus state and maintained it for all the experiments. In detail, states I
and IV were characterized by a sequential presentation of two stimuli (sphere
or cube) which could have either different or identical size at different positions
(Figure 1). Such Berryhill-like experiment were introduced with the expectation
that users should perform the task as well as those in real context either in state
I, where a clear size distance co-variation was presented, and in state IV where
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II

III

IV

I

Spatial sizes and positions Retinal sizes

Fig. 1. Experimental states

only distance varied. On the other hand, we displayed the two other states (II
and III) more similar with Gruber’s experiment [9]. The aim here is to verify
whether or not varying only the size could affect users’ performances. For state
II both stimuli (spheres and cubes) have the same size and the same position. In
state III, stimuli have the same position but different sizes. Although, by means
of the adjustment method, one could extract quantitative degrees of over- and
underestimation in distance ratio judgments [9]. We expect that also that the
size variation effect should diminish users’ performances.

3 Experimental Setup and Method

3.1 Virtual Reality Hardware

The experiment took place in TERA department’s virtual reality room. This
room is equipped with a pair of stereo projectors based on the polarization
effect, and a large projection screen (2.7 × 2 m2). We used also head mounted
device (HMD) to display the virtual objects. Images on the screen were projected
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Fig. 2. Subject in the experimental site, seated at 1.6 m in front of a big screen wearing
passive glasses. The subject wore a helmet for a head tracking that was not used in
this experiment because the stimulus was presented at eye level with the same angle
of the subject view.

simultaneously at 120 Hz. The subjects were sat about 160 cm in front of the
projection screen (figure 2), and we maintained the same subject distance for
big screen or HMD conditions. For the big screen condition, the subjects wore
passive glasses containing two opposite filters to separate between the right and
the left images. The subjects were asked to maintain a fixed position during the
trials in order to have a constant retinal image during the experiment.

3.2 Task and Conditions

The subject carried out a verbal task in all the experiments and there were no
motor tasks for perceiving the virtual spheres’ distance. The experiment was
performed on the big screen and on the head mounted device. We used two
spheres, one of 7 cm and the other of 10 cm diameter. The spheres were displayed
in the horizontal plane containing subjects’ eyes. The two virtual spheres were
projected to be 60 cm and 80 cm away from the subject for the closer and farther
presentation respectively. Each sphere was presented alone for 3 sec, with 2 sec
between presentations in order to avoid the apparent motion that could alter
subjects’ judgments. There were four experimental states (figure 1), e.g., spheres
presentation.

– The same ball but at two different positions with a difference in apparent or
retinal size,

– The same sphere was presented twice, the same size at the same position
(identity),

– Two spheres of different sizes at the same position
– Two spheres, the largest one at 80 cm and the smaller at 60 cm from the

subject in order to have a constant retinal size (a retinal size-based conflict).

Each state was divided in two others sub-states in order to check the effect of the
presentation’s order. The eight sub-states in total were presented randomly with
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Fig. 3. Subjects’ average percentage answers in different conditions of the group 1

ten repetitions for each one. In the beginning of the experiment, subjects carried
out a rapid familiarization test (3 repetitions for each of the 8 sub-states).

Experiment 1. In the first experiment the subjects were asked to answer
whether the two successive displayed spheres are at the same position or not;
two alternative forced choice (2AFC). The first and the second conditions were
with static virtual spheres displayed in big screen and then in HMD. In the third
condition we added a self rotation for the spheres (Sphere WR). Finally, in the
fourth condition, in addition of self motion, we added a tennis ball texture to
the spheres (Sphere WRT).

Participants. Eight subjects (seven male and one female) took part in this first
experiment. They all had normal or corrected to normal visual acuity.

Results. In this experiment, we had two categories of performances (figures 3,
4). In order to analyze deeply the result we have separated the data into two
groups based on subjects’ performances: bad and good performers.

First of all, we recorded that all the subjects of both groups were good at the
states (I and II) in a big screen or in HMD condition. Subjects of the group with
bad performance answered that the spheres were at the same position in retinal
constant conditions, whether those ones were at the same or different positions
(states II and IV). Similarly, they reported that the spheres were not at the same
position in the physical constant or different (states I and III). On the contrary,
the second group -those with good performance- were more accurate than the
first group in all these states.
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Fig. 4. Subjects’ average percentage answers in different conditions of the group 2

As counterproof of the size’s influence in detecting position’s change we found,
as predicted, that the majority of the subjects made incorrect distances estima-
tion and their percentages plummeted when a change in size was not associated
with a change in position (state III) in full screen as well as in HMD. We no-
ticed, by using ANOVA test that there is no effect of presentations’ order of the
spheres (big/small or small/big) (p > 0.48). Subjects with good performance did
not present a significant differences in their performance for different conditions
(p > 0.05). Such performances could lead us to suppose that those subjects used
different strategies to perform the task, a strategy not influenced at all by the
size. For that purpose we carried out a second experiment with the subjects of
the second group.

Experiment 2. We repeated the same tasks of the experiment 1 with the
four subjects that showed good performance. They were asked which of the two
spheres was easiest to reach by hand. They have to answer whether the first
sphere or the second presented is the easiest to reach for different positions’
states or both if they estimate that all of them are reachable.

Results. Although the experiment task was more difficult compared to the first
one, the subjects had three possible answers instead of two alternative forced
choice, the subjects showed good performance which confirmed their strategy
used in the previous experiment was not based on the size as a dominant cue.
Moreover, ANOVA test revealed no significant difference of group 2 performances
in the experiment 1 and 2 with a static sphere in the four states (p > 0.13).
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Experiment 3. We repeated the same task of the experiment one with 8 sub-
jects, four of whom were new and naive to the task. The subjects of the group
1 (mentioned above) participated in this experiment. The subjects were asked
the same question of the experiment 2; furthermore, we replaced the sphere by
a cube with a self rotation.

Results. In this latter experiment, all the subjects performed their task with high
rate of accuracy (figure 5). Comparing the performances of the first group (bad
performer) in the experiments one and three, we noticed a significant difference of
performance (p < 0.00001). Moreover, we noticed less variability in all subjects’
performances, thus they were more accurate in this experiment than the previous
one.

Experiment 4. We carried out the fourth experiment in order to see whether
this enhancement in performance is due to the cube, the background displayed,
or from the imagination of the motor task. In this experiment we used the same
paradigm as the previous experiments. The subjects carried out the same task in
three different conditions. The first condition used spheres with black background
(Sphere BB). The second condition used spheres with white background (Sphere
WB). Finally, the third condition used cube with white background (Cube WB).
The order of conditions was mixed between subjects in order to avoid the learning
process.

Participants. Ten subjects (7 males and 3 females) participants took part in the
study. All of them did not participate in the experiments mentioned above. They
all had normal or corrected to normal visual acuity.
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Fig. 6. Eight subjects with good performance average answers for the experiment 4

Results. In this experiment we recorded 8 subjects with good performance (fig-
ure 6) and two with bad ones (figure 7). All subjects were asked about which
strategy that they have used in order to perceive the depth. Subjects with good
performances have answered that the task was close to real for them and the
virtual objects could be reachable by their hands. Basically they did not rely
heavily on the size. On the contrary the other two with bad performances where
they used only the size as a main cue in order to perceive the distances. For those
subjects that showed a decorrelation between the size and distance there is no
significant difference between the three states I, II and III (p > 0.39, p > 0.35
and p > 0.08) respectively. For the state IV there is a significant difference be-
tween the condition of the sphere with a black background compared with the
conditions of a white background with a sphere and a cube (p < 0.0002 and
p < 0.0001) respectively. This significance does not mean that the white back-
ground is the main variable that affect heavily the subjects’ performance. In
other words, the change of the background color is not the main parameter that
could change the subject’s performance from low to high rate of success. On
the contrary there is no significant difference between the condition white back-
ground with a sphere or cube (p > 0.51). Thus, in our presentation the virtual
objects (cube or sphere) have no effect in subjects’ performances. Overall, these
latter results are also seen in the other two subjects with bad performances.

4 Discussion

In this work, we wanted to investigate how perceptive variables (i.e., distance and
size of the object, background, shape and task required) co-variances could af-
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Fig. 7. Two subjects with bad performances for the experiment 4

fect distance change detections in a virtual environment. What we found in ex-
periment 1 was an overall splitting of the subjects’ performances into two groups:
good and bad performers. The group with good performances in all conditions
except the HMD one where the ANOVA test revealed a significant effect (p <
0.0002), whereas the former had good percentage of correct answers only for those
states where stimulus size is physically constant but displayed in different posi-
tions (i.e., state I). Thus in the light of the data obtained we hypothesized two
different strategies characterizing the two groups. Specifically we think that sub-
jects defined as bad performer in the experiment 1 and 4, have performed their
task by relying only on the size. In other words, these observers associated the
change of size with a change of distance for perceiving the depth of the virtual ob-
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jects. Likewise when they did not perceive any object’s size changes they did not
report any perception of change in position. Such strategy allowed this group to
be more accurate only in states I and II, where size-distance constant hypothesis
was respected and a change in size always accompanied a co-variation in posi-
tion. On the contrary in states where either only size or distance was manipulated
such size-related strategy led bad performers to a regular bias: reporting always
no distance changes with same retinal size and different position, and reporting
always the presence of distance changes in states of different size but same posi-
tions. On the other hand, different strategies lead good performers to be accurate
also when size-distance coupling was decoupled. For those subjects we hypothe-
sized an egocentric related strategy, in which they did not use the size as a main
cue and they performed the task with estimating the difference (when occurred) in
distance between the stimulus presented. An egocentric distance related strategy
could explain first of all the good performers’ success in all states and above all
while in these relevant states also good performers failed in perceiving distances
in the HMD condition. The less accuracy recorded in the subjects’ performances
of group 2 in the experiment 1 (states III and IV) by using the HMD coincides
with what was founded by several studies on the distance perception in virtual
environments using the HMD [11,12,13]. Moreover, the finding that in the HMD
condition for the states (I and II) had no effect in the performances might us con-
cludes that the reduction of accuracy of the good performers in using HMD in the
other two states (III and IV) is not due to an instrumental artifact. Rather we
deem that HMD, which increases the feeling of immersion but reduces egocentric
estimations [12,13], simply played a critical role in those subjects who relied on
a egocentric related strategy. To sum up, on the light of the obtained results one
can divide the participants into the following categories

– Allocentric group: We suggest that the group of subjects of bad performance
were perceived the stimulus as they were watching in 2D screen. In fact,
they considered a spatial relations between two objects, and they relied on
external environment to define distances [14,15]. Thus, they realized that
they were far from the scene so as a consequence they have considered that
the size is the only information that they could use in perceiving distance.

– Egocentric group: For the second group, on the contrary of the previous one,
they estimated the distance of the spheres considering their body as reference
such as the provided information of the size. By definition egocentric frames
of reference define spatial positions using the body, or specific part of the
body [14,15]. They believed that they were inside the scene and they felt the
presence of the spheres as real ones [15]. However being the feel of presence
magnified but egocentric distance perception decreased during HMD sessions
this group reduced his accuracy level.

In the third experiment we noticed enhancement in subjects’ performances. The
fact of asking them to answer which cube was easiest to reach is to include the
imagination of a motor task that leads to egocentric distance perception [16]. In-
deed, this finding of high rate of accuracy when teh observers have used the imagi-
nation of motor task coincide with what was reported in [17,18]. Moreover, several
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studies have shown that the subjects were more accurate in motor task on the con-
trary in the verbal one they were less accurate [19,20]. Indeed, it was shown that
visuomotor control relies on representations which are centered on the individ-
ual, to execute the appropriate and accurate motor action; the individual needs
to know where the object is regarding to them self and the effectors that will carry
out the action [14,21]. According to Milner and Goodale’s model the allocentric
information is associated with perceptual tasks and egocentric information is as-
sociated with visuomotor tasks [14,21]. Finally in the experiment 4 we have seen
that the variables of changing the sphere by a cube or the use of white background
are not major parameters that could change completely the subject performance.
Thus, this result could support more the current finding results.

5 Conclusion and Future Work

In this work, we investigated human depth perception in virtual reality. Our
findings suggest that the verbal test for depth perception is not enough to make
a complete evaluation of the human depth perception in VR. Our results have
shown that the subjects were more accurate when imagining motor tasks. Fur-
thermore, we found that there was not a large variability in subjects’ perfor-
mances through several experimental conditions in the experiment 4. On the
contrary we noticed an increase in subjects’ performances when we changed the
question from verbal task to the imagination of movement tasks. By changing
the question, we could help the subjects who showed bad performance in the ex-
periment estimate correctly the egocentric-distances in the virtual environment.
The subjects’ performances in the HMD should be investigated deeper in order
to situate what was obtained in [22] by limiting the subject’s field of view in
order to simulate the HMD real world.

Our future work will concern the same task with more variability. First of
all, we will include in the stimulus presentation a fixation point to ensure that
the observer does not rely on eyes movements in their task. The second point
is to add the eye tracking to help to track eye movement from presentation to
another. The third point will concern building up a protocol that can separate
an allocentric task from the egocentric one. The fourth point is to make an
evaluation of the depth perception in several angles of observers field-of-view
and distances. Finally, we will build up an experimental setup that include a
motor task in users’ depth perception in addition of the verbal task for a global
evaluation.
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Abstract. 3D upper body tracking and modeling is a topic greatly studied by 
the computer vision society because it is useful in a great number of applica-
tions such as human machine interface, companion robots animation or human 
activity analysis. However there is a challenging problem: the complexity of 
usual tracking algorithms, that exponentially increases with the dimension of 
the state vector, becomes too difficult to handle. To tackle this problem, we 
propose an approach that combines several annealing particle filters defined in-
dependently for each limb and belief propagation method to add geometrical 
constraints between individual filters. Experimental results on a real human ges-
tures sequence will show that this combined approach leads to reliable results. 

Keywords: Body tracking, particle filter, belief propagation. 

1   Introduction 

In the last years, the interaction between man and machines has become an important 
research topic, as it can generalize the use of robots from conventional robotics as-
pects to companion machines which interact with humans. The development of a 
robot companion poses several important challenges because the dynamics of the 
interactions with humans imply that a robot companion would have to exhibit cogni-
tive capacities. Moreover, the communication between a human and an assistant robot 
must be as natural as possible. It is an evident fact that gestures are an important part 
of natural means that humans employ to communicate, especially when speech-based 
communication is not possible [1] or has to be completed by gesture (designating 
objects or locations for instance). So, one of the basic task of human-robot interaction 
deals with an accurate detection and real-time tracking of human body parts. 

The previous problem can be stated as tracking articulated motion in images. This 
involves the localization and identification of a set of linked and articulated subparts 
in a three-dimensional space. Along with the difficulties of single object tracking, 
some additional problems appear for the tracking of articulated body due to the size-
able degrees of freedom of the target. In fact, a realistic articulated model of the  
human body is usually composed by at least 20 DoF, and as computational costs  
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increase exponentially with the number of DoF, the exploration of the configuration 
space has to be optimized.  

One way to solve the tracking problem is to use a probabilistic approach. Indeed, 
the motion analysis can be expressed as a Bayesian inference problem, and as the 
body parts are dependant the probability of a given configuration is conditioned by 
the upper body topology. Among known Bayesian solvers, one is well adapted for our 
problem, namely the particle filter. The strategies supported by this method allow the 
representation of the posterior distribution by a set of samples (or particles) with asso-
ciated weights [2]. This set is updated over time taking into account the measurements 
(image features in our case), a prior knowledge on the system dynamics, and observa-
tion models. Unfortunately, it is well known that  

1 – the number of particles required raises exponentially with the dimensionality of 
the configuration space.  

2 – to have an accurate and plausible solution, we need a maximum of particles. 

To avoid these antagonist requirements, we considered different developed methods 
that have been investigated with the aim to reduce the particles number. Some tech-
niques proposed the Annealed Particle Filter (APF), which performs a coarse-to-fine 
layered search [3]. This modified particle filter uses a continuation principle based on 
annealing, to introduce the influence of narrow peaks in the fitness function, gradu-
ally. This allows to reduce by a factor of 10 the number of particles and, as a conse-
quence, to significantly decrease computation times.  

To adapt the previous approach to our problem, we represent 3D human body as a 
graphical model, where individual limbs are characterized by nodes and relationships 
between body parts are represented by edges connecting nodes and encoded by condi-
tional probability distributions. Additional edges can also be introduced to manage 
partial or fully occlusions. This graphical model allows to track each subpart indi-
vidually, and then to add constraints between adjacent limbs. By doing so, it was 
possible for us to add the Belief Propagation (BP) inference algorithm [4-9]. In this 
way, the initial high dimensionality problem is expressed as several problems of 
lower dimension, and thus the complexity of the search task is linear rather than ex-
ponential according to the number of body parts. 

This article presents the development of a markerless human motion capture sys-
tem that works with a standard camera coupled with a PC and does not require addi-
tional equipments. The system is based on a 3D articulated upper human body model 
and combines the advantages of above mentioned approaches to decrease the algo-
rithm complexity induced by the high dimensionality of the problem. Rather than 
track the whole articulated body, each limb is tracked independently thanks to several 
particles filters (one for each limb); then, a BP method on factor graphs is used to 
estimate the current marginal of each limb according to geometrical constraints be-
tween limbs. Indeed, since belief propagation messages are represented as sums of 
weighted samples, the belief of each limb is approximated by a collection of samples. 
So, the association of belief propagation and particles filters algorithms is quite natu-
ral. Rather than a simple particle filter, we propose to use the annealing particle filter 
in this context. This combination of APF and BP allows to decrease the number of 
particles required per limb (and thus computation times) without modifying the qual-
ity of results. 
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The outline of the paper is as follows. In section 2, we introduce the graphical 
model that represents human body, while the APF method is explained in section 3. 
Section 4 sums up briefly the BP algorithm, introduces the proposed combination of 
APF and BP and its application to upper body tracking. Experiment results are shown 
and discussed in section 5, while conclusions are drawn in section 6. 

2   The Articulated Body Model 

The body is represented by a graphical model [4,10] of nodes, where each node in the 
graph corresponds to a body part, and each edge represents the spatial constraints 
between adjacent connected body parts. Each node has an associated configuration 
vector defining position and orientation of the body part in the 3D space and a corre-
sponding image likelihood function that models the probability of observing image 
measurements conditioned on the position and orientation of the part. Each edge has 
an associated conditional distribution that models the probabilistic relationship be-
tween parts.  Additional edges related to non collision constraints or to the propaga-
tion of state variables across the temporal domain are added. A factor graph [10] is 
then constructed to decompose the join probability as product of factors.  

Fig. 1. Factor graph for a five part articulated structure. Circles represent state nodes, squares 
link factors, triangles time coherence factors and stars image likelihood factors. 

The considered factors are of three different types: link factors between two nodes 
at the same time, image likelihood factors between all parts and their corresponding 
observations at the same time and time coherence factors that link a part at two con-
secutive times (figure 1). The individual motion of subparts is left to evolve and be 
detected independently, so that each subpart may be solved individually, while the 
full body is assembled by inference over the graphical model. 

Let us denote with kX μ  (µ  ∈ [1, n]) the state vector associated to limb µ  at time k 

(k∈[0, K]), and with kYμ  the corresponding observation. We introduce the following 

model parameters of each limb µ: 

Frame k                              Frame k+1 
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• the interaction potentials (or link factors) ),(,

kk XX νμνμΨ , which measure the likeli-

hood between two connected body parts µ and ν; 
• the observations probabilities ),( kk YX μμμΦ , which measure the likelihood between 

the state vector and the corresponding observation (image likelihood factors); 

• and the time coherence factors ),( 1−kk XXT μμ , which determine the likelihood for 

the same limb between two consecutive times. 

Then the joint probability at time k can be written as [8]: 
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and S is the set of all links between connected body parts. 
 

 

Fig. 2. Soft articulated human model 

In our application of upper body human tracking, the graph is composed of nine 
nodes as we consider the motion of 9 limbs including the head, two clavicles, two 
arms, two forearms and two hands (figure 2). At each node is associated a five-
dimensional space vector (x, y, z, φ, θ) except for the head represented by a four-
dimensional one (x, y, z, θ). A 3D point and two angles are enough to localize a limb, 
such as an arm, modeled by a cylinder because the rotation of the limb around its 
main axis is not considered. For the head, as we suppose that it is faced to the camera, 
a 3D point and a single angle are employed. The first step of a tracking iteration con-
sists to track each limb with a particle filter. 
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3   Particle Filtering 

The classical filtering problem consists in estimating an unknown signal from observed 
measurements. In computer vision the observations are image sequences, and the discrete 
time steps are given by the frame rate. Particle filters approximate conditional densities 
as a collection of weighted point samples. These approximations are stochastically up-
dated by using Monte Carlo methods on the set of weighted point samples. 

Essentially, tracking with a classical particle filter works by performing three steps: 
(i) re-sampling from the weighted particle set obtained at the previous iteration, (ii) 
predicting stochastic movement and dispersion of particles, (iii) measuring and con-
sequently updating the particle set. The main method drawback is that the number of 
particles needed to approximate the conditional densities grows exponentially as di-
mensionality increases. So, for a high dimensional problem such as human upper 
body tracking, the complexity becomes substantial. 

The marginal probability of each limb is represented by a sum of N weighted particles: 
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iμω . Each particle k

iX ,μ  represents a 

hypothetical position of the limb µ  with a corresponding likelihood k
i,μω  at time k. 

Then, the marginal probability density function is obtained recursively in a prediction 
and an update stage [2]. The stability and robustness of particle filters can often be 
improved by various methods. Among them, a particle-based stochastic search algo-
rithm, called Annealed Particle Filtering (APF) [3], was developed. It uses a continua-
tion principle, based on annealing, to introduce gradually the influence of narrow 
peaks in the conditional density function. 

In each time-step, a multi-layered search (starting from layer m = M to layer 1) is 

conducted. A smoothing of the weighting functions mk
i

mk
i

β
μμ ωω )( ,

,
, =  is achieved by a 

set of values βM  < βM – 1 < … < β1, where k
i,μω  is the original weighting function. 

A large βm produces a peaked weighting function ωm resulting in a high rate of an-
nealing. Small values of βm will have the opposite effect. At the same time, the 
amount of diffusion added to each successive annealing layer decreases according to 

mk
i

k
i XXP α

μμ )]/([ 1
,,
− , where the series αm is such as αM  < αM – 1 < … < α1. 

Method efficiency for recovering full articulated body motion depends on the 
choice of the tracking parameters αm, βm and on the particles number N. The purpose 
of the annealing filter is meanly to gain robustness and at the same time to reduce the 
particles number N. 

At the end of an annealing iteration, the marginal probability of each limb is repre-
sented as a sum of weighted samples as for the standard particle filter. During this 
first step, the prediction and weighting are performed independently for each limb. 
Then, before considering the next iterations of annealing or the next frame, the final 
marginal probability is re-estimated with the belief propagation algorithm on the fac-
tor graph to take into account geometrical constraints between limbs. 
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4   Belief Propagation 

In the BP algorithm, human body and relationships between body parts are repre-
sented by a graphical model, called factor graph.  The factor graph is composed of a 
variable node for each variable Xµ (body part) and a factor node on each edge con-
necting variable node µ  to variable node ν.  The algorithm recovers the pose of each 
body part by considering the relationships between every two adjacent body parts. 
Additional edges have also been introduced to add non collision constraint between 
some limbs (this avoids for example that the two hands remain together). 

After designing interaction functions and observation functions, BP is used to 
search for body parts’ belief by iteratively updating messages sent from a node to 
another one. Messages are propagated for all nodes at each frame for a variable num-
ber NBP of iterations, and then propagated only once from a frame to the following 
one [8].  

In practice, each message of the BP algorithm is approximated by a set of N 
weighted samples. The message mν→µ,i sent from the node ν to the particle i of node µ 
is: 
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where μν \)(S  is the set of the neighbors of node ν except µ , and , ,( )k k
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local likelihood of the sample j of node ν. The belief at the node µ  is then estimated 
by: 
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The resulting combined APF-BP algorithm is described in Table 1. 
As we want to be able to track unconstrained human motions, any specific move-

ment model could be used and the prediction is achieved according to Gaussian dis-
tributed diffusion. The amount of diffusion for each joint angle j is dependent on the 
image frames per second (fps). In our experiments σj ranges from 10 degrees to about 
40 degrees to take in account the different extension field of each limb. For example, 
variations of rotation angles are smaller for clavicles than for hands. 

The images features used to estimate the image compatibility factors ),( ,,

kk

i

k

i YX μμμΦ  
have to be strongly discriminant to allow the limb tracking. For each limb, the 3D 
model corresponding to the particle i of the state vector is projected on the image 
plane and the likelihood between this projection and image observations is estimated. 
This measure is based on oriented edge matching, motion energy and background 
subtraction. For the head and the two hands, factors are also based on a skin color 
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Table 1. Algorithm resulting from the combination of APF and BP methods 

 
 

probability map [11]. Link factors ),( ,,,

k

j

k

i XX νμνμΨ  representing the likelihood be-

tween two body parts are expressed as Gaussians of the distance between the refer-
ence points for the articulation between two successive limbs. For hands and head non 
collision constraints are added to avoid occlusions problems. 

5   Experiments 

This algorithm was tested on a sequence of images with a resolution of 360x288 pix-
els, acquired with a frequency of 15 frames per second with a PC HP, processor Intel 
® Core™2 Duo, CPU 2.00GHz, 1.99GB of RAM. The video sequence shows a per-
son making different everyday movements, like pointing, beckoning or waiting. The 
performance of our algorithm was evaluated by varying relevant model parameters, 
that are, the number of particles N, the layer number of APF M and the number of 
cycles of BP NBP, with the proposal of reducing tracking time without losing robust-
ness. Some sequence frames with the corresponding tracking results are shown in 
figure 3. These results are obtained with 100 particles per limb, 3 iterations of simu-
lated annealing and 1 iteration of BP. It was very difficult to qualitatively evaluate the 
results. Furthermore, no ground truth was available for the collected data. Hence, for 
each image of the sequence, we decided to manually click on the body joints in order 
to obtain the coordinates of interest. Although these data are not completely accurate 
(for some body positions it is quite difficult to properly locate the coordinates of a 
joint), they constituted our 2D ground truth. This allowed to evaluate in a quantitative 
way, the precision of algorithm results: we computed the distance between the 2D  
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Fig. 3. Human posture estimations for some usual gestures 

 

point of the ground truth and the projection on the image of the 3D point representing 
the limb articulation point. The articulation point was obtained making the mean be-
tween the values estimated by the algorithm for two consecutive limbs. These dis-
tances represent the tracking error for each articulation. 

In order to quantify the advantages of the combination of simulated annealing and 
BP, we have performed several tests with different sets of parameters. Results re-
ported on Table 2 are the mean distance errors for all the limbs (all these results have 
been obtained by averaging 5 realisations of tracking because of stochastic variables 
in the algorithm). Moreover, it is worth to precise that the algorithm has not been yet 
optimised. So only the order of magnitude between the different times has to be con-
sidered. In a first time we observe that just one BP cycle is enough to obtain a good 
cohesion between limbs (as shown in figure 3). Moreover when several iterations of 
BP are performed to reach the convergence, results are damaged probably because 
human body doesn’t exactly validate the articulated model. Nevertheless, it is impor-
tant to note that without BP cycles, all limbs are disconnected and the tracking di-
verges quickly.  
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Table 2. Error in pixel for different sets of parameters, comparing BP cycles. Times are meas-
ured in seconds. 

Method Error NBP = 1 NBP = 2 NBP = 3 NBP = 5 NBP = 10 
Mean 4.4 5.0 5.2 5.1 5.0 

Standard deviation 2.9 3.3 3.5 3.3 3.3 
N = 100, 
M = 3 

Computation time 0.75 0.75 0.84 0.82 1.15 
Mean 4.2 4.5 4.5 4.7 4.6 

Standard deviation 3.1 3.3 3.2 3.4 3.3 
N = 300 
M = 3 

Computation time 3.49 3.49 3.87 4.75 5.89 
Mean 4.7 5.8 5.9 5.4 5.3 

Standard deviation 2.9 3.3 3.6 3.7 3.3 
N = 300 
M = 1 

Computation time 1.43 1.42 1.52 1.89 2.34 

 
The best results on Table 2 are obtained with 300 particles and 3 iterations of an-

nealing but computation time is considerable (around 3.5 s). To reduce it, one can 
either decrease the number of particles or the number of annealing iterations. Errors 
presented on Table 2 show that it is better to preserve the annealing that allows to use 
fewer particles without tracking failure and with an acceptable computation time. In 
fact, in our algorithm 100 particles per limb with 3 annealing loops leads to accurate 
results with a reasonable error and a small standard deviation on this error. As shown 
in Table 3, the use of 3 APF layers allows to utilise less particles (just 100) keeping 
robustness with a lower computation time of 0.75s compared to a time of 1.43s when 
just a layer but more particles are used (results quality is then quite similar). More-
over, it appears that results on shoulder and wrist are more reliable: in fact, shoulders 
move more lightly than other limbs and wrist tracking is easier thanks to hands skin 
colour. 

Table 3. Error in pixel for different sets of parameters 

Method Error shoulder elbow wrist 
Global 
error 

Computation 
time 

Mean 3.3 5.2 4.7 4.4 N = 100 
M = 3 
NBP = 1 

Standard  
deviation 

1.9 4.3 2.5 2.9 
0.75 

Mean 3.2 5.4 5.4 4.7 N = 300 
M = 1 
NBP = 1 

Standard  
deviation 

1.9 4.0 2.7 2.9 
1.43 

6   Conclusion and Future Work 

In this paper we proposed a new approach for visual tracking of upper body using an 
algorithm that combines annealed particle filter and belief propagation methods. This 
algorithm shows that the use of this combination is effective to reduce the number of 
particles and, as a consequence, reduces computation time without losing robustness: 
(i) the use of simulated annealing decreases the number of particles used to track each 
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limb thanks to the introduction of narrow peaks in the fitness function; (ii) BP method 
assures spatial coherence and an independent tracking for each limb decreasing, 
moreover, the dimensionality of state space. 

As perspective, we propose to use several cameras to improve the tracking and to 
learn gradually a colour model of the target. Another improvement that is possible 
concerns the implementation of the developed algorithm on a highly parallel architec-
ture. Indeed, our formulation is well adapted to such architecture and execution times 
should be reduced consequently.  

Furthermore, this body tracking algorithm is part of a more global project about 
humanoids animation that aims to understand gestures, how they are produced and 
what could be their role in human communication. 
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Abstract. In this paper, we present a unified approach for floor plane extraction 
and camera pose estimation. A histogram based method is performed on the re-
constructed 3-D points obtained by an onboard video-rate stereo vision system 
to extract candidate points of the floor plane and determine the pose of vision 
system simultaneously. The obstacle area is easily localized given the floor 
plane region. In order to improve reliability and accuracy of camera pose esti-
mation results, the Least Median of Squares (LMedS) based fitting method is 
applied to estimate the floor plane parameters with the extracted candidate 
points. The precise pose of the onboard stereo vision system is directly acquired 
related to the floor plane parameters. Experimental results in real indoor envi-
ronments are discussed and show the good performance. 

1   Introduction 

Perception of floor plane is important information for the mobile robot in unknown and 
unstructured environments. For this purpose, several stereo vision based approaches 
have been proposed to address the floor plane extraction problem during recent years. 
According to the representation of the data space, the existing state-of-art stereo vision 
based approaches can be broadly classified into two categories: the Euclidean space 
based method and the disparity space based method. The 3-D workspace is explicitly 
expressed in the first category, and the floor plane is generally acquired by fitting the 
plane model to the available 3-D points in the Euclidean space. Sappa et al. [1] as well 
as Burschka et al. [2] apply the Random Sample Consensus (RANSAC) based approach 
to estimate the plane parameters in the candidate floor region, which is obtained by 
selecting points according to a probability function that takes into account the density of 
points at a given depth. Okada et al. [3] as well as Sabe et al. [4] use the randomized 
Hough transform to vote for the 3-D plane parameters in the transformed space. Each 
point is associated with the closest plane candidate. The expectation maximization algo-
rithm is employed by Thrun et al. [5] and Triebel et al. [6] to estimate the number of the 
surfaces and their location simultaneously. In the disparity space based methods, the 3-
D workspace is inherently derived from the disparity map. Labayrade et al. [7] extract 
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the road geometry in outdoor environments through the v-disparity image in which 
ground plane is projected as the ground correlation line. Broggi et al. [8] improve the v-
disparity approach by taking into account the local features in the image. The Hough 
transform is usually adopted for computing the ground correlation line parameters. 
Trucco et al. [9] provide a close-form expression for the disparity of a plane. For each 
point in the disparity map, plane parameters are calculated by the local neighborhood 
points with the least-squares fitting method. Planes are extracted by carrying out cluster-
ing in the plane parameter space. Rosselot and Hall [10] present a XH-map algorithm 
which is likened to a histogram reduction method for removing the floor plane  
background in the disparity map. An iterative segmentation estimation framework is 
proposed by Thakoor et al. [11] for planar surfaces segmentation using the maximum 
likelihood estimation method.  

The aforementioned approaches separately process the floor plane point extraction 
and camera pose estimation, which means before the camera pose estimation,  
the candidate points belonging to the floor plane must be extracted first. Moreover, if 
the fitting process just uses the candidate points from a local neighborhood, the results 
are easily subject to the effects of unavoidable noise data, and it leads to inaccurate 
and unstable floor plane parameters. 

In this paper, we propose a unified approach to extract the floor plane and estimate 
the pose of the vision system simultaneously. It is performed on the 3-D points in  
the Euclidean space which are transformed from the dense disparity maps provided by 
the onboard real-time stereo vision system. The histogram information of the OY axis 
direction in the reference camera coordinate system is calculated to extract all the 
candidate points belonging to the floor plane. The areas occupied by obstacles or 
other objects can be detected by removing the floor plane region. To improve the 
estimation results further, these points are used to reliably estimate the floor plane 
parameters by means of the Least Median of Squares (LMedS) based method.  
The accurate pose of the onboard stereo vision system can be directly determined 
from the floor plane fitting parameters.  

The remainder of this paper is organized as follows. Section 2 briefly describes the 
real-time stereo vision system used for acquiring dense disparity maps. Section 3 
provides the floor plane model and the extraction method of the floor plane is  
presented in Sect. 4. The approach for reliable and accurate pose estimation of the 
onboard vision system is described in Sect. 5. Experiments in indoor scenarios are 
provided in Sect. 6. Section 7 gives the conclusions. 

2   Real-Time Stereo Vision System 

The dense disparity maps used for the extraction of the floor plane is provided by an 
onboard stereo vision system [12], which will be installed on a P3-AT mobile robot. 
As shown in Fig. 1, the system is mainly composed of three sub-modules, a stereo 
head with three CMOS image sensors, an FPGA-based real-time processing unit, and 
a communication interface based on IEEE 1394, and can achieve a throughput of 
more than 30fps with 320×240 pixels dense disparity maps in 32-pixel disparity 
searching range. 
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Fig. 1. The real-time stereo vision system 

Three image sensors are configured with right-angled triangular position on the 
stereo head and can synchronously capture 640×480 pixels grayscale or color images 
at 30fps. The trinocular vision system, with little increasing of hardware cost, can 
achieve better results than a typical binocular stereo vision system by providing a 
second pair of image sensors for reducing the ambiguity greatly.  

The FPGA-based real-time processing unit mainly consists of a high performance 
FPGA and tightly coupled local SRAMs. The FPGA serves as the processing core of 
the whole system and its principal functions can be summarized as follows: (a) sup-
plying external synchronous signal for all image sensors because images for stereo 
matching must be captured simultaneously; (b) executing stereo matching computa-
tion to calculate disparities; (c) managing data access control of SRAMs; (d) provid-
ing all the necessary glue logic with the stereo head and the communication interface. 

The communication interface mainly includes an FPGA, a DSP and IEEE1394 
chipsets. The FPGA controls the data transmission. DSP and IEEE1394 chipsets im-
plement the IEEE 1394a high serial bus protocol for transferring data to the host 
computer at a high speed of 400Mbps. 

3   The Floor Plane Model in the Camera Frame 

Disparity map inherently represents the 3-D information of the scene in the reference 
camera coordinate system (OXCYCZC) of the stereo vision system. Basically, the approach 
proposed in this paper assumes that the floor plane is flat and it is a predominant geome-
try in the given workspace. 
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Fig. 2. The geometry between the reference camera and the floor plane. The reference camera 
frame OXCYCZC is represented in green and the world frame OXWYWZW is represented in red.  

As illustrated in Fig. 2, the origins of the reference camera coordinate system and 
the world coordinate system are both set to the optical center of the reference camera, 
and XWZW plane in the world coordinate system is assumed to be parallel to the floor 
plane. The expression of the floor plane ax + by + cz = 1 is obtained by dividing the 
general plane equation ax + by + cz + d = 0 by −d, since we already know that d is 
not equal to zero. If the angle between the optical axis of the reference camera and the 
floor plane as well as the height of the reference camera is obtained, then the pose of 
the reference camera can be determined. The camera’s height (h) and orientation (θ ), 
referred to the floor plane parameters (a, b, c), are given by 

)arctan(
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h
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=

θ
 . 

(1)

4   Extraction of the Floor Plane 

The extraction process consists of two steps. Initially, 3-D points in the disparity 
space are mapped onto the Euclidean space. A histogram based method is adopted in 
the Euclidean space to extract all the candidate points belonging to the floor plane and 
obtain pose rough estimation of the onboard vision system simultaneously. Then, the 
Least Median of Squares (LMedS) based fitting method is applied to acquire the floor 
plane parameters with the extracted candidate points in the first step. Finally, the  
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precise pose of the onboard stereo vision system is directly determined through the 
fitted parameters. Figure 3 presents the flowchart of the proposed approach. 

 

 

Fig. 3. Algorithm flowchart 

Since the points belonging to the floor plane are extracted from the points in the 
Euclidean space in the reference camera coordinate system, a mapping process from 
the disparity space onto the Euclidean space is first executed. 

 

Fig. 4. Disparity space description. dmin and dmax are the minimum and maximum value of the 
valid disparity search range of the stereo vision system respectively 

As shown in Fig. 4, a point in the disparity space can be expressed with (u, v, d), 
where (u, v) are the coordinates in the disparity map and d is the corresponding dis-
parity value. 

For the stereo vision system used in this paper, the transformation from the dispar-
ity space (u, v, d) to the Euclidean space (XC, YC, ZC) related to the reference camera 
coordinate system can be expressed as 
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where (U0, V0) is the principal point1 of the reference camera, f denotes the focal 
length of the reference camera, dx and dy represent the pixel size in the image column 
and row direction respectively and B is the stereo baseline. The intrinsic parameters 
such as f, dx, dy of the reference camera are pre-calibrated. 

For the extraction of the floor plane candidate points, a pure rotation transforma-
tion is performed on the 3-D points (XC, YC, ZC) in the original camera frame to obtain 
the corresponding rotated points (XR, YR, ZR) in the rotated frame, and then all the 
obtained points (XR, YR, ZR) are projected to the OY axis in the rotated frame for com-
puting a histogram along the OY axis. The rotation transformation can be given by 

T
ccc

T
RRR ZYXRZYX )()( =  , (3)

where R denotes the rotation matrix. According to the relationship between the cam-
era and the floor plane shown in Fig. 2, the rotation matrix R is 
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Whereφ is the rotation angle. For each presetting φ i, the histogram HGi along the OY 
axis in the new rotated frame is obtained and the peak value Pi in the corresponding 
HGi is picked out. After all the histograms HGi correspondent to presettingφi are 
calculated, a curve L including all the peak values Pi with each presetting φi is plotted 
out as shown in Fig. 5. 

We assume that the floor plane is flat with a predominant geometry in the field of 
view (FOV). Therefore, the maximum value Pmax of the curve L should appear at  
 

 

Fig. 5. The histogram peak values related to the rotation angle φ 

                                                           
1 Assumed to be at the image center. 
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where the rotation angle φ is ideally equal to the unknown angle between the optical 
axis of the reference camera and the floor plane as seen in Fig. 5. Practically, we can 
experientially preset a range of rotation angle φ (e.g., zero degree to sixty degree in 
Fig. 5) with the prior knowledge. Some fast searching strategies, such as binary 
search strategy, can be applied to accelerate the searching process.  

Once Pmax is determined, the corresponding histogram HG will be used to identify 
the floor plane candidate points. In the ideal case, the floor plane points are all pro-
jected to the same value which is also the peak value in the correspondent histogram. 
However, because of the noises, the floor plane points will distributed in a range other 
than the same value.  

 

Fig. 6. The histogram correspondent to the rotation angle φ =23° 

Figure 6 shows the histogram in a real condition when the rotation angleφ is equal 
to 23 degree which is determined in Fig. 5. The peak value of the histogram in Fig. 6 
is contributed by the points belonging to the floor plane and should correspond to the 
camera height h. As far as noise data in the disparity maps is concerned, the floor 
plane candidate points are extracted following two rules below: 

1. Points belonging to the floor plane are almost mapped within a small range 
around the peak value in the histogram. 

2. In contrast to the obstacle, the peak value of the points belonging to the floor 
plane is much higher. 

In terms of the statistic results shown in Fig. 5 and Fig. 6, all the points belonging 
to the floor plane are extracted out in the reference camera; meanwhile, we can 
acquire an estimation of the camera’s height and orientation: h = 705 mm and 

°= 23θ . However, because of the mismatching or errors for the textureless regions  
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in the image, there exists unavoidable outliers among the extracted floor plane  
candidate points, and thus it leads to inaccurate pose estimation. In the following 
section, a robust and more accurate camera pose estimation process is employed to 
improve the estimation results. Once given the position information of the floor 
plane, the obstacle region in the workspace can be easily determined by removing 
the part of the floor plane area. 

5   Camera Pose Estimation 

It is obvious that the more accurate the floor plane parameters are, the better estima-
tion of camera pose achieves. Therefore, a robust plane fitting method which can 
resist the effects of outliers in fitting plane model should be applied to tackle the cam-
era pose estimation problem. In this paper, the Least Median of Squares (LMedS) 
method [13] is adopted which holds the advantages of excellent global robustness and 
high break down points (i.e., 50%). 

A two-step method is proposed for the precise and reliable camera pose estimation 
in this section. In the first step, the LMedS based method is employed to fit the plane 
model ax + by + cz = 1. Then, with the fitted parameters (a, b, c), the pose of the 
reference camera is directly estimated according to Eqs. (1). 

The basic procedures for the LMedS based floor plane model fitting are completed 
by iteratively executing the following three steps with N times: 

1. Draw a random sampling of three candidate points in the Euclidean space. 
2. Compute the plane parameters (a, b, c) with the selected three points.  
3. Compute the median squared residual. For the plane obtained in the step 2, calcu-

late the squared residuals for all the 3-D floor candidate points, then sort and find 
the middle one. 

The random sampling is repeated N times so that the probability P that at least one of 
the sample in the N samples is “clean” is almost 1 (e.g., P = 0.99). “Clean” means ob-
servation is good and not contaminated by the outliers. The sample times N is given by 

])1(1log[
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ε−−
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 , 
(5)

where ε denotes the fraction of outliers contained in the whole set of floor candidate 
points and m is the sample size. m is set to 3 because three points are necessary to 
define a plane. 

After random sampling procedure, the correct fitting will be correspondent to the 
one with the least value among N median squared residuals. The calculated fitting 
parameters will be selected as the floor plane parameters. 

To effectively and precisely estimate parameters of the fitting plane, the random 
sampling procedure suffices the following three constraints: 
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1. Each sampling set is different from others in the whole N sampling sets. 
2. The sampling points are selected among points which are close to the camera, 

since for the task of the floor plane fitting, the larger the disparity is, the more  
accurate plane fitting parameters are [4]. In practical implementation, we select 
point SPi whose disparity value is larger than a predefined threshold DisparityT 

Tii DispairtySPdNiSP >∈∀ )(]*3,1[  . (6)

3. Three points in each sampling set should not be too close to each other in order to 
achieve a coverage to the whole floor plane candidate points. In practical imple-
mentation, the Euclidean distance between random two points SPi and SPj among 
three points (SP1, SP2, SP3) in one sampling set should exceed a predefined 
threshold DistanceT 

)(},,{, 321 jiDistanceSPSPSPSPSPSPSP Tjiji ≠>−∈∀  . (7) 

The constraints are tunable via thresholds. The trade-off is between quality and quan-
tity of the data. If the thresholds are tuned too high, it may not give enough coverage 
to the whole data set. On the other hand, the procedure will be subject to errors.  

6   Experimental Results 

The proposed method has been tested in different indoor environments. The resolu-
tions of both disparity and grayscale images are 320×240 and the valid disparity range 
is between 1 and 32 for the disparity map. In the disparity map, the closer the objects 
to the camera, the lighter the intensity level is, and black areas represent the unconfi-
dent region or points which are rejected.  

Figure 7 displays the extraction results of three typical cases. The first row illus-
trates the experimental results of a floor plane with a stone. The second row demon-
strates the experimental results with no objects except the floor plane, and the third 
row shows the experimental results of the floor plane with a thin and high pole. The 
first and second columns respectively represent the grayscale images and disparity 
maps provided by the stereo vision system. The third column shows the results of 
floor plane extraction, all the floor plane points are removed in the disparity maps but 
the obstacles. 

Because of the unconfident disparities in the areas with little visual texture, some 
pixels belonging to the floor plane fail to be removed in the disparity map. However, it 
is obvious that most floor plane pixels are extracted successfully and the obstacles in the 
environments can be localized by removing the floor plane region. Moreover, this bene-
fits the fitting process of the floor plane and the pose estimation of the vision system.  

Table 1 indicates the obtained plane parameters (a, b, c) using the LMedS based 
plane fitting method with P = 0.99, 4.0=ε , DisparityT = 22 and DistanceT = 300mm. 
Table 2 shows results of the onboard vision system pose estimation related to the 
floor plane parameters in Table1. 
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Fig. 7. The results of the floor plane extraction. The extracted points belonging to the floor 
plane are set to zero (black) in the disparity map. 

Table 1. The floor palne fitting parameters 

Image a b c 
Fig. 6 (a) -0.001005564 0.001509615 0.000672976 
Fig. 6 (b) -0.000003862 0.000852063 0.000511784 
Fig. 6 (c) -0.001626025 0.001513240 0.000694761  

Table 2. Reference camera pose estimation  

Image height h (mm) orientation θ  ( ) 
Fig. 6 (a) 516.9 24.0 
Fig. 6 (b) 1006.2  31.0 
Fig. 6 (c) 429.7  24.7  
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7   Conclusions 

We have proposed a unified approach for floor plane extraction and camera pose 
estimation in indoor environments simultaneously. To extract the floor plane points, a 
histogram based method is applied to 3-D points in the Euclidean space, which are 
transformed from the disparity maps. The fitting parameters of the floor plane in the 
reference camera coordinate system are estimated first by the Least Median of 
Squares (LMedS) method, which is based on the extracted 3-D candidate points be-
longing to the floor plane. Then the parameters of the onboard stereo vision system 
pose, including the orientation and height, are accurately estimated. The performance 
of proposed approach has been validated in the indoor environments. 
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Autonomous Mapping Using a Flexible Region Map for 
Novelty Detection 
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Abstract. This paper presents an autonomous method for a robot to map the 
normal condition of its environment using a flexible region map. The map is 
used as a reference to allow a mobile robot to perform novelty detection. The 
map has a flexible structure which could accommodate to the distribution of 
different types of entity in the environment. However, updating information in 
the map for autonomous mapping is not a trivial task since it requires changing 
the structure of the map. The contribution of this paper is twofold. First, the 
method for reshaping a flexible region map is discussed. Then, an algorithm 
that is inspired by the habituation principal for performing autonomous update 
is presented. Experimental results show that autonomous update was achieved 
by using the habituation principal and by allowing the flexible region to reshape 
itself to accommodate to changes in the environment. 

Keywords: Novelty detection, mobile robot, map referencing, autonomous 
mapping. 

1   Introduction 

Novelty detection is a mechanism to highlight unusual conditions in an otherwise 
normal environment [1]. Recently, novelty detection has been used by mobile robots 
to do many task like collision detection [2], to assist learning [3], to focus attention 
[4] and inspection [5-7]. Brooks in [8] suggested that, in order to appear intelligent, a 
robot needs to display a number of different behaviors that operate in parallel, with 
behaviors subsuming each other as required by the application and environment. 
Placed at level 5 of his suggested task achieving behaviors is monitoring changes, of 
which novelty detection is an important part. In the future all domestic/office robots 
should be generally aware of their environment and although they may be clean-
ing/delivering/etc. robots, they should also be able to monitor changes and report 
anomalies just as we would expect a human doing the same task to do. 

In order to perform novelty detection in an extended environment, a robot needs to 
refer to a thematic map which associates locations in the environment with their nor-
mal condition. The benefit of autonomous mapping is that any new robot or a robot 
which is equipped with a new sensor could easily learn its new environment or adapt 
to changes in the environment. 

In this project, a flexible region map from our previous work [9] is employed to 
map the normal condition in the environment. The reason is that a flexible region map 
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is data driven and has a flexible structure. This means that reference is only made 
when and where the data is available, unlike grid maps [10, 11] or quadtrees [12, 13]. 
In addition to that, the size of its cells can change to suit the distribution of the data, 
as opposed to any normal perception based map like in [7]. As a result, the size of 
storage for the map can be reduced. This is of benefit to mobile robots which have a 
relatively small processing capability and limited power supply from batteries. These 
restrictions are especially true for small mobile robots or for a novelty detection 
mechanism which runs on a standalone subsystem. However, the advantages come 
with a price. When the structure of the regions varies, extra effort is required to up-
date information associated with them. 

Motivated by the benefits of autonomous mapping using a flexible region map, a 
method to autonomously update a flexible region map and learn the normal represen-
tation of an environment has been developed. 

The rest of this paper is organized as follows. An overview of the autonomous 
mapping is given in Section 2. This is followed by a detail description of the map 
representation and the autonomous mapping algorithm in Section 3 and Section 4. 
The experimental results are given in Section 5. The paper is concluded in Section 6. 

2   System Overview 

The main sensor used for this project is a Hokuyo URG 400 laser range finder. It has 
0.35° bearing resolution and a scanning range of 270o with 1 mm range resolution. 
The sensor is mounted on a Pioneer 3 mobile robot manufactured by ActivMedia 
Robotics. The robot also carries other types of sensors which are used for monitoring 
the state of the environment.  

The robot navigates by wall following and localizes itself using a particle filter tak-
ing information from laser measurements and odometry. In order to maintain ap-
proximately the same heading, the robot aligns itself parallel to the wall every time it 
performs novelty detection. The robot employs the Habituating Self Organizing Map 
[14] as its novelty filter. There are many different novelty detection approaches de-
scribed in the literature. Many are application specific. It is was found that the HSOM 
[14] has many characteristics which make it suitable for the system described here. 
First, it has been used for a mobile robot application before. Second, it is highly 
adaptable to a new environment. Third, being based on a neural network architecture, 
no model is required, which is of benefit when using a multi sensory system like the 
one described here. Each sensor has its own neural network. 

A laser range finder is used as the main sensor for the experiment described in this 
paper because being sensitive to robot pose; it requires more design considerations. 
The laser measurements are divided into 8 sectors which are then averaged to provide 
the input to the neural network. By combining laser range measurements into a re-
duced number of sectors, it appears like the system does not take full advantage of 
having such high resolution information. However, there are several reasons why the 
laser measurements are down sampled. First, the sensitivity of the laser needs to be 
reduced to tolerate the difference between measurements especially due to robot’s 
inability to achieve a target pose. Second, as the motivation of the work in this project  
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Fig. 1. System overview 

is to reduced storage, this would certainly reduce the amount of storage required by 
the system. Third, the down sampling demonstrates that the system will still work 
with other cheaper but less accurate alternatives like sonar and infra red sensors. 

3   Flexible Region Map 

A detailed description of our earlier work regarding the flexible region map is pre-
sented in [9]. In this project, a new process i.e. separation is introduced. 

3.1   Shape and Description of a Region 

The Minimum Bounding Rectangle (MBR) is known to be the computationally sim-
plest of all the linear bounding containers [15]. In this work, the MBR is described 
using its width, w and length, l extending from a reference point (x,y). A region is 
associated with two pieces of information; robot pose and normal data perceived at 
the pose. The normal data is represented using neurons from the Habituating Self 
Organizing Map (HSOM) architecture. 

3.2   Region Tolerance, RT 

Region tolerance is the maximum allowable difference between perceptions at the 
target pose on a planned path and other poses in a region. The minimum value of RT 
is affected by the robot positioning accuracy which is how close the robot can move 
to its target pose as well as localization error. The higher the value of RT, the smaller 
is the number of regions needed to represent an environment but the novelty filter will 
be less sensitive. 

3.3   Creation and Deletion 

A new region (Ri) is initiated by establishing a winit mm wide and linit mm long rectan-
gle with the centre being the position of the sensor/robot (see Fig. 2). The values of the  
, 
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Fig. 2. Processes involved in updating a flexible region map.  

initial width, winit and the initial length, linit depend on the minimum value of the re-
gion tolerance. A region will be deleted if it is separated and if the information it is 
associated with is no longer represent the normal condition of the environment. 

3.4   Expansion 

A region should be expanded if the difference between a measurement taken immedi-
ately outside of a region and the normal measurement associated with the region is 
less than the region tolerance, RT. 

3.5   Mergence 

Two regions are merged by combining their width or length. Two regions could be 
merged if similar information is associated with them and if both are not overlapped 
with other regions. 

3.6   Separation 

A region is separated to update part of its area. Separation occurs if a new region 
coincides with an existing/old region or if a robot deviates from or returns to a point 
on its path where an old region exists. In order for separation to occur, first the elon-
gation direction of the region is determined (usually the direction of travel of the 
robot). Then the intersection between the elongation line which is projected from the 
region reference point (x,y) and the separation line which is projected from the sepa-
ration point is determined. The intersection is used as the point of separation. In this 
project, a region could be elongated in the x and y directions only. From the example 
 
 

 

Fig. 3. Separation process 
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in Fig. 3, the separation point is the robot exit position (xE, yE) or the new region ref-
erence point (xN, yN). As a result, in the example the parameters of the resulting re-
gions will then be (xi1, yi1) = (xi, yi) and (xi2, yi2) = (xN OR xE, yi). wi1 = |xi2 - xi1| and 
wi2 = wi - wi1. 

The  following algorithm summarizes the separation process: 
Separate(){ 
Find_separation line,lS and all affected region() 
Find_region line,lR() 
Find_intersection between lS and lR() 
Determine_xywl of separated regions() 
Delete affected region() 

} 

4   Autonomous Update 

The habituation mechanism is employed to quantify the measure of novelty of meas-
urements associated with a region. A decaying function as given by (1) is used to 
model habituation where novelty measure, n is the measure of novelty of a region, o is 
the number of occurrences where the contents of a region matches the perception in 
the environment and τ is a constant that controls the rate of decay. The use of the 
maximum threshold, hTmax and minimum threshold, hTmin depicted in Fig. 4 allows the 
habituation process to exhibit hysteresis. The hysteresis introduces a delay when 
changing states from normal to novel and vice versa. When a new region is created, 
the novelty measure is set to be equal to hTmax. The region remains novel until the 
value decreases below hTmin. After that, the region will remain normal until its novelty 
measure rise above hTmax. The state of the region when its novelty measure is between 
hTmin and hTmax depends on the last threshold that it crossed. This effect is vital to avoid 
switching states (from novel to normal or vice versa) due to noisy inputs. A region 
will be deleted only if the novelty measure reaches 1. 

e
o

on τ
−

=)(  (1)

 

Fig. 4. Decaying novelty function with thresholds 
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methods which can add or remove neurons when required such as the Grow When 
Required (GWR) network [16] could also be employed to replace the HSOM.  

For autonomous mapping, the expansion process is restricted to newly created re-
gions and is not allowed for established regions. The reason is that there will be a 
conflict in determining the value of the novelty measure if a region is already estab-
lished and the extended area is new. Separation of an old region should only be done 
after a new region is fully expanded. For the mergence process, two neighboring re-
gions with the same content could be merged only if both are habituated (where their 
novelty measures are below hTmin) and they are not coinciding with any other regions. 
The novelty measure of the merged region is the average of the novelty measures of 
the regions before they are merged. 

Mapping involves two main process; restructuring and updating. Restructuring 
consists of changing the structure of the flexible region map to accommodate to 
changes in the environment. Updating is done once at the end of every epoch. This 
requires the robot to run through a segment (a pre-defined start/end position) of its 
environment before it can update. The pseudo code of the algorithm is given below: 

Notation: 
BMU – best matching neuron 
SBMU – distance between BMU and sensor measurement 
ST – similarity threshold 
 
Initialization: 
Train HSOM using perception during the first few runs 
in a new environment 
Set Vi = 0 
 
Main(){ 
Move_within_a_segment() 

  While_in_segment() 
Get_pose() 
Get_sensor_measurement() 
Find BMU() 
If(SBMU > ST) 
  newHSOMneuron = current perception 
EndIf 
Create() 
Expand() 
Separate() 
Mark_visited_region() 

EndWhile 
} 
Update_region_status(){ 
For all regions 
If marked 
Increase its occurrences 

Else 
Decrease its occurrences 

EndIf 
EndFor 
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Reset visited region marking 
If (n==1) 
Delete region 

Else if (n>=hTmax) 
State of region i = novel 

Else if (hTmin <n<hTmax) 
State of region i = current state 

Else  
State of region i = normal  

EndIf 
} 
Delete() 
Merge() 

5   Experimental Results 

The objectives of the experiments are to observe the results of region separation, to 
observe the value of novelty measure of new/separated regions and to test the per-
formance of novelty detection when using the map. The experiments were conducted 
using a Pioneer 3 mobile robot in the L shaped room shown in Fig. 5. The robot was 
made to follow the wall on its left over a certain length of the room while taking laser 
measurements at every 100mm interval. This was repeated 5 times when the room 
was empty and then a further 10 times when an 100(w)x800(l)x600(h)mm3 object was 
positioned at the center of the room. The region tolerance was set to a high value of 
0.2 so that a small number of regions was created for easier visualization of the re-
sults. The novelty status threshold, hTmax was set to 0.9 and hTmin was set to 0.4. 

 
 

 

Fig. 5. The mobile robot with its sensors (left) and the environmental setup (right). The dimen-
sions of the L-shaped environment are given in Fig. 6 (in mm). 

The results of the mapping are shown in Fig. 6. During the first five epochs, the 
environment was represented using region 1. When the object was introduced during 
epoch 6, new regions were created and region 1 was separated into several regions. 
The result of novelty detection during epoch 15 when the object was removed from 
the room are highlighted by using the using red dots to indicated the location of the  
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Fig. 6. An region (left frame) is restructured when a new object is introduced during epoch 6 
(middle frame). The robot successfully highlighted the missing object (right frame) during 
epoch 15 by using the repetitive observation strategy [17]. 

missing object. This was done using a repetitive observation strategy [17] by compar-
ing the normally seen laser measurements at several successive positions on the route 
with the current measurements.  

The novelty measures of each of the regions over the 15 epochs are depicted in  
Fig. 7. We can see that during epoch 6 when the change was made to the room, some 
of the novelty measures are discontinued as they were deleted after being separated. 
Regions 2, 3 and 4 appear to have no novelty measure as they were separated (then 
deleted) into other regions during the same epoch. We can see that eventually after 
several epochs, some of the regions like regions 5, 6, 10 and 11 were habituated and 
established as normal whereas some like regions 8 and 12 were dis-habituated and 
deleted. 

 

Fig. 7. Values of novelty measures over 15 learning epochs 
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6   Conclusion 

An autonomous mapping method of normal data for novelty detection purposes using 
a mobile robot has been presented. The results show that the robot can autonomously 
adapt to its environment. One of the problem that arose from using a flexible region 
map was solved by allowing restructuring of the shape of the regions through crea-
tion, deletion, expansion, mergence and separation processes. The normality status of 
the perception in each region was successfully updated by the robot by using the ha-
bituation concept. This capability allows a robot to be continuously aware of any 
changes in its environment and then to adapt to the changes autonomously. The im-
plementation of the mapping using a flexible region map also means that it could be 
used by mobile robots or standalone novelty filters which have data storage constrains 
due to their size, processing capability or limited power supply. One possible applica-
tion for autonomous mapping is that the pattern of changes of a region’s novelty 
measure could be use to study or filter dynamic changes at specific locations in the 
environment. 
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Abstract. Machine vision is now a major technique for intelligent robot system
to sense the outside world. Connected-component labeling is a simple and eÆ-
cient way to help robot identify a specific region of interest (ROI). In this paper,
the improvement of a two-scan algorithm based on prior knowledge is presented:
(1) the rule of label assignment in the mask is improved and ROI orientation
is introduced; (2) two cases of label equivalence in the mask were extracted to
optimize the strategy of scanning; (3) two fast-connect ways were proposed to
reduce the times of scanning. After the algorithm was implemented, parameters
of each connected component are calculated to identify the ROI. In addition, this
algorithm was also implemented in DSP platform on a service robot to identify a
water cup. The experiment results demonstrated the eÆciency of the algorithm is
enhanced using the above strategies.

Keywords: Connected-component labeling, robot vision, ROI orientation, prior
knowledge.

1 Introduction

Image segmentation is one of the most important parts of robot vision, it helps the robot
to identify and locate the ROI. Labeling connected components in a binary image is
one of the most fundamental operations in image segmentation and pattern recogni-
tion, which has so wide applications. A connected component in the binary image is
consisted of connected pixels which may indicate the ROI and the labeling algorithm
is to identify each connected component. When labeling is finished, each connected-
component is assigned a unique label, and then the characteristic parameters of a com-
ponent such as area, center position, perimeter and roundness can be calculated to iden-
tify the ROI. Generally, the component connectivity can be divided into 4-connectivity
and 8-connectivity. (See Fig. 1). In this paper, only 8-connectivity is discussed.

Many algorithms have been proposed for addressing this issue, since many real-time
applications such as traÆc-jam detection, automated surveillance, and target tracking
[1] are crucial to the performance of the labeling algorithm. In this paper, connected-
component labeling is the major method for the service robot to identify ROI because
of its easy implementation and high performance. Characteristic parameters of a com-
ponent such as area, aspect ratio can be calculated based on the result of labeling. The
real-time performance is important to the robot because: (1).it needs to identify the ROI
and calculate its position repeatedly while moving. (2). When the robot tries to grasp

� Corresponding author.

M. Xie et al. (Eds.): ICIRA 2009, LNAI 5928, pp. 856–865, 2009.
c� Springer-Verlag Berlin Heidelberg 2009



A Fast Connected-Component Labeling Algorithm 857

( a ) ( b )

Fig. 1. Two definitions of connectivity in binary image. (a) 4-connectivity, (b) 8-connectivity.

the object, the real-time position of the robot arm and the cup is estimated constantly
as a feedback to control the robot arm. For all the labeling algorithms, they can be di-
vided into four main classes: (1) Multi-scan algorithms. In algorithms [2, 3], an image is
scanned in forward and backward raster directions with two di�erent masks alternately
to resolve label equivalences. (2) Two-scan algorithms. In algorithms [1, 4], labeling is
completed in two scans: in the first scan, provisional labels are assigned to object pixels,
label equivalences are also recorded, and label equivalences operation is proceeded. In
the second scan, label equivalences operation is completely finished which means each
connected component will have a same label. (3) Algorithm based on run-length coding
[5]: this algorithm introduces run-length encoding into DSP real-time image process-
ing to reduce memory occupation and the quantity of objects. It can memorize all label
equivalences in one scanning by changing the assignment of label connection table. (4)
Algorithm based on contour-tracing [6]: resolving of label equivalences is avoided in
this algorithm by tracing the contours of object pixels.

This paper presents an improved two-scan algorithm for labeling connected com-
ponents in binary images based on prior knowledge extracted from the procedure of
label equivalence and the scanning. For resolving label equivalence, the method of us-
ing equivalent label sets and the representative label table [4] is used in our algorithm
because of its brevity and eÆciency. With experiment carried out, we demonstrated the
accuracy and eÆciency of our algorithm.

2 The Improvements of Two-Scan Algorithm

2.1 Outline of Conventional Two-Scan Algorithms

Generally, two-scan algorithms complete the labeling of binary image by scanning an
image in the raster scan direction twice and the following mask is typically used [7].
See Fig. 2.

The first scan is described as follows [2]:

if (b(x� y) � VB) no operation

else if (bmin(x� y) � VB) (b(x� y) � m�m � m � 1)
else b(x� y) � bmin(x� y)

bmin(x� y)�min[b(i� j) � �b(i� j)�MS],
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b(x,y)

b(x-1,y-1) b(x,y-1) b(x+1,y-1)

b(x-1,y)

x

y

Fig. 2. Mask for eight-connected connectivity

where b(x,y) denotes the pixel value at (x, y) in the image, VO for the pixel value for
object pixels and VB for that for the background pixels. m (which is initialized to 1) is
a provisional label, min(�) is an operator for calculating the minimum value, and MS is
the region of the mask.

Equivalent label sets and a representative label table used for in two-scan labeling
algorithm [4] have been demonstrated to be simple and eÆcient. So it is also used
in our algorithm which will be introduced later. The Label equivalence is completely
resolved in two scans, and the detail is described in [4].

2.2 Improvement of Label Assignment in the Mask

In the algorithm proposed by L.F He[4], during every scanning in the mask, it needs to
compare the labels to obtain the minimum label of object pixel in the mask, which is
time consuming. As all labels in an equivalent label set are equivalent, we can just assign
the label of first-scanned object pixel and record the relation of equivalence without
calculation of bmin(x,y). In addition, the label assignment of the current pixel is finished
once the first object pixel is found, which help reduce the times of scanning in the mask.
At last, a drawback that lost the total number of di�erent components will be overcome
by one time sorting which is very simple and fast.

The sequence of scanning in the mask (b(x�1� y�1) � b(x� y�1) � b(x�1� y�1) �
b(x � 1� y)) (See Fig.3a) is used in almost every two-scan algorithm, but there is no
explanation why this sequence is used, maybe it is just inertia of mind because raster
scan direction is applied. Actually, the prior knowledge can be extracted to determine
the scanning sequence for a type of images. For example, the ROI in a type of images
usually consists of horizons lines or vertical lines, then scanning sequence of (b(x �

1� y) � b(x�1� y�1) � b(x� y�1) � b(x�1� y�1)) and (b(x� y�1) � b(x�1� y�1) �
b(x�1� y�1) � b(x�1� y)) can a�ect the labeling performance greatly. The two scanning
sequences are respectively optimal because the first check in the mask is most probably
e�ective because it will find an object pixel in one time of check. Similarly, if the ROI
is prone to 45-degree or 135-degree, the optimal scanning sequence should start from
b(x� 1� y� 1) or b(x � 1� y� 1). The tendency of the ROI orientation could be obtained
through statistical method. The experiment results are showed later. In our algorithm,
the scanning sequence (b(x � 1� y) � b(x � 1� y � 1) � b(x� y � 1) � b(x � 1� y � 1))
(See Fig.3b) is used.



A Fast Connected-Component Labeling Algorithm 859

b(x,y)

b(x-1,y-1) b(x,y-1) b(x+1,y-1)

b(x-1,y)
b(x,y)

b(x-1,y-1) b(x,y-1) b(x+1,y-1)

b(x-1,y)

(a) (b)

Fig. 3. Conventional scanning sequence and ours in the mask

2.3 Two Cases of Label Equivalence in the Mask

In two-raster-scan algorithm, the label equivalence is realized through the current pixel
which connects pixels with di�erent labels in the mask. A detailed analysis is carried out
to extract the possible regular patterns in the operation of label equivalence, which will
help make pointed operation of equivalence to reduce the times of scanning and improve
the eÆciency. In the four-pixel mask presented before, any three or four di�erent pixels
are not possible to have three or four di�erent labels. So, the connection will happen
only when two pixels with di�erent labels in the mask is connected through the current
object pixel. There are six di�erent cases of the current object pixel with two object
pixels in the mask. See Fig.4.

In the six cases, we can infer that only two cases which may need resolving of label
equivalence in the mask. In case (b) and (f), the two object pixels in the mask are not
directly connected, thus they may have di�erent labels. We can check the labels and
the representative labels of the two pixels to determine whether the resolving of label
equivalence is need. To do this, the following operations are performed (illustrated as
case (b)).

b(x,y)

b(x,y)

b(x,y)

b(x,y)

b(x,y)

(a)

(d)

(b)

(e)

( c )

(f)

b(x,y)

b(x-1,y-1)b(x-1,y-1)b(x-1,y-1)

b(x-1,y-1) b(x-1,y-1) b(x-1,y-1)

b(x,y-1)b(x,y-1)b(x,y-1)

b(x,y-1) b(x,y-1) b(x,y-1)b(x+1,y-1)

b(x+1,y-1)

b(x+1,y-1)

b(x+1,y-1)

b(x+1,y-1)

b(x+1,y-1)

b(x-1,y) b(x-1,y)

b(x-1,y) b(x-1,y)

b(x-1,y)

b(x-1,y)

Object pixel Background pixel

Fig. 4. Six cases of the current object pixel with two object pixels in the mask
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if (b(x � 1� y � 1) � b(x � 1� y � 1) � VO &
l(x � 1� y � 1) � l(x � 1� y � 1) & r(x � 1� y � 1) � r(x � 1� y � 1))

resolve l(x � 1� y � 1)� l(x � 1� y � 1)
else scan continued
In other four cases, the two object pixels in the mask either already have the same

label or label equivalence has been set up. So it doesn’t need to do label equivalence in
these cases. The check strategy will be:

(1) if (b(x � 1� y) � VO) check b(x � 1� y � 1),
(2) if (b(x � 1� y � 1) � VO) check b(x � 1� y � 1),

In (1), it can avoid the check of b(x�1� y�1) and b(x� y�1). In (2), the check of b(x� y�1)
can be avoided. So the scanning strategy is optimized using the prior knowledge of the
two types of connection.

2.4 Two Ways of Fast Scanning

Two ways of fast scanning is proposed after further analysis of the two-scan algorithm.
One of the reasons that the eÆciency of the algorithm is limited is repeated checking of
pixel values in the scanning. See Fig.5.

5

2 3 4

1 7

6

Pixels checked when pixel 1 is current object pixel

Pixels checked when pixel 6 is current object pixel

Fig. 5. Two successive series of scanning

In the scanning sequence of pixel 2 � 3 � 4 � 5, at most three times of repeated
checking (pixel 1, 3, 4) will proceeded when pixel 1 and pixel 6 are current object pixels.

The two ways of fast scanning is applicable when the first object pixel in the mask is
pixel 3 and pixel 4. See Fig.6.(The current object pixel is pixel 1).

When the first object pixel in the mask is pixel 3, the label of current object pixel 1 is
copied from pixel 3. Because it doesn’t need to resolve equivalent sets in this situation

5

2 3 4

1 6 8 9 10

7

Fig. 6. Two ways of fast scanning
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according to the two cases of label equivalence stated above. This cycle of scanning
seems finished, it should turn to the next current pixel 6, but we can make this kind of
scanning faster by performing the following:

when (p1 � p3 � VO)
�

l1�l3; check p6
if (p6 � VO)

l6 � l3 ; check p8
if (p8 � VO) l8 � l3; original scanning begin from p9

else original scanning begin from p8
�, Pn denotes value of pixel n, ln denotes value of label of pixel n.

In this situation, the scanning cycle that the pixel 6 as a current pixel can be omitted
and pixel 8 as a current pixel may be omitted.

When the first object pixel in the mask is pixel 4, the following scanning strategy is
performed:

when (p1 � p4 � VO)
�

l1�l4; check p6
if (p6 � VO)

l6 � l4 ; check p8
if (p8 � VO) l8 � l4; check p9

if (p9 � VO) l9 � l4
else original scanning begin from p10

else original scanning begin from p9
else check p8

if (p8 � VO) l8 � l4; check p9
if (p9 � VO) l9 � l4
else original scanning begin from p10

else original scanning begin from p9
�

5 5

5

2 2

2

( a )

( c )

( b )

3 3

3

4 4

4

1 1

1

6 6

6

8 8

8

9

9

7 7

7

Fig. 7. Fast scanning strategy
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These two ways of fast scanning is typical of 8-connectivity. It actually scans the
image in the following sequence in Fig.7.

3 Experiment and Results

3.1 Introduction of the Robot Vision System

The algorithm presented above is applied in the vision system of an ”Accompany &
Nursing” robot, which aims to help the elderly and the disabled perform tasks such
as fetch a medicine bottle or a water cup. The architecture of visual guide system is
showed in Fig.8.

CCD Camera

DSP Unit ARM Unit

Robot Arm

Servo Motors

Fig. 8. Architecture of visual guide system

The robot arm is actually a 4-DOF manipulator equipped with four servo motors
at the joints. The images are captured by a CCD camera. After image processing and
analysis are completed on DSP platform, the information of ROI’s position is delivered
to an ARM CPU in which the forward kinematics is calculated, then the servo motors
at the joints are controlled by the PWM signal sent from the ARM CPU to perform
specific tasks.

3.2 Performance Evaluation and Comparison

The presented algorithm is experimented in C�� language on a desktop PC (Intel Core
2 Duo E6300@2.10GHz), and the final version is implemented in DSP (Ti TMS32
0DM642 600MHz).

Ten images of Julia-sets (See Fig.9.) from a website [8] were tested. Each of the ten
images is actually composed of one or several complex connected components. The res-
olutions of the ten images are all modified to 800	800 for uniformity and convenience
because the resolutions of original images are a little di�erent. The experiment results
are presented by listing the execution time for 5000 runs (L. He’s improved algorithm
[1] is compared) in Fig.10.

From the results, we can conclude our algorithm is faster than L. He’s. With time
limited, we have not tested all other algorithms, the details could be found in [1, 4].
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Fig. 9. Ten binary images Julia-sets for test

Fig. 10. Comparison of L.F. He’s algorithm with ours

3.3 The Experiment about Tendency of ROI Orientation

The information of ROI orientation is extracted from the statistical analysis which is
performed by respectively calculating the quantity of the object pixels in the four direc-
tions (see Fig. 11) in the mask.

Orientation 1 and orientation 3 is a pair to determine the diagonal dominance; Orien-
tation 2 and orientation 4 is a pair to determine the horizontal (or vertical) dominance.

b(x,y)

1 2 3

4

Fig. 11. Four directions in the mask
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Fig. 12. A typical picture of Nano-Wires

Table 1. The statistical results of ROI orientation

Image Orientation 1 Orientation 2 Orientation 3 Orientation 4

1 41299 50208 41377 41544

(a) (b)

Fig. 13. Grayscale and binary image with ROI

The two pairs are independently analyzed to determine the dominance in orientation,
while the shape of ROI can be inferred when they are combined.

Counting of Nano-Wires is good example of utilizing the information of ROI orien-
tation. A typical picture (See Fig.12) of Nano-Wires [9] was tested and the statistical
results are showed in Table 1.

In the image, the orientation 2 is dominant while the other three orientations are
almost the same. In this situation, the conclusion that the ROI is mainly in vertical
orientation can be made, so the first-check pixel in the mask should be pixel b(x� y �

1). Experiment results with and without the prior knowledge are31.438s and 34.249s,
which demonstrate the e�ectiveness of ROI orientation method.

Fig.13(a) shows a scene with ROI (a water cup) in it, and Fig.13(b) is the binary
image after thresholding. Labeling of connected components is completed using our
algorithm on DSP platform. We calculate the area, aspect ratio and center of each
component to help identify and locate the ROI. Under the criteria that (area�10000)
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& (0.65�aspect ratio�0.85), the water cup is identified successfully and the center is
(307.27, 191.32) which is delivered to control system.

4 Conclusion

In this paper, a fast two-scan labeling algorithm of connected components was pre-
sented. Essentially, all techniques to improve the eÆciency of our algorithm are aiming
at reduce repeated times of scanning (checking). Prior knowledge extracted from de-
tailed analysis of the conventional two-scan algorithm is crucial to the improvement.
The ROI orientation could be a type of prior knowledge which can be used if the im-
ages captured have roughly a same orientation. The experimental results demonstrated
that our algorithm is superior to conventional two-scan algorithm.

For future work, a recursive scanning strategy is being conceived, which is to fur-
ther reduce the repeated times scanning (checking) in row direction. Because in many
applications, the connected-component is solid (without a hole in it) which means most
pixels in a component is surrounded by other eight object pixels. A recursive scanning
strategy is able to scan an object row without the mask.

Acknowledgments. This work was supported by National High Technology Research
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Foundation of China (No. 50805023), and Open Fund Program of the Key State Labo-
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Simultaneous Visual Object Recognition and

Position Estimation Using SIFT
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Abstract. In the last decade, pattern recognition tasks have flourished
and become one of the most popular tasks in computer vision. A wealth of
research focused on building vision systems capable of recognizing objects
in cluttered environments. Moreover industries address all their efforts
to developing new frameworks for assisting people in everyday life. The
need of robots working closely to human beings in domestic workplaces,
makes a necessity the usage of intelligent sensorial systems that are able
to find patterns and provide their location in the working space. In this
paper a novel method able to recognize objects in a scene and provide
their spatial information is presented. Furthermore, we investigate how
SIFT could expand for the purposes of location assignment of an object
in a scene.

Keywords: Object Recognition, Position Estimation, SIFT, depth
estimation, robot vision.

1 Introduction

Recognizing objects in a scene is one of the oldest tasks in computer vision field
and still remains one of the most challenging. Every pattern recognition tech-
nique is directly related with the decryption of information contained in the nat-
ural environment. During the last decade, remarkable efforts were made to build
new vision systems capable of recognizing objects in cluttered environments.
Moreover, emphasis was given to recognition systems based on appearance fea-
tures with local estate [1], [2]. Insensitivity against rotation, illumination and
viewpoint changes, constitute the attributes of algorithms extracting features
with local interest. Nowadays, vision systems are equipped with such attributes
and, as a result, more and more techniques are included in industrial products.

In the last few years, a tendency to introduce autonomous robots into domes-
tic environments is discerned. Industries address all their efforts to developing
machines capable of assisting people to everyday life. To this end, a compulsory
requirement is that robots must avoid obstacles in both static and dynamic en-
vironments. As a result, the sense of depth constitutes the essential attribute of
such frameworks. In turn, over the past decade, significant research efforts were

M. Xie et al. (Eds.): ICIRA 2009, LNAI 5928, pp. 866–875, 2009.
c© Springer-Verlag Berlin Heidelberg 2009
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devoted to the development of vision systems, capable of providing a sense of
location and direction to robots. In this field, techniques for visual Simultaneous
Localization and Mapping (vSLAM) [3] [4], are included. Particularly, SLAM
methods that are utilized in autonomous robotics, concentrate at building up
maps, in unknown environments, whilst keeping track of their own position.

Furthermore, from time to time, researchers emphasized in introducing com-
puter vision techniques into demanding robotics applications. As a result, chal-
lenging automatic manipulation tasks can be adequately accomplished by utiliz-
ing object recognition techniques based on local appearance. The most favored
method of this field is the Scale Invariant Feature Transform (SIFT) that was
presented in [5]. Furthermore, SIFT is adopted in modern robotics applications
due to the fact that it performs exceptional repeatability and invariance against
possible illumination, scale, rotation and viewpoint changes. For instance in [6],
a remote-interactive mode for a museum guide robot is presented, where SIFT
is used during the object recognition process. In turn, mobile robots’ navigation
using landmarks can be adequately fulfilled by using SIFT features as it was
shown in [7], where each landmark is initially located in the image coordinates
by using SIFT features for the recognition and the RANSAC(Random Sample
Consensus) for the matching procedure.

In this paper, we describe a novel method to develop a simultaneous visual ob-
ject recognition and position estimation system at the same time. We investigate
how, a very efficient object recognition scheme, can be expanded for the needs
of position estimation. Specifically, SIFT was selected among a set of high-level
algorithms to describe patterns and objects. We prove that information derived
from SIFT, allows the estimation of the distance between camera and objects
found in a scene and we describe the respective algorithm. The remainder of
this paper is structured as follows: In Section 2, a short introduction to object
recognition based on local features is presented and a detailed description of the
methods involved in building our recognition and position estimation algorithm,
is given. In Section 2.1 we present the parts of SIFT that are used in the later
stages of the algorithm. The proposed object recognition and position estimation
framework is analytically presented in Section 3, where details about training
and implementation of our system are apposed. In Section 4, we experimentally
evaluate the proposed method. The work concludes with some final notes and
an outlook to future work in Section 5.

2 Local Appearance-Based Recognition

During the past decade, several techniques that enforce the essential role of local
features in object recognition tasks [8] were presented. The special visual dis-
tinctiveness of an object in a scene is ensured by locally sampled descriptions.
The vital issue underlying object recognition based on local features is main-
taining this distinctive regional-based information. Detectors and descriptors of
areas of interest constitute the sub-mechanisms in every local-based recogni-
tion approach. In addition, they provide special attributes such as, insensitivity
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against rotation, illumination and viewpoint changes. In [9], local detectors and
descriptors are evaluated for object recognition purposes.

The main idea behind interest location detectors is the pursuit of points or
regions with unique information in a scene. These spots or areas contain data
that distinguish them from others in their local neighborhood. Needless to say
that, detector’s efficiency relies on its ability to locate, as many distinguishable
areas as possible, in an iterative process. One of the most efficient detectors,
the Maximal Stable Extremal Regions Detector, was proposed in [10]. In short,
regions darker or brighter than their surroundings are detected. The efficiency of
the algorithm relies on the relationship between pixels’ intensity value and local
neighborhood.

Generally speaking, a descriptor organizes the information collected from the
detector in a discriminating manner. Thus, locally sampled feature descriptions
are transformed into high dimensional feature vectors. In other words, parts of an
object located in a scene are represented by descriptors. Putting these descrip-
tors in logical coherence fulfills the final object representation. In all the recent
proposed methods, databases containing descriptors from multiple objects are
constructed. These databases, that play essential role in all the recently proposed
object recognition techniques, are structured in a vocabulary-tree format. Fur-
thermore, vocabulary trees, which are tree-like data structures based on k-means
clustering, were proposed in [1].

Speeded Up Robust Features (SURF) that was introduced in [11], implements
both a detector and a descriptor. The first is constructed by using a so-called
Fast Hessian Matrix that, is based on an approximation of the Hessian Matrix
for a given image point. Afterwards, rectangular -9x9-pixels filters are used for
the approximation of the second derivative of the Gauss function. The descriptor
is produced based on the responses of all the interest points extracted from the
detector. Currently, the most widely adopted approach that produces efficient
detector and descriptor, is SIFT [5]. As it is mentioned before, the proposed
method is based on this approach. For this reason an extended description of
SIFT follows.

2.1 Description of SIFT

Initially, the image is convolved with the variable-scale Gaussian for the produc-
tion of a scale-space image. Afterwards, stable keypoint locations are detected
by using scale-space extrema in the difference-of-Gaussian (DoG) function con-
volved with the image. In [12] it was shown that, DoG function provides a close
approximation to the scale-normalized Laplacian of Gaussian. Thus, the scale
invariance of the detector is ensured. SIFT’s descriptor is produced by using
stacked gradient histograms over 4x4 sample regions. Firstly, the gradient mag-
nitude and orientation at each point in a region around the keypoint location are
computed. Afterwards, these samples are gathered into orientation histograms
collecting the contents over 4x4 sub-regions. Since 8 orientation bins are used,
the descriptor, finally, constitutes of 128-element feature vector. In the most the
cases, matching between descriptors relies on comparing them one by one. The
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matching process in SIFT involves the organization of descriptors from trained
images into a vocabulary kd-tree. Moreover, with this way the approximate near-
est neighbors to the descriptors are found. SIFT’s detector and descriptor are
insensitive to possible image scale, rotation, change in 3D viewpoint, addition
of noise and change in illumination. These exceptional attributes justify the fact
that SIFT is adopted from, almost any, new object recognition approach [13]
[14]. To sum up, SIFT’s unique properties can be used not only for recognition
but also for position estimation of an object in a scene. We are examine how
SIFT could be altered for the purposes of such a challenging task.

3 Algorithm Description

Initially, we present fragmentarily the proposed method by showing its main
stages. The main idea behind the proposed method is to maintain SIFT’s prop-
erties whilst exploiting them in order to particularly estimate objects’ distance
from the camera. Thus, we have constructed a large database containing images
from several objects. With a view to database’s enrichment, these objects were
photographed from different viewpoints and distances from the camera. More-
over, we used SIFT’s matching sub-procedure to build an on-line scene search
engine. Estimations derived from this engine are taken into account for the posi-
tion estimation task. The main stages of the proposed algorithm are as follows:

Stage I Apply SIFT to the scene’s and object’s image, in order
to estimate the features position in each of them.

Stage II Obtain the N features that match in the two images by
applying the matching sub-procedure of SIFT. Define as
(XSi , YSi), i = 1, . . . , N the positions of the N features in
the scene image and (X0i , Y0i), i = 1, . . . , N the positions
of the N features in the object image.

Stage III Define as (XSc , YSc) and (X0c , Y0c) the features’ centers
of mass for both images. This is accomplished by esti-
mating the mean values of the features positions in the
two images:

XSc =
1
N

N∑

i=1

XSi and YSc =
1
N

N∑

i=1

YSi

X0c =
1
N

N∑

i=1

X0i and Y0c =
1
N

N∑

i=1

Y0i

Stage IV Calculate the mean Euclidian distance (in pixels) of each
feature from the corresponding center of mass that is
extracted in the previous stage. Set as ES and E0 the
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mean Euclidian distances in the scene and object image,
respectively. The following relations are used:

ES =
1
N

N∑

i=1

√
(XSi − XSc)2 + (YSi − YSc)2

E0 =
1
N

N∑

i=1

√
(X0i − X0c)2 + (Y0i − Y0c)2

Stage V Estimate dS which corresponds to the ratio of the two
mean distances ES and EO. Furthermore, we introduce
the pre-computed depth dO, which is obtained, during
the training session and while the object is captured
alone.

dS =
E0

ES

Stage 1 could be apprehended as the training session of our algorithm. In
this phase, for each image in the database keypoint features are extracted using
SIFT. Each object is photographed at different distances from the camera and
the pre-computed depth dO is stored for further exploitation. This process is
performed while the system is offline, thus, executable time is not taken into
account. The results are stored for further use at the next phases. In Stage 2,
the matching sub-procedure of SIFT is performed. Especially, descriptors that
are common in both images (scene and object) are extracted. It is apparent that,
one image representing the scene is compared with several others, representing
the object from different viewpoints. Furthermore, the locations of the common
features are stored for further exploitation.

In Stage 3, the position estimation sub-procedure takes place till the end of
the algorithm. Moreover, at this phase, the features’ centers of mass in both
images are calculated. The last is obtained by estimating the mean values of
features locations in both representations. In Stage 4, the distance of each key-
point from the center of mass is calculated. This is measured in pixels with the
use of Euclidian Distance. By the end of this sub-routine, we are able to col-
lect significant spatial information of an object in a scene. This is accomplished
by simply estimating the distribution of trained features around their center of
mass. Finally, in Stage 5, the object’s distance from the camera is computed.
The pre-computed depth dO measured during the training session (Stage 1), is
taken into account. The ratio dS is used to measure the proportion of object’s
features to those found in the scene.

After the necessary training session and the database construction at the
initial stages of the method, an on-line search engine follows. This is responsible
for querying in the scene for objects contained in the trained database. When an
object is found, the scene’s image is compared to this object, which provides the
majority of common matches. Finally, features’ information from both images is
interpolated with a view to object’s position allocation.
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4 Experimental Results

In this section, we assess the properties of the proposed method in detail. The
tests were executed on a typical PC with a core2duo 2.2 GHz processor, 2
GB RAM and Windows XP operating system. Furthermore, the camera used
(Grasshopper by Point Grey Research) is able to capture images up to 1280x960
pixels resolution and is connected to the PC via a firewire port. The data trans-
mission is accomplished by using IEEE 1394b transfer protocol. The training of
the object recognition system is done in MATLAB. The last is preferred from
other programming tools, due to the fact that, it offers users-friendly environ-
ment and convenient image processing functions.

The proposed method is evaluated through exhaustive tests containing several
scenes and objects. In Figure 1(a) we present scene A, which contains three
different objects (e.g. a book, a modem’s box and a motherboard’s box). With
a view to reader’s better understanding, objects found in the scene are referred
as book, modem and box, respectively.

(a) (b)

Fig. 1. (a) Upper: Scene A containing three objects Lower: Each object is captured
from different viewpoint. (b) The extracted SIFT features for scene A.

In this experiment, the scene was captured at 100 cm distance from the cam-
era. Objects were captured separately from different viewpoints under varying
illumination and geometrical conditions. This procedure, being essential for the
system’s training was done while the system was offline. Objects are stored as im-
ages into the database for further exploitation. According to the first stage of our
algorithm the SIFT features of all images in the database should be extracted.
In Table 1(a), the results of this phase for the scene A are presented. Apparently,
more features are extracted from the most textured objects. The ones containing
high amount of local extend favor during the SIFT feature extraction procedure.

In Figure 1(b) the extracted SIFT features from the scene A and the contained
objects are depicted. The second stage of our algorithm involves the matching
sub-procedure of SIFT, where the features of the scene under investigation and



872 R. Kouskouridas, E. Badekas, and A. Gasteratos

Table 1. a) SIFT features for scene A and its contents. b) The results of the position
estimation procedure for scene A.

(a)

Image SIFT features

Scene A 208

Book 150
Box 349
Modem 108

(b)

Object Matches Z d0 dS Z∗

Book 18 100 70 1.4992 104.93

Modem 20 120 70 1.6098 112.68

Box 44 140 70 2.005 140.65

of each separate object are compared to obtain the N matches. The scene is
collated with all possible objects’ views. The total amount of these compar-
isons depends on the quantity of different views of the same object. During the
database construction we altered objects’ viewpoint and distance from the cam-
era. It is apparent that, proposed method’s efficiency is directly related to the
size of the constructed database. A large database maximizes the possibility to
perform adequately recognition and more accurate position estimation tasks.
The results of these comparisons are shown in the second column of Table 1(b).
As it was expected, the object ”box” provided more matches. This is due to
the fact that it outperformed during the feature extraction process. The most
essential issue that one should keep in mind is that, there is a direct relationship
between the amount of SIFT features extracted and the final amount of matches.
The more the SIFT features are the more the object’s matches with the scene
and as a result, the higher the possibility the object to be found in the scene.

The next step includes the spatial data estimation. In the third column of
Table 1(b) distances in cm for every object in scene A are shown. By applying
the last stages of our method we are able to estimate dS . In particular, we use
the pre-computed depth d0 which is object’s distance from the camera when the
later is captured alone during the training session. Pre-computed depth d0 is
definitely different from object’s distance from the camera (Z) as it is shown
in Table 1(b). In order to confirm proposed method’s accuracy we needed a
ground truth. For this purpose when the scene is captured, we measure and
store objects’ distances from the camera (Z) with a laser distance measuring
device. The goal of the proposed method is to approximate the later distances
with as high accuracy as possible. In particular, by executing the final stages of
the algorithm we are able to estimate objects’ distance (Z∗) from the camera.
In the last column of Table 1(b) the results of the position estimation process
are illustrated. Figure 2(a) depicts the results of the proposed method. More
specifically, in white boxes the number of N matches between the scene and the
object is shown. Moreover, in the same figure, the mean Euclidean distances ES

and E0 extracted in Stage IV, are illustrated. In addition, ratio dS for every
object in a scene is extracted. The above are illustrated as a modified MATLAB
figure title that is constructed through the proposed algorithm.

In order to assess proposed method’s robustness under 3D rotation and illu-
mination changes we took measurements on the scene shown in Figure 2(b). The



Simultaneous Visual Object Recognition and Position Estimation 873

(a) (b)

Fig. 2. (a) Proposed method’s results for every object in scene A. (b) Scene B contain-
ing rotated objects.

new scene contains the same objects as the previous one but in different align-
ment. Especially, objects were rotated whilst keeping the same distance (Z) from
the camera and altering the illumination conditions. In Table 2(a), the results of
the first stage of the proposed method for scene B and its contents are presented.
In addition, in Table 2(b) the results of the proposed position estimation process
are illustrated. Although scene B differs significantly from A, the efficiency of
the proposed object recognition and position estimation method, remains high.
In addition to the above results, we introduce an efficiency ratio or an accuracy
percentage with a view to further analysis. Thus, we estimate:

α = (1 − ‖ Z − Z∗‖
Z

) × 100.

Table 2. a) SIFT features for scene B and its contents. b) The results of the position
estimation procedure for scene B.

(a)

Image SIFT features

Scene B 285

Book 150
Box 349
Modem 108

(b)

Object Matches Z d0 dS Z∗

Book 26 100 70 1.410 98.756

Modem 22 120 70 1.698 118.86

Box 42 140 70 1.957 137.00
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Fig. 3. Accuracy of the proposed algorithm

The proposed algorithm was evaluated through 30 tests and the results acquired
are illustrated in Figure 3. In these experiments 3D rotation (up to 30 degrees)
and illumination changes were applied. In Figure 3 minimum, maximum and
mean accuracy values are respectively shown. Moreover, the most interesting
issue that derives is the fact that the extracted accuracy never drops below 93%.
Furthermore, as expected larger objects are found with a higher accuracy.

5 Conclusions

A technique for object recognition based on SIFT has been presented in this
paper. The novelty here is that we have enriched it to perform depth estimation
and, consequently, object localization in an arbitrary scene. The key idea is
that the tracked SIFT features are located on given geometric positions, thus
they can be considered as the corners of a polyhedron, the center of gravity
of which is computed and it is associated to the actual center of mass of the
sought object. Once the features’ center of mass is known and the object is
recognized, the distance of the object from the camera is trivial, given at least
one recorded position of the object. The application of such a method in robotic
manipulation tasks is apparent, as it permits the identification of the object to
be handled, as well as its distance from the robot’s eye. Experimental results,
where different illumination conditions and objects’ viewpoints were sampled,
prove that larger objects are easier to be found, whilst, their position is estimated
with higher accuracy. To sum up, with an outlook to future work, we will enrich
and modify the algorithm in order to perform challenging pose estimation tasks.
The overall purpose of the new framework will be the extraction of objects’
roll, pitch yaw angles and TX , TY and TZ translation matrices. Thus, several
tasks such as automatic manipulation of objects or assisting autonomous vehicles
avoiding obstacles would be completed at high execution times with significant
efficiency.
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Abstract. Active Contour can describe targets accurately and has been widely 
used in image segmentation and target tracking. Its main drawback is huge com-
putation that is still not well resolved. In this paper, by analyzing curve gradient 
flow, the evolution of active contour is divided into two steps: global translation 
and local deformation. When the curve is far away from the object, the curve just 
does the translation motion. This method can optimize the curve evolving path 
and efficiency, and then the computation cost is largely reduced. Our experi-
ments show that our method can segment and track object effectively. 

Keywords: Active contour, global translation, local deformation, gradient flow. 

1   Introduction 

Active contour model, also known as snake model, was pioneered in 1987 by Kass  
et al. in [1] for image segmentation via driving an initial contour toward a desired ob-
ject edge with a PDE deduced by minimizing an energy functional. Active Contour can 
describe targets accurately, it is widely used in image segmentation and target tracking. 
But it has many limitations. For example, it is hard to undergo topological changes, 
sensitive to initial contour placement, and dependent on curve parameterization. In 
1993, geodesic active contour [2], formulated as a weighting Euclidean arc length 
using an edge-stopped potential functional, was proposed by Casselles et al. in a level 
set framework [3]. It is independent of curve parameterization and can easily handle 
curve topological changes. Those models mentioned above are edge-based [2-5]. In 
most cases, they are less robust for image segmentation than region-based active con-
tour models [6-9] because the latter models utilize certain image global region statisti-
cal information which partitions a given image into statistically distinct regions. In 
order to obtain desirable segmentation results, one important strategy for active con-
tours research is combining certain prior knowledge with image information (gradient 
and region information etc.) to deal with images with insufficient information. The 
shape and topology of objects to be segmented are important prior information. Some 
paradigms using prior shape and topology information can be found in [10-14]. For 
more recent developments about active contours, we refer the readers to [15, 16].  
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In order to make contour evolution to have certain desirable features to escape  
irrelevant local minimums, prior information on the deformation field of evolving 
contours can also be used. Clearly, the opposite of gradient flow driving contour evo-
lution derived by minimizing its corresponding energy functional is directly relative 
to the prior information and affects the evolve path of curves. However, before the 
appearances of [17, 18], much of the literatures on active contours focused on energy 
functional building, while ignored the effect of gradient flows in curve evolving. Due 
to the arbitrary evolution of active contour which results in many undesirable segmen-
tation and tracking results. Sundaramoorthi and Charpiat primarily proposed to design 
new inner products to yield desirable gradient flows for object tracking and rigidifica-
tion simultaneously. Furthermore, Charpiat showed that the gradient of a given energy 
can also be considered as the result of a minimization problem from a new point and 
extended the definition of gradient toward more general priors [17]. 

In section 2, we introduce the relation of average gradient flow and the motion of 
active contour. Then we propose the global translation active contour in section 3. 
Our new active contour called two step active contour, which possesses the properties 
of global transformation and local smooth velocity fields, is proposed in section 4. 
Some experiments are presented in section 5, which is followed by some conclusions 
in section 6. 

2   The Average Gradient Flow and the Motion of the Active 
Contour 

Let M denote the set of smooth embedded curves in Rn, which is a differentiable 
manifold. For C∈M, the tangent space of M at C is denoted by TCM, which can be 
seen as the deformation space. Given an energy function E(C), for all admissible 
deformation fields v defined on C, its Gateaux derivative ),( vCEδ  can be ex-

pressed as :  

      0

( ) ( )
( , ) lim ( )

d e f E C v E C
E C v d E C v

ε

εδ
ε→

+ −= = i
                 (1) 

In order to get the gradient of E(C), we must model the deformation space TCM as an 
inner product space, most of the time we use the H0 (L2- type) inner product. And in 
H0 inner product, we get the following relation: 

 
0 0 00

1
( ) ,H H HHC

C
d E C v E v d s E v E

L t

∂= ∇ = ∇ ⇒ = − ∇
∂∫i i      (2) 

Where L is the length of C, and the gradient flow 0HE∇  can be computed via the 

variational active contour method. The opposite of the H0 gradient flow is denoted 
by: 

                            
00 Hv E= −∇                                                           (3)                 

Let:                      1
0 0

C
v v d s

L
= ∫                                                     (4)  
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We call 0v  the average gradient flow. Though 0v  is the opposite of the real gradient 
flow, it still can reflect the motion state of the active contour. 

The fig. 1(d) and fig. 2(d) shows the 0v ’s change with the evolution of the curve, 

the red one is the Vx : the x  component of 0v  , the green one is the Vy : the y  

component of 0v  and the blue one is V : the magnitude of 0v , 2 2V V x V y= + . 

The abscissa is the iteration number and the ordinate is value of 0v ’ components. 

      

    (a)                            (b)                             (c)                            (d) 

Fig. 1. The evolution and the 0v  distribution of a noise circle 

    

     (a)                            (b)                            (c)                             (d) 

Fig. 2. The evolution and the 0v  distribution of a noise rectangle 

Analyzing those figures, we learn that at the beginning of evolution, when the curve 
is far away from the object, the average evolution speed is high; as the curve moving 
nearby the object, the average evolution speed will be slowed down. In other words, 
when the average gradient flow’s magnitude is over a certain threshold, the active con-
tour is in global translation; otherwise, the active contour is in local deformation. 

3   Global Translation Active Contour 

To make the evolution in global translation more effective, we propose a global trans-
lation active contour model, in which a global deformation Vg is used to  represent 

the global translation of the curve. Supposing that this method does not change the 
Gateaux derivative of  C, we can get: 

                  ( ) ( )d E C v d E C V g=i i                                   (5) 
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that means: 

0 0 0 0 00 0

1 1
, ,H H H H HH HC C C

Vg
E v E vds E Vgds E ds E Vg

L L L
∇ = ∇ = ∇ = ∇ = ∇∫ ∫ ∫i i    (6) 

Vg satisfies Eq. (7) , 

0 0 0
C C

v v ds Vg v ds=∫ ∫i i                                              (7) 

Which is deduced from Eq.(3), (4) and (6). Eq.(7) implies that Vg with the smallest 

magnitude has the same direction with average gradient flow 0v .  
In the global translation active contour, the curve evolves as Eq. (8);  

                              C
V g

t

∂ =
∂

                                                          (8)                                

All parts in the curve move in the same direction and speed. The translation evolving 
is more effective than that with speed 0v . 

4   The Two Step Active Contour 

One of the important advantages of active contour is the excellent ability to describe the 
local deformation of objects exactly. It is necessary to replace the translation active 
contour by the active contour which allows the shape deformation of curves (traditional 
active contours) when the active contour close to the object. According to Fig.1,Fig.2 

and the analysis in section 2, the average gradient flow 0v  will be slowed down when 

curve evolves nearby the object, so the magnitude of 0v  can be used to decide the 
motion of contour. This evolving process can be represented by Eq. (9) and Fig. 3. 

|| 0 ||

0

V g w h en v th resh o ldC

t v o th erw ise

⎧ >∂ ⎪= ⎨∂ ⎪⎩
                       (9) 

 

 

               (a)                                                (b)                                                 (c)  

Fig. 3. The evolving course of proposed method. Fig. 3(a) is the target and the initialized con-
tour. In Fig.3(b), the contour translates to the location position of target. Then the contour 
evolves to the right shape as shown in 3(c). 



880 L. Zhu, B. Fan, and Y. Tang 

 

5   Experiments 

We implement the proposed method for object segmenting and tracking. The energy 
models we used are the C-V active contour model (a region based model) and the 
Geodesic active contour model (a edge based model) which are proposed in refer-
ences [7] and [2] respectively. 

5.1   Segmenting Results 

The segmenting results on two synthetic images are presented in fig 4 and fig 5. Fig 

4(a~e) and fig 5(a~e) show the 0v  distribution with the curve evolving and the 
evolving results by the propose method. Meanwhile, fig 4(f~j) and fig5(f~j) are the 

0v  distribute and evolving results by traditional method with the same initial curve, 
energy functional and parameters.  

     

(a) 0v distribution   (b) initial contour     (c)20 iterations      (d) 60 iterations   (e) 800 iterations 

      

  (f) 0v distribution  (g) initial contour    (h) 60 iterations    (i) 300 iterations  (j) 1000 iterations 

Fig. 4. The evolve results by proposed method and traditional method for two circles 

      

 (a) 0v distribution  (b) initial contour   (c)100 iterations    (d) 200 iterations   (e) 800 iterations   

     

 (f) 0v distribution  (g) initial contour   (h)100 iterations   (I )400 iterations    (j) 800 iterations   

Fig. 5. The evolve results by proposed method and traditional method for a rectangle in noise 
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The convergence of 0v  by proposed method is faster compared to that of the tradi-
tional method, as shown in the following distribution maps, i.e., the curves in our 
method can move to the object faster and get balance in fewer iterations. It is vali-
dated by the evolving results of active contour in Fig. 4 and Fig. 5. Noise in images 
does not change the convergence character of our method. 

The segment results for two real images are presented in fig 6 and fig 7. The 0v  
distribution with the curve evolving and the evolving results by our proposed method 
are shows in the Fig. 6. (a~e) and Fig. 7. (a~e). Fig. 6. (f~j) and Fig. 7. (f~j) are the 

0v  distribute and evolving results by a traditional method. The initial curve, energy 
functional and parameters are same in these methods. The results show that our pro-
posed method reduces the iteration times and brings the better segmentation results . 
In the all experiments for segmentation, the C-V model is used. 

     

(a) 0v distribution   (b)initial contour     (c)10 iterations       (d) 60 iterations  (e) 200 iterations   

     

 (f) 0v distribution  (g) initial contour  (h) 100 iterations    (i) 300 iterations    (j) 500 iterations       

Fig. 6. The evolve results by proposed method and traditional method for a car  

     

  (a) 0v distribution   (b) initial contour   (c)20 iterations     (d) 60 iterations    (e) 100 iterations 

     

 (f) 0v distribution (g) initial contour    (h) 100 iterations   (i) 300 iterations    (j) 500 iterations 

Fig. 7. The evolve results by proposed method and traditional method for a motor with persons 
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5.2   The Tracking Results 

The proposed active contour method is also implemented in frame sequence for target 
tracking. Some results are shown below.  

     

     frame 20                      frame 40                      frame 60                     frame 100 

     

            frame 120                     frame 160                    frame  190                     frame 220 

Fig. 8. The tracking results for a car  

       

    frame 2                       frame 6                        frame 10                        frame 16 

      

   frame 20                       frame 26                       frame 32                         frame 42 

Fig. 9. The tracking results for a walking person  

The tracking results are shown in figure 8~9. The car video sequence (figure 3) has 
220 frames with the pixel resolution 320 * 240.  Because of the complex background, 
we use the Geodesic active contour method to track the car in these frames. We im-
plement our method with Matlab, and it takes 0.094s to handle each frame in average. 
The average iteration number for translation is 1.64. For the frames of walking per-
son, the C-V active contour is used to get the silhouette of the object. It takes 0.8383s 
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to handle each frame in average; the average iteration number for translation is 5.12. 
From the results, we can see that even in dynamic and complex background, our 
method can track object accurately. 

6   Conclusions 

In this paper, we proposed a two-step active contour that divides the evolution of 
active contour into global translation and local deformation. The average gradient 
flow is analyzed to decide the motion of the curve. The global deformation variable 
Vg can be computed by a global active contour and represents the global translation 

of the curve when the evolving curve is far away from object. After the curve is close 
to the object, the local deformation replaces the global translation; then silhouette of 
the object will be described. The global translation active contour optimizes the evolv-
ing path and leaves a good curve for the deformation evolving. Because of the good 
characters of global translation active contour, the two-step active contour can reduce 
the iterative times and get the better evolving results.    
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Abstract. Due to the fine pitch of today’s micro-chips, accurate alignment is 
vital to acquire high quality joints with less detrimental effects on other 
components. We developed an integrated soldering system which combines an 
X-Y stage, a computer vision and a laser head. Based on the analysis of 
experimental data, we find that lens distortions and assembly angular errors of 
the X-Y stage play a distinct role on the positioning errors. To improve the 
positioning accuracy of this system, we proposed an algorithm based on straight 
line method to reduce image distortions, and a compensation algorithm on the 
non-perpendicular X-Y positioning stage. Finally, experimental results and 
comparative data are presented to evaluate the performance of these algorithms. 

Keywords: Computer vision, system calibration, image distortion. 

1   Introduction 

With the increasing requirement on high integration of semiconductor packaging, fine 
pitch chips are desired to further decrease the manufacturing cost. Accordingly, an 
accurate and precise integration system is indispensable. Since laser soldering has the 
advantages of precise work areas, high-energy efficiency, reliability and ease for 
automation, we developed an integrated system to automatically sense the soldering 
pads, fulfill the alignment of laser and pads, and finish the soldering work. However, 
the precision of the system is determined not only by the work areas of laser beam but 
also the alignment of the part to be soldered. Therefore, improving the positioning 
accuracy of the automatic soldering system would be necessary for acquiring high 
quality joints with less detrimental effects on other components of the chips. 

The positioning errors can be due to camera lens distortions, machine assembly 
errors, and improper parameters of control mechanism. Among these error sources, 
lens distortions and machine assembly errors play a dominant role in the positioning 
precision of the system. All of these errors can be generally classified under two main 
categories: 1) systematic errors which are completely repeatable and reproducible; 
and 2) apparently random errors which vary under similar operating conditions [1]. 

This paper is mainly focusing on lens distortions and mechanical assembly errors, 
especially the angular error of the X-Y positioning stage. To reduce lens distortions of 
the system, an algorithm counteracting image distortions would be proposed. The 
distortion parameters are usually estimated as intrinsic parameters[2-4]. However, in 
this case, a certain calibration model is needed, which requires the model’s space 
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coordinate and pixel coordinate of corresponding image. Moreover, solving non-
linear distortion parameters requires processes of camera intrinsic and extrinsic 
solution simultaneously. Due to such limitations, we adopted the algorithm based on 
straight line method which is independent on the limitations mentioned above. 

To compensate for the mechanical positioning errors for the system, the main 
issues would relate to mechanical assembly errors of the X-Y positioning stage, in 
particular its non-vertical error. Early compensation methods mainly utilized 
mechanical correctors, in the form of leadscrew correctors, cams, reference 
straightedges etc [1,5]. However, mechanical correction inevitably increases the 
complexity and cost of the system. Software-based error compensation schemes, due 
to its ease of realization and low cost, can be more suitable to our system which works 
as flexible packaging unit or chip reworks. 

This paper is organized as follows. Section 2 generally describes the developed 
automatic soldering system. Section 3 presents main error sources in developed 
system. Correcting lens distortion and compensating mechanical errors are presented 
in Section 4 and 5, repectively. Experimental results are shown in Section 6, followed 
by our conclusion in Section 7. 

2   Soldering System Description 

A block diagram of the automatic soldering system is shown in Fig. 1. The system is 
composed of a laser module including a laser diode generator, fiber-optic bundle, 
focusing lens; and a computer vision module including a camera, imaging lens and an 
illuminator; and the motion module, the X-Y positioning stage. 

Power Supply

Camera

LenFocusing len

Laser diode 
generator

Illuminator

X-Y positioning 
stage Chip

PC with PCI-bus 
expansion cards

 

Fig. 1. Block diagram of the developed automatic soldering system 

The X-Y stage drives the chip to the camera’s vision area, allowing the camera to 
view the target area; and to the laser’s work area, allowing the target to be operated by 
laser beam. A PCI-bus card in the PC controls the X-Y stage. Illumination of the 
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target for image processing is provided by a red LED light source beneath the camera. 
The camera is connected by a PCI-bus frame grabber in the PC. Finally, the output of 
laser, driven by the current up to 2800mA from a specific laser power supply, is 
directed through focusing lens down toward the target area. 

According to the graphical programming language that uses icons instead of lines 
of text to create applications, LabVIEW offers the advantages of efficient 
programming, ease of user interface design, and convenient integrated environments 
interfacing with real-world signals. This automatic soldering system’s interface is 
constructed by LabVIEW. The user interface and the system are shown in Fig. 2. The 
main window is mainly composed of three parts – window for video and position 
display, states display field, and operation fields including laser module, computer 
vision module and motion control module. The communication interface consists of 
three data sockets including interface between PC and motion control card, frame 
grabber, and laser diode driver, respectively.  

States display field

Window for video 
and position display

Operation fields

Manu bar

 

Fig. 2. The user interface and the developed system 

3   Error Sources in the Developed System 

Since the X-axis and the Y-axis are both of low cost, initial experiment data shown 
that the linear positioning and accumulated errors of the two axes are within 20μm 
and 30μm, respectively, under the point-to-point motion manner. Fig. 3 shows the 
stage and single axis positioning errors of both X-axis and Y-axis. However, actual 
positioning precision is unsatisfied when localizing a specified target. The positioning 
deviation may be up to 100 to 200μm. Excluding the linear positioning error of X-Y 
stage, we speculate that such errors may involve with lens distortions or assembly 
errors of the X-Y stage. 

With some experiments, we find that the ideal positions and the actual positions 
have regular deviation, which indicates that the X-Y stage might introduce angular 
errors. In Fig. 4, we show an experiment justifying the existence of the regular 
deviation and its role in causing inaccurate positioning. In this experiment we drive 
the stage to move step to step through the direction of X-axis under a constant step 
while fixing the position of Y-axis. A sequence of position line was obtained from the 
experiment. Under ideal condition, such line should be perpendicular to Y-axis as the 
colorful triangles shown in Fig. 4. However, actual position line shows that it has an 
angle error with X-axis, though it has good linear characteristics. We find that the 
travel of 20mm in X-direction will introduce around 0.5mm deviation in Y-direction. 
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Fig. 3. The stage and single axis linear positioning precision 
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Fig. 4. Experiment of measuring positioning precision on the X-Y stage 

Furthermore, the other key factor influencing the target localization can attribute to 
the lens distortion. When the distortions are large compared to other sources of error, 
the application requires prior calibration. Image taken with inexpensive lens may 
diverge substantially from a perspective camera model. 

4   Compensation for Image Distortion 

We adopted the algorithm based on straight line method which is independent on the 
limitations mentioned in the introduction section. 

4.1   Algorithm Principle 

Straight line method can be applied to solve the coefficient of lens distortion, as long 
as images have line characteristic objects. 

1. Extracting characteristic figures 
In order to analysis the slope of each line in image, we first acquire several pixels in 
image, group similar pixels, and then link corresponding pixels as line segment. 
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2. Solving distortion coefficient using optimization method 
First we suppose the straight line is: 

sin cosu ux yθ θ ρ+ = , (1) 

where ρ  and θ  represent the distance between ( , )x y  and image center, and 

inclination between this line and the X-axis repectively. 
The discrepancy objective function is defined as 

2

1 1

( sin cos )
mNM

k m k m m
m k

F x yθ θ ρ
= =

= + −∑∑ , (2) 

where F  is the distortion parameter, M  represents the quantity of characteristic 
lines, and mN  is the number of sampling points on the m-th line. 

3. Correcting non-linear distortion of image 
Generally, correcting extracted characteristic pixels and whole pixels are two main 
methods of correction. We proposed an improved algorithm based on straight line in 
this paper. 

Considering the line equation of (1), assuming ( , )i i
u ux y  belongs to line 

l ( i =1,…,N). So the slope of the line l  is: 

1

1
tan

i i
i u u

i i
u u

y y
k

x x
θ

−

−

−= =
−

. (3) 

Since each point of the line coordinate is relate to a point in distorted image 
coordinate, the line l  can be transformed to line l′  in image coordinate. So we have: 

1 1

1 1

( , ) ( , )
( , )

( , ) ( , )

i i i i
i i iu u

i i i i
u u

y u v y u v
f u v k

x u v x u v

− −

− −

−= =
−

. (4)

In order to get distortion parameters, optimization function is set as: 

1
1 1 2

2

1
( ( , ) ( , ))

2

N
i i i i

i

E f u v f u v
N

−
+ +

=
= −

− ∑ , (5) 

where ( , )i i
d dx y  is the point of line l  with the sequence of i ( i =1,…,N) and N  is the 

quantity of sampling points of line l . It is an optimization problem which can be 
solved using Least-Squares Fit or other linear optimized methods. 

Equation (4) can be further transformed as: 

1 1 1 1( , ) ( , ) ( ( , ) ( , )) 0i i i i i i i i i
u u u uy u v y u v k x u v x u v− − − −− − − = , (6) 

which is a linear function and can be transformed to matrix form 

AX B= , (7) 
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where A  is a a b×  matrix, the a  represents the quantity of sampling points, and the 
b  represents the quantity of unknown parameters. Therefore, replaced with equation 
(6), the optimization function (5) would be 

1
1 1 1 1 2

2

1
( ( , ) ( , ) ( ( , ) ( , )))

2

N
i i i i i i i i i

u u u u
i

E y u v y u v k x u v x u v
N

−
− − − −

=

= − − −
− ∑ . (8) 

Specifying the number of sampling lines to be M , thus the optimization function is 
1

1 1 1 1 2

1 2

1
( ( , ) ( , ) ( ( , ) ( , )))

( 2)

M N
j i i j i i j i i j i i

u u ji u u
j i

E y u v y u v k x u v x u v
M N

−
− − − −

= =

= − − −
− ∑∑ . (9) 

The algorithm described above only needs to solve one linear function, and thus 
improve the efficiency of correcting process. 

4.2   Numerical Simulation and Real Example 

Since high order items have little influence on whole distortion and could be ignored, 
we just consider the parameter 

1K  which influences the distortion greatly. The 

simplified distortion model is 

2
1u dx u uK r= + , 

2
1u dy v vK r= + , 

(10) 

where (Xu，Yu) is ideal coordinate，(u，v) is real coordinate, 
0u u u= − ，

0v v v= −  are 

the pixcel distance from image center, 2 22
dr u v= + ，K1 is the parameter for radial 

distortion. 
Supposing the 

1K = 52 10−× , and 1x ys s= =  pixel/mm. A 320*240 image 

consisting of 2 lines, 
1l : 100y =  and 

2l : 50x y+ = , is used as the test image. Using 

known distortion parameters, the line points were distorted. Table 1 shows the ideal 
sampling points and their corresponding distorted points. 

Table 1. Numerical simulation on image distortions 

1l  2l  
( , )u ux y  ( , )d dx y  

( , )u ux y  ( , )d dx y  
(100,100) (79.728,79.728) (50,100) (42.385,84.770) 
(50,100) (42.385,84.770) (0,50) (0,47.814) 
(0,100) (0,86.883) (-50,0) (-47.814,0) 
(-50,100) (-42.385,84.770) (-100,50) (-84.770,42.385) 

The slope of line 
1l  and 

2l  can be estimated by least-square linear regression and 

have answers of 0 and 1, respectively. Solved linear functions about 
1K  under the 

distortion model of 
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( )2 2
0 0 0 1( ) ( ) ( )uy v v v u u v v K= + − ⋅ − + − ⋅ . (10) 

Then we have 
1K = 52.001 10−× . 

Then the average error between ideal position and actual position of corrected 
image is 0.007e = pixel. 

Source Corrected  

Fig. 5. Experimetal images before and after compensation 

Fig. 5 shows the contrastive images of source and corrected one when applying this 
algorithm on a 10 by 10 image template. The centers of the white dots, which are 
testing pads on the PCB board, are used to form line segements in the computation. 

5   Compensation on the X-Y Positioning Stage 

5.1   Measuring the Assembly Errors 

There are two methods of measuring the assembly angular errors: fixing one of the 
axes and then driving the other one, or driving both of them simultaneous. The first 
one has the advantage of more accurate results than the second one, but more 
laborious since the same measurement should be repeated to acquire the errors of  
X-direction and Y-direction, respectively. For better experimental accuracy, we 
decided to apply the first tesing method. 

First of all, we suppose that the X-axis of X-Y stage is parallel to the X-axis of 
image and specify the step of motion as 1mm. Secondly, the X-axis is driven as 
constant steps with a fixed Y-axis. Thirdly, the pad’s position of every step is 
acquired through image processing and stored. Finally, Least-Squares Fit method is 
introduced to calculate the error between the mechanical coordinate and pixel 
coordinate. Fig. 6 shows the principle of the measurement.  

Final results calculated by MATLAB show the slope of the fitted line: 

1 0.023a = . 

Therefore, the Y-axis’s angular error between mechanical coordinate and pixel 
coordinate is 

1
1 1tan 1.2775aθ −= = . 
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Fig. 6. Measuring the mechanical angular errors of X-Y positionning stage 

Similarly, the X-axis’s angular error between mechanical coordinate and pixel 
coordinate is 

1
2 2tan 1.4700aθ −= = . 

Fig. 7 shows the line fitted by method of Least-Squares Fit. 

X(mm)

Y
(m

m
)

Y
(m

m
)

X(mm)

2 1.4700θ =
1 1.2775θ =  

Fig. 7. Least-squares fitting of the experimental data 

5.2   Compensation Algorithm 

In order to compensate the assembly errors, we show the correlation of angular errors, 
pixel coordinate and mechanical coordinatein Fig. 8. 

In Fig. 8, 1θ  and 2θ  represent the errors of X-direction and Y-direction, 

respectively. 
aX  is the ideal target X-position’s projection on X-axis of mechanical 

coordinate and 
aY  represents the Y-position’s projection on Y-axis of mechanical 

coordinate. 
From the figure, we can easily have a conclusion that the real position of target in 

mechanical coordinate should be the orange star points shown in Fig. 8, if we want 
target’s position to match the specified position under the condition of the existence 
of assembly errors. In other words, due to the existence of assembly angular errors, 
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Fig. 8. Principle of compensation 

we need to drive the target to the position of orange star points rather than the ideal 
position we assumed before. For example, assuming that the ideal position is (5,5). In 
this case, the position should be modified to (4,6) to match the specification. 

According to the relationship shown in Fig. 8, we have: 

1 2
sin sin( )

2

aX oa
πα θ θ

=
− + , (11) 

where 
22

πα θ= − , 2tanoa X Y θ= − . 

Therefore, we have the actual position of X is 

2
2

1 2

tan
sin( )

2sin( )
2

mech a

X Y
X X

θ π θπ θ θ

−= = ⋅ −
− + . (12) 

Similarly, we have 

2sin sin( )
aYoc

β π β θ
=

− − , (13) 

where 
1 22

πβ θ θ= + − , 1tanoc Y X θ= + . And the actual position of Y is 

1
1

1 2

tan
sin( )

2sin( )
2

mech a

Y X
Y Y

θ π θπ θ θ

+= = ⋅ −
+ − . (14) 

Equation (12) and (14) are the final results, with which we can command our motion 
control unit to align the laser beam and the soldering pads accurately. 
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6   Experimental Results 

Plenty of target positioning experiments have been attempted on the developed 
soldering system based on the proposed compensation method. In this section, we 
show the experimental data and compare them with the counterpart of un-
compensated system. 

Experiments mentioned in section 5.1 are repeated in this section. The results show 
that angular errors introduced by assembly process were decreased greatly. Table 2 
addresses the results before compensation and after compensation. 

Table 2. Angular errors of the X-Y positioning stage 

 Before compensation After compensation 

Error in X-direction 1.2775  0.0306  
Error in Y-direction 1.4700  0.0416  

Moreover, the experiment to measure the target positioning precision is attempted. 
During the experiment, the center of the pixel coordinate is defined as the center of 
the image and all of the positioning motion is confined in the scope of the camera, 
which means that under the ideal condition, the X-Y stage should drive the target pad 
to locate on the center of the image when the target position is acquired. First of all, 
we specified the target pad. Secondly, computer vision captured the target pad and 
then mapped the position of the target pad in the pixel coordinate to corresponding 
mechanical coordinate. Thirdly, the X-Y stage was driven to the target position under 
the map of computer vision. Finally, target positioning error was obtained when 
computer vision capturing the target position in image again, since the target pad was 
located on the image center, re-mapping its position would indicate the discrepency 
between ideal and actual position. 

The target positioning precision of the system is presented in Table 3. 

Table 3. Positioning precision of X-Y stage before and after compensation 

Before compensation After compensation  
X-axis Y-axis X-axis Y-axis 

Mean of the positioning 
error (mm) 

0.02736 0.02349 0.00012 -0.00109 

σ (mm) 0.05511 0.07433 0.007032 0.005812 

From Table 2 and Table 3, it is clear that the system’s positioning precision is 
improved greatly after compensation. The results of this experiment show that 
compensated system has the precision of 1μm±7μm(1σ) and satisfies the positioning 
precision of the soldering job with bump’s diameter less than 0.3mm. 

Given the high precision of the positioning system, we can get good alignment of 
the laser beam, the BGA ball and the corresponding sodering pad. Moreover, the 
computer vision system can be used to inspect the quality of reflowed BGA balls 
from their appearance. 
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Diameter=0.5 mm Diameter=0.3 mm  

Fig. 9. Soldered balls by the automatic soldering system 

 

Fig. 10. Comparison of soldering quality vs different input powers 

Furthermore, a variety of soldering tasks have been attempted by the soldering 
system just described. Fig. 9 shows the samples of solded BGA with this system.  
Fig. 10 shows the shear force test results under different laser inout powers. From 
these results, we can find the optimal parameters of the system. 

7   Conclusion 

Developing a low cost and more flexible automatic soldering system with high 
positioning accuracy should greatly increase the attractiveness on packaging 
applications. 

A prototype automatic soldering system has been constructed and introduced in 
this paper. The key factors on inaccurate target positioning, such as image distortion 
and assembly errors of positioning stage, have been identified. Consequently, the 
algorithms for calibrating image distortion and compensating mechanical assembly 
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errors are discussed. The experimental data evaluated the performance of the 
developed system after applying the proposed approaches. The target positioning 
satisfies the precision specification of the application on micro-BGA. 
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Abstract. In this paper, one algorithm used to control eye-in-hand robot motion 
is studied and simulated. First, the fundament matrix of visual system is 
computed based on epipolar geometry; then the matrix is segmented to get the 
instantaneous poses and moving trajectories of end-effector based on IBVS. 
Finally one simulating experiment is completed and the experimental results 
demonstrate the efficiency of the proposed mothod.  

Keywords: IBVS, Epipolar Geometry, Visual Servo Control. 

1   Introduction 

Visual servo control refers to use computer vision data to control the motion of a 
robot. Now it is one main way to control n-joints robot in m dimensions working 
spaces [1][2]. And the keys are recovering relative pose of the target with respect to 
initialization and compute the motion parameters. So estimating the relative poses and 
motion parameters from image information is becoming studied hotspots.  

Roughly speaking, there are two main visual servo control approaches. One is 
position-based visual servoing(PBVS), the other is image-based visual servoing 
(IBVS) [3]. In PBVS, the relative pose of the target with respect to initialization must 
be estimated. And the robot’s moving trajectory in the cartesian space can be 
computed using path tracking techniques. But in this method, the 3D reconstruction 
from image information must be computed accurately in real-time constraints. And, to 
a PBVS system, the stability is affected easily by calibration errors. In IBVS, the 
relative pose of the target with respect to initialization can be resolved based on 
jacobian matrix. And the reconstruction process is not in need, so IBVS is   
compatible with the real time constraint. However, IBVS requires an a priori 
knowledge on the 3D geometry of the target. 

In this paper, IBVS is chosen as the basis control method because of the time 
demand. But 3D geometry of the target can not former known in most. In order to 
resolve the question, epipolar geometry and image technology are fused to extract and 
match feature points. Then, these feature points are dealt with using the epipolar 
geometry and IBVS.  
                                                           
* Corresponding author. 
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2   Basis Principles 

In order to analysis and design the control model of robot, The control error function 
is as follow in the equation(1). 

*( ) ( ( ), )e t s m t a s= −  (1) 

Vector m( t) is image measurement data. a represents potential additional knowledge 
about the system. Vector s∗contains desired target. In IBVS, s∗is one group data about 
these extracted feature points.  

In single visual system, robustness of IBVS is affected by demarcated error and 
image sounds. And the feature points must lay in the vision field during camera 
moving. 

Given a two-view epipolar geometry consisting of 3D point p and two focular 
cores Cl, Cr is as shown in Fig. 1 [4]. According to the epipolar constrain poses of one 
camera in different time can be obtained from image information. And further more 
the moving trajectory of the camera can be computed. 

lC
rC

P

lp rp

baseline

Left epipolar line Right epipolar line

epipolar plane

le re

Il Ir

 

Fig. 1. Epipolar geometry 

Points pl and pr are the corresponding points of p in two images Il and Ir. Base-line 

l rC C  is the conjunctive line of facular cores of two cameras. l le p  and r re p  are the 

intersection between epipolar plane ClpCr and image planes Il and Ir. Intersection of all 
epipolar lines in one image is the pole. If pl lays in Ir, pr must lay in epipolar line in Ir , 
and the equation (2) can be gotten. 

0T
r lp F p⋅ ⋅ =  (2) 

F is the fundamental matrix. If the coordinate of pl is known, one linear eauqtion 
about pr is constructed. 

Once structure parameters (R and t), and inner parameter matrixs (Al and Ar) of two 
cameras are known, the fundamental matrix is expressed as in equation (3). S is the 
antisymmetric matrix of the parallel moving vector t.  

1T
r lF A SRA− −=  (3) 
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When Al and Ar are known, the unitary image coordinate can be computed. 
1ˆ l l lp A p−= , rrr pAp 1ˆ −= , ˆ lp and ˆ rp are the unitary coordinate of pl and pr. So the 

equation (9) can be expressed using the equation (4). 

ˆ ˆ 0T
r lp RSp =  (4) 

F is used to analysis the geometrical relation of these images of camera with different 
poses. Once F is computed, the pose of camera is obtained.  

In this paper, one visual servo control system based the epipolar geometry and 
IBVS is studied and simulated. And we chose Eye-in-Hand Puma 560 Robot as the 
controlled object, thus control with time t can be computed according to moving 
trajectories of camera. 

3   Algorithm Outline 

Here, pose of the end-effector is adjusted according to the feedback image 
information based on epipolar geometry and IBVS. First, feature points are extracted 
and matched according to pixel grey and epipolar constrain; second, rotating trajectory 
of camera from the initial to target pose is gotten using epipolar geometry policy; 
third, the translational trajectory of camera can be computed using IBVS. Through 
these steps, the robot can move easily to the target. 

There are many methods that can be used to extract and match feature points, such 
as Harris corner point algorithm. The basic idea of Harris algorithm is to extract 
corner point based on the gray value. Thus Harris algorithm is not affected by the 
poses of camera and light. And the equation of Harris corner algorithm is as shown 
in (5): 

[ ] [ ]2

2

2

( , ) det ( , ) ( , )

( , )

R x y M x y k trace M x y

I I I

x x y
M x y

I I I

x y y

= − ⋅

⎡ ⎤⎡ ⎤∂ ∂ ∂⎡ ⎤ ⎡ ⎤
⎢ ⎥⎢ ⎥⎢ ⎥ ⎢ ⎥∂ ∂ ∂⎣ ⎦ ⎣ ⎦ ⎣ ⎦⎢ ⎥= ⎢ ⎥

⎡ ⎤ ⎡ ⎤∂ ∂ ∂⎡ ⎤⎢ ⎥
⎢ ⎥ ⎢ ⎥⎢ ⎥⎢ ⎥∂ ∂ ∂⎣ ⎦ ⎣ ⎦ ⎣ ⎦⎣ ⎦

 
(5) 

I(x，y) expresses gray value of the pixel. Once the Harris operator R is bigger than 
threshold k designed, the pixel is one corner. Since one corner is found, the 
corresponding corner can be found as follows. First, one search field of matching 
point in image Il is defined, then every corner in the field is found out, and compute 
its correlation degree with every corner in image Ir. If one pair corners in Il and Ir 
have the biggest pertinence, the two corners are looked as matched pair. 

For point ri Ip ∈ , ˆ ( ) [ ( ) ( ) 1]T
i i ip X u X v X= , the epipolar line is 

ˆ[ ]T
i i i ia b c E p= ⋅ . And the error function can be constructed as follow: 
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The equation (12) is derivated, thus the equation (7) can be gotten. 
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The Jacobean matrix is expressed using the equation (8) and is added into the 
equation(7), thus the equation (9)can be constructed. 
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In this paper, the controlling input is velocity
 [ ]cv

T

cU ω= , and error function is  

exponential convergence e eλ= − ⋅ ， 0λ > . From the equation (9), 
imgU J eλ += − ⋅ ⋅ , 

and imgJ + is the pseudo-inverse matrix of imgJ . Though above step, the opposite 

feature point must lay in the epipolar line, and the error function is equal to 0, thus the 
pose of the camera is adjusted to target. So the task in next step is moving the camera 
to the object location based on the polar construction. And the second task function is 
constructed, as is shown in follow: 

( ) ( ) ( )2 2 2

2 i d i d i de x x y y z z= − + − + −  (10) 

Thus the whole task function is constructed: 

2
1 6( )

e
e W e I W W

X
β+ + ∂= + −

∂
 (11) 

For hand-in-eye system, once the relative pose of the target with respect to 
initialization is computed. The pose of the edd-effector can be computed. And all 
variable parameters of joints of robot are gotten using inverted kinematics. The flow 
chart in detail is shown in Fig. 2. 
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Fig. 2. Flow chart of control algorithm 

4   Simulation Experiment 

In this paper, the PUMA560 robot is chosen for experiments. PUMA560 has 6 
degrees of freedom. The former three degrees confirm the coordinate of reference 
point of the end-effector, and the latter three ones define the pose of the end-effector 
[5]. The reference frames of connecting rods of robot are as shown in Fig. 3, and the 
DH parameter is shown in Table 1. 

The equation (12) expresses the relative pose of the connecting rods in reference 
frame corresponding to the basis reference frame {0}.The 1 ( )i

i iT θ−  is the transformation 
 

Table 1. The DH parameters of PUMA560 

i  1ia −  1iα −  id
 iθ

 
variable range 

1 0 0° 0 1θ
 

-160°～160° 

2 0 -90° 149.09 2θ
 

-225°～45° 

3 431.8 0° 0 3θ
 

-45°～225° 

4 20.32 -90° 433.07 4θ
 

-110°～170° 

5 0 90° 0 5θ
 

-100°～100° 

6 0 -90° 0 6θ
 

-266°～266° 
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Fig. 3. The coordinate frames of all links of PUMA560 

matrix of connecting rods. 
iθ  is joint variable parameter of the joint i, and  n  is the 

normal vector of the paw, o  is the azimuth vector. and a  is the approximating 
vector, p is the position vector.  

Kinematic inverse solution of the PUMA560 is computed using inverse transform 
method. If the pose of the end-effector is known, the variable parameters of the joints 

iθ  can be computed. 
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In this paper, Matlab and Robotics Toolbox are chosen as the simulating tools. The 
Robotics Toolbox supports the D-H method, and is based on the kinematics and 
dynamics of the robot.  
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                                        (a)                                                                (b) 

Fig. 4. Polar lines and pole  

If Harris threshold is set to 500, searching field is equal to 11, and the biggest distance 
is set to 50, so the result corners are extracted from two images using image processing 
toolbox. There are 186 corners in the left Fig., and 156 corners in the right Fig., then 
these points are matched, at last 69 matched pairs are gotten, as is shown in Fig.4.  

In this paper, the fundamental matrix is estimated through computing the 69 pair 
matched points. Points are segmented into inner and outer ones. Here, the threshold 
used to judge the outer points is 0.002, and the fundamental matrix is estimated using 
image processing toolbox. And the result is shown as follow: 

max

0 0 6.0729 004

0 0 3.4289 003

4.2054 004 3.23473 003 2.1948 001

e

F e

e e e

− −⎡ ⎤
⎢ ⎥= − −⎢ ⎥
⎢ ⎥− − −⎣ ⎦  

        

0 0 0.0006

0 0 0.0034

0.0004 0.0032 0.2195

−⎡ ⎤
⎢ ⎥= −⎢ ⎥
⎢ ⎥−⎣ ⎦

 

According to the equation(2), the epipolar lines in which corresponding points lay are 
computed, and coordinates of the pixels in two images are continuously computed, so 
the result in table 2 is gotten.  

In order to improve the computing efficiency, the reference frame of the end-effector 
coincides with frame of camera. The initial coordinate is set to (-0.5，-1，0.5), and the  
 

Table 2. The polar coordinates of the estimated points 

polar coordinate RANSAC  
u 882.2636029159 

Fig.2(a) 
v 41.96440254536 

u 962.7893031281 
Fig.2(b) 

v 60.777841952522 
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Fig. 5. (a) Feature points in initialization (b) Feature points in target  

initial pose is set as (20º，-15º，15º). So the homogeneous coordinates of the initial 
and objecttive pose is as shown in follow: 
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Feature points are found in the vision scene and lay in the field of vision of the 
camera. Here, ten points gotten randomly and is shown in Fig. 5. The left camera 
expresses the initial state and the right camera expresses the target pose.  

Here, some inner parameters of the camera are known, such as f=1，u0=0，v0=0. 
Now the camera is looked as perfect. The systemic gain is set 0.1.  

In Fig.6(a), all epipolar lines intersect one point. And in Fig.6(b), the feature points 
move to the target and moving trajectories are shown. All feature points first move to 
epipolar line by adjusting pose of camera, once arrive the epipolar line, the camera 
moves parallel along the polar line to the target step by step. And error is very small.  

The Fig. 7 describes change of the moving parameter during camera motion. The 
camera first adjusts the pose. And the changes of angle velocities in three directions 
only are very small after the former 50 times iteration. Then the camera moves  
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Fig. 6. (a) Feature points and epipolar lines in initialization (b) Moving routine of feature points 
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     Fig. 7. Change curve of moving parameter                Fig. 8. Curve of error function 

parallelly, and the angle velocities in three directions is almost equation to zero, and 
changing curve of the velocity is in evidence. The Fig.8 is the curve about error 
function. e expresses the geometrical average value of the coordinate error of ten 
feature points. From the Fig. 8, we know that the feature points lay all along in the 
polar lines when the camera moves parallel and the error equal approximately to 0. 

5   Conclusions 

Aiming to the complexity of the visual servo control problem, one visual servo 
algorithm based on epipolar geometry and IBVS is presented. Epipolar geometry 
depicts corresponding points constrain in images and is not affected by outside 
environment. IBVS can estimate the relative pose of the target with respect to 
initialization and compute the moving trajectories of end-effector in real-time 
constraint. In this paper, one visual servo control system for Puma560 is constructed 
and the simulating experiment is conducted. And the experimental results demonstrate 
efficiency of the proposed method. 
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Abstract. Autonomous navigation behaviors in robotics often require
reliable depth maps. The use of vision sensors is the most popular choice
in such tasks. On the other hand, accurate vision-based depth computing
methods suffer from long execution times. This paper proposes a novel
quad-camera based system able to calculate fast and accurately a single
depth map of a scenery. The four cameras are placed on the corners of
a square. Thus, three, differently oriented, stereo pairs result when con-
sidering a single reference image (namely an horizontal, a vertical and a
diagonal pair). The proposed system utilizes a custom tailored, simple,
rapidly executed stereo correspondence algorithm applied to each stereo
pair. This way, the computational load is kept within reasonable limits.
A reliability measure is used in order to validate each point of the result-
ing disparity maps. Finally, the three disparity maps are fused together
according to their reliabilities. The maximum reliability is chosen for ev-
ery pixel. The final output of the proposed system is a highly reliable
depth map which can be used for higher level robotic behaviors.

Keywords: Stereo vision, quad-camera system, disparity maps fusion.

1 Introduction

Reliable depth estimation is commonly needed in robotics in order to obtain
numerous autonomous behaviors. Autonomous navigation [1], localization and
mapping are just a few of them [2,3]. Vision-based solutions are becoming more
and more attractive due to their decreasing cost as well as their inherent coher-
ence with human imposed mechanisms. However, robotic applications place strict
requirements on the demanded speed and accuracy of vision depth-computing
algorithms. Depth estimation using stereo vision, comprises the stereo corre-
spondence problem. Stereo correspondence is known to be very computational
demanding. The computation of dense and accurate depth images, i.e. disparity
maps, in frame rates suitable for robotic applications is an open problem for

M. Xie et al. (Eds.): ICIRA 2009, LNAI 5928, pp. 906–916, 2009.
c© Springer-Verlag Berlin Heidelberg 2009
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the scientific community. Most of the attempts to confront the demand for accu-
racy focus on the development of sophisticated stereo correspondence algorithms,
which usually increase the computational load exponentially. On the other hand,
the need for real-time frame rates, inevitably, imposes compromises concern-
ing the quality of the results. However, results’ reliability is of crucial impor-
tance for autonomous robotic applications. This work proposes a quad-camera,
depth estimation system able to produce reliable results while maintaining the
computational load within acceptable limits.

1.1 Related Work

Autonomous robots behavior greatly depends on the accuracy of their decision
making algorithms. In the case of stereo vision-based navigation, the accuracy
and the refresh rate of the computed disparity maps are the cornerstone of its
success [4]. Dense local stereo correspondence methods calculate depth for almost
every pixel of the scenery, talking into consideration only a small neighborhood
of pixels each time [5]. On the other hand, global methods are significantly
more accurate but at the same time more computationally demanding, as they
account for the whole image [6]. However, since the most urgent constraint in
autonomous robotics is the real-time operation, such applications usually utilize
local algorithms.

Muhlmann et al. in [7] describe a method that uses the sum of absolute
differences (SAD) correlation measure for RGB color images. Applying a left to
right consistency check, the uniqueness constraint and a median filter, it can
achieve 20 fps for 160x120 pixel images. Another fast SAD based algorithm is
presented in [8]. It is based on the uniqueness constraint and rejects previous
matches as soon as better ones are detected. It achieves 39.59 fps speed for
320x240 pixel images with 16 disparity levels and the root mean square error
for the standard Tsukuba pair is 5.77 . The algorithm reported in [9] achieves
almost real-time performance. It is once more based on SAD but the correlation
window size is adaptively chosen for each region of the picture. Apart from that,
a left to right consistency check and a median filter are utilized. The algorithm
is able to compute 7 fps for 320x240 pixel images with 32 disparity levels. A
detailed taxonomy and presentation of dense stereo correspondence algorithms
can be found in [5]. Additionally, the recent advances in the field as well as the
aspect of hardware implementable stereo algorithms are covered in [10].

Early previous work focused on developing stereo algorithms mostly for binoc-
ular camera configurations. More recently, however, due to significant boost of
the available computational power, vision systems using multiple cameras are
becoming increasingly feasible and practical. The transition from binocular to
multi-ocular systems has the advantage of potentially increasing the stability and
accuracy of depth calculations. The continuous price-reduction of vision sensors
allowed the development of multiple camera arrays ready for use in many ap-
plications. For instance, Yang et al. [11] used a five-camera system for real-time
rendering using modern graphics hardware, while Schirmacher et al. [12] in-
creased the number of cameras and built up a six-camera system for on-the-fly
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processing of generalized Lumigraphs. Moreover, developers of camera arrays
have expanded their systems so as to use tens of cameras, such as the MIT dis-
tributed light field camera [13] and the Stanford multi-camera array [14]. These
systems are using 64, and 128 cameras respectively.

Most of the aforementioned camera arrays are utilized for real-time image
rendering. On the other hand, a research area that could also be benefited by
the use of multiple camera arrays is the so called cooperative stereo vision; i.e.,
multiple stereo pairs being considered to improve the overall depth estimation
results. To this end, Zitnick [15] proposed an algorithm for binocular occlusion
detection and Mingxiang [16] expanded it to trinocular stereo. The proposed
system goes a step further using, for the first time, four cameras and exploiting
the concept of the diagonal disparity.

2 Proposed System

The proposed system is a combination of sensory hardware and a custom-tailored
software algorithm. The hardware configuration, i.e. the four cameras’ formation,
produce three stereo image pairs. Each pair is submitted to the simple and rapid
stereo correspondence algorithm, resulting, thus, in a disparity map. For each
disparity map a certainty map is calculated, indicating each pixel’s reliability.
Finally, the three disparity maps are fused, according to their certainties for each
pixel. The outcome is a single disparity map which incorporates the best parts
of its producing disparity maps. The combined hardware and software system is
able to produce accurate dense depth maps in frame rate suitable for autonomous
robotic applications.

2.1 Sensory Hardware Requirements

The sensory configuration of the proposed system consists of four identical cam-
eras. The four cameras are placed so as their optical axes to have parallel ori-
entation and their principal points to be co-planar, residing on the corners of
the same square, as shown in Fig. 1(a). The images captured by the upper-left
camera are considered as the reference images of each tetrad. Each one of the
other three cameras produces images to be corresponded to the reference images.
Thus, for each tetrad of images three, differently oriented, stereo pairs result, i.e.
an horizontal, a vertical and a diagonal one. The concept, as well as the result
of such a group of cameras are presented in Fig. 1(b).

2.2 Software Architecture

The proposed algorithm consists of two processing steps. The first one is the
stereo correspondence algorithm that is applied to each image pair. Then, during
a fusion step the results for all the stereo pairs are merged.
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(a) (b)

Fig. 1. (a) The Quad-camera Configuration and (b) the Results (Up-Left) and Scene
Capturing (Right) Using a Quad-camera Configuration

Fig. 2. Block Diagram of the Utilized Stereo Correspondence Algorithm

Stereo Correspondence Algorithm. The proposed system utilizes a custom
tailored, simple, rapidly executed stereo correspondence algorithm applied to
each stereo pair. Stereo disparity is computed using a three-stage local stereo
correspondence algorithm. The algorithm utilized is an up-to-date version of
the algorithm presented in [17]. It combines low computational complexity with
sophisticated data processing. Consequently, it is able to produce dense dis-
parity maps of good quality in frame rates suitable for robotic applications.
The structural elements of this algorithm are presented in Fig. 2. The main at-
tribute that differentiates this algorithm from the majority of the other ones is
that the matching cost aggregation step consists of two sophisticated sub-steps
rather than one simple summation. In addition, the disparity selection process
is a non-iterative one and for speed reasons the final refinement step is absent.
The results’ refinement step is moved inside the aggregation, rather than being
an additional final procedure. Instead of refining the results that were chosen
through a strict selection process, the proposed algorithm performs a refinement
procedure to all the available data. Such a procedure enhances the quality of the
results. Thus, the disparity selection step can remain a simple winner-takes-all
(WTA) choice. The absence of an iteratively updated selection process signifi-
cantly reduces the computational payload of this step.

The matching cost function utilized is the absolute differences (AD). AD
is inherently the simplest metric of all, involving only summations and find-
ing absolute values. Disparity space image (DSI) is a 3D matrix containing the
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computed matching costs for every pixel and for all its potential disparity values.
The DSI values for constant disparity value are aggregated inside fix-sized square
windows. The dimensions of the chosen aggregation window play an important
role in the quality of the final result. Generally, small dimensions preserve details
but suffer from noise. On the contrast, large dimensions may not preserve fine
details but significantly suppress the noise. Noise suppression is very important
for stereo algorithms that are intended to be applied to outdoors scenes. Out-
doors images, which is often the case for autonomous navigation tasks, usually
suffer from noise induced by a variety of reasons, e.g. lighting differences and re-
flections. The aggregation windows dimensions used in the proposed algorithm
are 13x13 pixels. This choice is a compromise between real-time execution speed
and noise cancellation. The AD aggregation step of the proposed algorithm is a
weighted summation. Each pixel is assigned a weight depending on its Euclidean
distance from the central pixel. A 2D Gaussian function determines the weights
value for each pixel. The center of the function coincides with the central pixel.
The standard deviation is equal to the one third of the distance from the cen-
tral pixel to the nearest window-border. The applied weighting function can be
calculated once and then be applied to all the aggregation windows without any
further change. Thus, the computational load of this procedure is kept within
reasonable limits. The DSI values after the aggregation are furthered refined by
applying 3D cellular automata (CA). Two CA transition rules are applied to the
DSI. The values of parameters used by them were determined after extensive
testing to perform best. The first rule attempts to resolve disparity ambiguities.
It checks for excessive consistency of results along the disparity axis and, if nec-
essary, corrects on the perpendicular plane. The second rule is used in order to
smoothen the results and at the same time to preserve the details on constant-
disparity planes. The two rules are applied once. Their outcome comprises the
enhanced DSI that will be used in order the optimum disparity map to be chosen
by a simple, non-iterative WTA step.

Reliability-Based Fusion Algorithm. The output of the utilized custom
stereo correspondence algorithm for each image pair is not only a disparity map
but a certainty map as well. That is, for every pixel of the disparity map (depth
metric for the corresponding pixel in the reference image) a certainty measure is
calculated indicating the likelihood of the pixel’s selected disparity value to be
the right one. The certainty measure is calculated for each pixel (x, y) as can be
seen in (1).

cert(x, y) =

∣
∣
∣
∣
∣
∣
∣
∣
∣
∣

SAD(x, y, D) −

d−1∑

z=0

SAD(x, y, z)

d

∣
∣
∣
∣
∣
∣
∣
∣
∣
∣

(1)

According to this, the certainty cert for a pixel (x, y) that the computed disparity
value D is actually right is equal to the absolute value of the difference between
the minimum matching cost value SAD(x, y, D) and the average matching cost



Obtaining Reliable Depth Maps for Robotic Applications 911

value for that pixel when considering all the d candidate disparity levels for that
pixel. What the aforementioned measure evaluates is the amount of differen-
tiation of the selected disparity value with regard to the rest candidate ones.
The more the disparity value is differentiated, the most possible it is that the
selected minimum is actually a real one and not owed to noise or other effects.
The certainty calculation for all the pixels leads to a greyscale certainty map as
shown in the third row of Fig. 3 and Fig. 5. In these images the lighter value of
a pixel indicates greater certainty about its computed disparity value.

For each pixel, the disparity value having the largest certainty is chosen,
among the three candidates. This technique, gets the best parts of each one
of the three preliminary disparity maps and fuses them in one final disparity
map. The resulting final depth map is obviously more reliable than any of its
producing ones.

3 Experimental Results and Applications

The proposed quad-camera algorithm has been applied to two tetrads of images
in order to evaluate its performance.

The most common image set for evaluating stereo correspondence algorithms
is the Tsukuba data set. While typical stereo algorithms require two horizontally
displaced pictures of this set, the proposed method requires four images. The
Tsukuba data set consists of multiple images of the scene captured by a camera
grid with multiple, equally spaced horizontal and vertical steps. The choice of
the images captured by four cameras belonging to a square perfectly satisfies the
demands imposed by the proposed algorithm. Figure 3 depicts the reference, i.e.
up-left image, in the first column and the three target images, i.e. up-right, down-
left and down-right in the second column. The third and the fourth columns show
the certainty and disparity maps calculated for the image pairs consisting of the
single reference image and the corresponding target ones. The fifth column of
the figure shows the fused final disparity map on the top and the ground truth
disparity map on the bottom.

Figure 4 shows the experimental results of the proposed quad-camera algo-
rithm (left), the computationally equivalent simple stereo algorithm (middle)
and the utilized single stereo algorithm applied on the horizontal stereo pair
(right). The first row shows the calculated disparity maps. The second row shows
the maps of pixels with absolute computed disparity error bigger than 1 shown
in black. Finally, the third row presents maps of signed disparity error where the
middle (50%) gray tone equals to zero error. It is obvious that the simple stereo
algorithm, shown in the rightmost column suffers from noise. The usual con-
frontation of this issue is to enlarge the utilized 13x13 pixel aggregation window
during the respective stage. However, window enlargement generally leads to
loss of detail and coarse results, as shown in the middle column. This version of
the algorithm utilizes a 23x23 pixel aggregation window, which results in triple
computational load. Obviously, both of these treatments lack the results’ qual-
ity of the proposed method. The final result of the proposed algorithm requires
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Fig. 3. Algorithm’s Steps and Results for the Tsukuba Data Set. (Column 1) the
Reference Image (Up-Left), (Column 2) the Three Target Images (Up-Right, Down-
Left, Down-Right), (Column 3) the Certainty Maps for the Horizontal, Vertical and
Diagonal Pair, (Column 4) the Computed Disparity Map for Each Stereo Pair, (Column
5) the Fused (Top) and the Ground Truth (Bottom) Disparity Maps.

roughly the same computational power as the algorithm in the middle column.
The outcome is that the proposed quad-camera algorithm achieves better results
than its computationally equivalent simple two-camera stereo counterpart and
the simple initial stereo algorithm.

The percentage of pixels whose absolute disparity error is greater than 1 in the
non-occluded, all, and near discontinuities and occluded regions are presented in
Table 1. The presented percentages refer to the three initially computed stereo
pairs (namely the horizontal, vertical and diagonal pair), the final fused result
of the proposed system and, finally, the computationally equivalent two-camera
utilized stereo correspondence algorithm.

As shown in Table 1 there are cases where the results of the fusion process are
marginally worse than those of an initial step. However, the image pair direction
that provides the optimum results and should be considered as the most reliable
and useful can not be initially anticipated. Moreover, the optimum direction is
arbitrary and, therefore, there is little chance to coincide with any of the available
three in the proposed system throughout the whole scene. However, the goal of
the fusion system is to identify the best disparity value for every pixel. Thus,
the results will be roughly as, or occasionally even more, accurate as the best
initial results. On the other hand, the final disparity map is, in any case, far more
reliable than the initial ones, since it has gone through a validation procedure,
guaranteed by (1).

The proposed algorithm has been also applied to a virtual scenery. A virtual
quad-camera system was inserted to the virtual room shown in the two first
columns of Fig. 5 and the demanded tetrad of images was captured. The room
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Fig. 4. Results of the Proposed Fusion System (Left), the of the Computationally
Equivalent Simple Stereo Algorithm (Middle) and the Preliminary Simple Stereo Al-
gorithm Applied on the Horizontal Image Pair (Right). From Top to Bottom: the
Computed Disparity Maps, Pixels with Absolute Computed Disparity Error Bigger
than 1 and Maps of Signed Disparity Error.

Table 1. Percentage of Pixels whose Absolute Disparity Error is Greater than 1 in
Various Regions for the Tsukuba Pairs

Pair Non-occluded (%) All (%) Discontinuities (%)

Horizontal 16.2 18.1 29.9
Vertical 12.5 13.8 35.1
Diagonal 10.7 12.4 32.3
Proposed 10.8 12.6 31.5
Equivalent 15.8 17.6 33.9

scene was chosen as it is a complex and demanding one, having both regions
with fine details and low-textured ones. Moreover, the repetitive pattern of the
books, in the background, is a challenging element for the stereo correspondence
algorithms. Figure 5 depicts the reference i.e. up-left image in the first column
and the three target images i.e. up-right, down-left and down-right in the second
column. The third and the fourth columns show the certainty and disparity maps
calculated for the image pairs consisting of the single reference image and the
corresponding target ones. Finally, the fifth column of the figure shows the fused
final disparity map.

The availability of reliable depth maps is the cornerstone of many computer
vision as well as robotic applications. Figure 6(a) shows a screenshot of the
3D reconstructed Tsukuba scene. The depth map of Fig. 3 obtained using the
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Fig. 5. Algorithm’s Steps and Results for a Synthetic Room Scene. (Column 1) The
Reference Image (Up-Left), (Column 2) the Three Target Images (Up-Right, Down-
Left, Down-Right), (Column 3) the Certainty Maps for the Horizontal, Vertical and
Diagonal Pair, (Column 4) the Computed Disparity Map for Each Stereo Pair, (Column
5) the Final Fused Depth Map.

(a) (b)

Fig. 6. Application Results Obtained Using the Caluclated Depth Maps. (a) View of
the Reconstructed Tsukuba Scene and (b) Obstacle Detection in the Virtual Room
Scene.

proposed method was utilized in order to add the third dimension’s information
to the reference image. Thus, a 3D model of the scene was reconstructed and
a computer user can virtually navigate around the scene. On the other hand,
Fig. 6(b) shows an obstacle detection application based on the availability of
reliable depth map. Stereo vision can be used by autonomous robotic platforms
in order to reliably detect obstacles within their movement range and move ac-
cordingly. The previously obtained depth map of Fig. 5 was used for the calcu-
lation of the v-disparity image. Using the Hough transformation the floor plane
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was calculated and the obstacles were detected. This result is useful for any
path-planning algorithm.

4 Conclusions and Discussion

In this work a depth computing system has been proposed aimed for autonomous
robotics applications. The system utilizes a square formation of four identical
cameras capturing the same scene. Selecting one of the images of each tetrad as
reference, three image pairs result. Each pair is processed by a simple and rapid,
custom stereo correspondence algorithm which results in an initial disparity map,
as well as a certainty map. A fusion process evaluates the three initial disparity
maps according to their certainty and produces the final combined disparity
map.

Autonomous robotic applications demand reliable depth estimations obtained
in real-time frame rates, having at the same time limited computational re-
sources. The proposed system substitutes the computational complexity with a
special sensor configuration. However, the demanded configuration can be easily
and cost efficiently be achieved. The presented results exhibit a fair compromise
between the objectives of low computational complexity and result’s reliability.

The accuracy of local algorithms in various regions of a scene is strongly
correlated to the orientation of the depicted objects in that particular region
towards the orientation of the correspondence search procedure. That is, the
depth discontinuities are more discriminable when they are oriented vertically
to the correspondence search direction. This conclusion is based on the inherent
way local algorithms operate and can be confirmed by the preliminary disparity
maps, presented in the fourth row of Fig.3 and Fig. 5. The proposed system has
the advantage of being able to adapt to various objects’ orientations. The result
is that the final fused disparity map is at least as accurate as the most accurate
of the initial disparity maps and at the same time much more reliable than any
of them. Moreover, the structure of the proposed software architecture is ideal
for execution on the nowadays widely available quad-core processors. Each one
of the identical but separate stereo correspondence searches can be assigned to
a core, while the fourth core will supervise the whole procedure.

Acknowledgments. This work was supported by the E.C. funded research
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Abstract. This paper presents a novel algorithm called mixed constraints 
reconstruction (MCR) method for building the surface of engine intake ports 
from scanning point clouds. The key idea of MCR method is to incorporate the 
fluid flow as a global constraint to approximate the point clouds with implicit 
surface representation. By combining the distance field and the fluid velocity 
generated from point clouds as mixed constraints, a new minimal-like model 
and its variational level set equation are introduced. The fluid flow velocity is 
obtained by solving Navier-Stokes equation, where a method for confirming the 
boundary condition from an extended boundary is also proposed. This method 
can reconstruct the final surface more reasonably and smoothly, with good fluid 
flow testing results. It needs not any additional geometric information and mesh 
construction. In the end, an example from real case is given to demonstrate the 
effectiveness of this method.  

Keywords: Surface reconstruction, Mixed constraints, Engine intake ports, 
Level set equation, Fluid flow constraint. 

1   Introduction 

The surface modeling of the engine intake ports deserves much attention in 
automotive application due to their importance of multi-cylinder internal combustion 
engine. In most case, this process widely employs the surface reconstruction 
technique from scanning point clouds, because it is often hard to obtain or develop the 
surface model of computer representation. However, successful application of this 
technology still involves many practical problems. For instance, the point clouds by 
scanning device are often noisy and non-uniform. Due to the inaccessibility during the 
scanning, some holes and sparse zones exist in point clouds. With such point clouds, 
it is difficulty to fit the surface accurately and fill holes reasonably. In addition, it is 
more worth to mention that the surface of engine intake ports is not only a simple 
shape with geometric property, it is also restricted by certain surface style with 
physical performance. For instance, the surface of engine intake ports could be a 
stream surface [1, 2] which is defined according to required flow speed of the fuel 
under constant air pressure. A small shape changes can influence the fuel speed and  
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(a) (b) 

Fig. 1. The same point clouds can generate different result surfaces, only the one which both 
satisfy the geometric and physical constraints is the best result 

lower the power of combustion engine. Therefore, for reconstructing such high 
quality surface, it should not only generate a high accurate geometric shape, but also 
attempt to keep its required physical attribution. Since there is no unique way to 
generate a resulting surface based on geometric information (ill-posed problem), it is 
not wise to only use the geometric standard to evaluate the surface model. As shown 
in Fig. 1 (a), the black circles represent the point clouds with noise. It can be 
reconstructed by many methods (represented as blue and red lines). Of course, they all 
satisfy the accuracy in geometric standard (such as minimal sum of the distance 
between each points and the surface). But only the one, which can also satisfy the 
physical constraints, is the optimal result. As shown in Fig.1 (b), the red arrows 
represent a fluid velocity field under required work conditions. The result surface 
(represented by green line) should not only reach the geometric accuracy but also be a 
stream surface whose tangent direction is accordance with the given velocity field. In 
real case of industry, this respect is often ignored in surface modeling. As a result, to 
guarantee the physical performance, the sub processes, such as analyzes by 
computational simulation or physical experiments, are require for modifying the 
shape of resulting surface.  

The known surface reconstruction methods can be generally classified into two 
categories, explicit and implicit method. The most widely used explicit method is 
NURBS [3], which is the main method in many computer aided design (CAD) 
software of industry. But this process has to introduce some trimming and patching 
operations on a set of NURBS patches. Confirming the continuity between each patch 
is a tedious and artificial work. Some other explicit methods, such as Delaunay 
triangulations [4], alpha shapes [5] or Voronoi diagrams [6, 7], often get in trouble 
with the noisy point clouds. The resulting surface may need to be smoothed [8] or 
refit (e.g. [5]) in subsequent processing. In contrast, the implicit methods can more 
conveniently provide a watertight 2-manifold surface approximation by computing 
the iso-surfaces to best fit the data. But most of them need the oriented point clouds, 
such as radial basis functions (RBF) method [9] and multi-level partition of unity 
(MPU) method [10]. The normals of point clouds are required to solve the matrix of 
the ideal RBF and aslo is needed by MPU method to locally fit surface. The implicit 
surface can also be obtained by solving partial differential equation (PDE), such as 
Poisson method [11]. However, it also requires the normals of point sets. In real case, 
estimating the normals of point clouds, which are often noisy and contain defective 
parts, is an ill-posed problem. Some other methods can reconstruct surface without 
normals, such as the moving least squares (MLS) methods [12] and Voronoi based 
method [13]. The two methods provide the robust algorithms but they have to 
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construct a complex data structure and cost much computation time. Some methods 
use the signed distance function to represent the surface, such as the method proposed 
in [14]. The signed distance function can also be cumulated into volumetric grids 
[15]. But they are troubled with the noise or sparse point sets because the connection 
relationship of these areas is hard to confirm.  

The level set method [16] has been recently introduced in the field of surface 
reconstruction. The main idea is to evolve the interface of the object by a velocity 
field until it reaches a certain configuration. Base on this theory, a novel implicit 
reconstruction algorithm, called mixed constraints reconstruction (MCR) method, is 
presented in this paper. It introduces a fluid flow velocity, govern by Navier-Stokes 
(N-S) equation, as a globally constraints to adjust the approximation to the point 
clouds with geometric constraint. We create a new minimal-surface-like model and 
derive its variation, where the mixed constraints actually are the combined velocity of 
corresponding level set equation. The boundary condition of N-S equation refers the 
practical test in real case, which can reflect the design instinct to a certain extent. A 
detailed process of confirming the condition is also proposed. Solving the level set 
equation is time-consuming, because a re-initialization step is requires after several 
time steps. Thus the numerical technique for level set method without re-initialization 
is extended. With MCR method, the resulting surface not only has the geometric 
accuracy but also is the stream surface according with the velocity field of the design 
model. It realizes a global smooth and guarantees the physical performance.  

The main process and the details of MCR method are explained in section 2. 
Section 3 describes the numerical implementation. In section 4, an example from real 
case and its analyses is given. The conclusion of MCR method is summarized in 
section 5.  

2   Introduction of MCR Method  

The main process of MCR method is illustrated in Fig.2 and represented as 2D 
situation for expressing simply. Our goal is to reconstruct a water-tight and smooth 
implicit surface from a scanning point clouds with both geometric accuracy and fluid 
flow accordance. The process begins with point clouds (see Fig.2 (a)), which may 
contain holes (represented by a defective part in the corner) and noise. Two mixed 
constraints are used for reconstruction, the one is the distance function generated from 
point clouds (see Fig. 2 (b)), which is used to guarantee the geometric accuracy; the 
other is the fluid flow velocity (see Fig. 2 (d)) which is to confirm a global 
smoothness and accordance with fluid flow. To obtain this velocity, we need to 
confirm a boundary for solving N-S equation. It can be extended from distance field 
(see Fig. 2 (c)) and the practical fluid flow test data are adopted as the boundary 
condition. By mixing the two velocity field, we introduce a minimal-like model and 
deriving its variation as a PDE, which is then translated as a level set equation and the 
mixed constraints is actually its evolving velocity. For solving the PDE numerically, 
we extend a non re-initialization technique. Final, the resulting surface is visualized 
by marching cube method [17] (see Fig. 2 (e)).  
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Fig. 2. The general process of MCR method  

2.1   Basic Model and Equation 

The reconstruction of engine intake port surface could be described as follow, given a 
set of distinct point clouds {( , , ), 1,2,... }i i iS x y z i n= = representing an unknown 

surface M in 3R , find a surface 'M that is a reasonable approximation to M and the 
tangent vector of 'M  is in accordance with the velocity direction of a fluid passing 
through. Let vector ( , , )x y z=x denotes the notation of the point of surface 'M . 

Define ( ) ( , )d dist S=x x the Euler distance function to S . To reconstruct a surface 

faithfully to the point clouds S , it is equally to obtain function ( )Φ x , which is the 

resulting surface minimizing the following object energy, 

2
1 2( ) ( )E d ds n Vdsλ λ

Φ Φ
Φ = + ⋅∫ ∫x  (1) 

where n is the unit normal vector of ( )xΦ and 
U

V
U

= is the unit velocity vector of 

fluid pass the surface which is computed by N-S equation, 

0

( ) ( )    in  

div( )=0                                             in 

                                                 on 

U
U U p U F

T
U

p p

υ∂⎧ + ⋅∇ + ∇ − ∇ ⋅ ∇ = Φ⎪ ∂⎪
Φ⎨

⎪ = Φ⎪
⎩

 (2) 

where ( , , , )U u v w t stands for the velocity with its x, y and z component respectively 

u , v and w . ( , , , )p x y z t  donates the pressure of the fluid. υ and F is the kinematic 

viscosity of the fluid and the body force respectively. 0p p= is the initial boundary 

condition which is set previously according to real case. The second term on the right 
side of Eq.(1) is the integral of the projection from normal vectors of surface to 
velocity vectors of fluid. Minimizing this term means that the normal and velocity are 
perpendicular each other and the tangent vector of Φ  is in accordance with the fluid 
velocity. The coefficient 1 2 1λ λ+ = is the positive parameters which balances the 

influence of the geometric and velocity term. To obtain ( )xΦ , it is equally to solve the 

Euler-Lagrange equation of Eq.(1),  
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2
1 2[2 ( ) ( ) ( ) ] 0d d n d Vλ κ λ∇ ⋅ + + ⋅∇ =x x x  (3) 

where κ is mean curvature of Φ . 

2.2   Variational Level Set Formulation  

In most cases, it is impossible to solve Eq.(3) directly. As described in [16], looking 
for the resulting surface that minimizes Eq.(3) is similar to solve a time evolution 
paradigm, which can be described as the gradient flow,  

2
1 1 2(2 ( ) ( ) ( ) )d d n d V n

t
λ λ κ λ∂Φ = − ∇ ⋅ + + ⋅∇

∂
x x x  (4) 

The term ( )d x n∇ ⋅ in Eq.(4) describes the surface is attracted by the gradient of 

( )d x and 2 ( )d κx is a smooth element for surface tension. The term V∇ represents 

the auxiliary constraints by the fluid flow. Since the method employs the implicit 
surface reconstruction, the surface ( )Φ x can be represented as implicit function on 

volumetric region Ω ,  

( , ) 0  for  

( , ) 0  for  

( , ) 0  for  

t

t

t

Φ > ∈ Ω⎧
⎪Φ < ∉ Ω⎨
⎪Φ = ∈ Γ = ∂Ω⎩

x x

x x

x x

 (5) 

where the Γ = ∂Ω  represent the interface of the region Ω , The local unit normal 
n and curvature κ  to the surface are given by 

,     (  )n divκ= ∇Φ ∇Φ = ∇Φ ∇Φ  (6) 

Following the procedure introduced in [18], this problem can be transformed as a 
variational level set formulation, the energy model in Eq.(1) is expressed as  

2
1 2( ) ( ) ( ) ( )E d d n V dλ δ λ δ

Ω Ω
Φ = Φ ∇Φ + ⋅ Φ ∇Φ∫ ∫x x x  (7) 

here ( )δ Φ is the Dirac delta distribution which is the differential of Heaviside function 

1,   0 ( )
( )           ( )

0,   <0

dH
H

d
δ

Φ ≥⎧ ΦΦ = Φ =⎨ Φ Φ⎩
 (8) 

The corresponding gradient flow for ( )E Φ is  

2
1 2(2 ( ) ( ) ( ) ) ( ) ( )d d n d V

t
λ κ δ λ δ∂Φ = ∇ ⋅ + Φ + ⋅∇ ⋅ Φ

∂
x x x  (9) 

As usual by replacing ( )δ Φ with ∇Φ to extend this geometric motion other level sets, 

Eq.(9) is expanded as a level set equation,  
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2
1 2( (2 ( ) ( ) ( ) ( )) ( )) ( , )d d d div U U v t

t
λ λ∂Φ = ∇ ⋅∇Φ ∇Φ + ∇Φ ∇Φ + ⋅∇ ∇Φ = ⋅ ∇Φ

∂
x x x x  (10) 

U is the solution of Eq.(2). The combined constraints in Eq.(1) are derived as a mixed 
velocity field in Eq.(10) of level set equation.  

In classic level set method, the re-initialization step is a necessary operation which 
can guarantee the level set function always to be a signed distance function. 
Practically this step is usually finished by solving the following PDE [19]: 

0( )( 1) 0t SΦ + Φ ∇Φ − =  (11) 

where the 0Φ is the function to be re-initialized, and the 0( )S Φ is the sign function. 

But unfortunately, this step is not always useful when the level set function is far 
away from a signed distance function. In addition, it is also a time-consuming step. 
For accelerating the level set evolution, we extend a non re-initialization step 
proposed in [20], where a regular term is added to characterize how close a function 
Φ is to a signed distance function in 2d space. The extended regular term is expressed 
as the following integral 

21
( ) ( 1)

2rE d
Ω

Φ = ∇Φ −∫ x  (12) 

Similarly, its variational level set equation is  

1
((1 ) )div

t

∂Φ = − ∇Φ
∂ ∇Φ

 (13) 

adding Eq.(13) into Eq.(10), the final level set equation is  

2
1 2( (2 ( ) ( ) ( ) ( )) ( )) ( )d d d div U U

t
λ λ ξ κ∂Φ = ∇ ⋅∇Φ ∇Φ + ∇Φ ∇Φ + ⋅∇ ∇Φ + ⋅ ΔΦ −

∂
x x x  (14) 

where ξ is a positive constant to adjust the penalizing of the deviation of Φ from a 

signed distance function during its evolution. Thus, in the evolving process, level set 
function Φ can keep as a signed distance function in a narrowband and the  
re-initialization procedure is not necessary.  

3   Numerical Implementation 

3.1   Discretization of Equation 

For discretizing Eq.(14), the up-wind scheme described in [21] is used. Since the 
direction of V∇  is not along the normal direction of the boundary of Φ , 

( , )V t∇ ⋅∇Φ x  is discrete as 

( ) ( , ) max( ,0) min( ,0)i i
i iV t V D V D− +∇ ⋅∇Φ = ⋅ + ⋅∑ ∑x x  (15) 
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where ( , , )iV i x y z=  represent the components of V∇ on the axis of coordinates. The 

term 2 ( )d κx  is along the normal of the boundary, ( , )tκ ⋅ ∇Φ x is discreted as  

( , ) (max( ,0) min( ,0) )tκ κ κ+ −⋅ ∇Φ = ⋅∇ + ⋅∇x  (16) 

where
2 2max( ,0) min( ,0)i iD D+ − +∇ = +∑ ∑ ,

2 2min( ,0) max( ,0)i iD D− − +∇ = +∑ ∑ ,  

and 1( )i
i iD d d dh+
+= − ,  1( )i

i i iD d d d−
−= − , , ,i x y z= .  

The mean curvature κ can use center-difference scheme. The discrete time step size 

should satisfy the inequality
max{ , , }

levelset

x y z

h
dt

d d d
< .  

3.2   Compute Distance Field and Set Initial Function 

It is no need to compute the distance function ( )d x  in the whole domain. Only a 

narrowband surround the point clouds is sufficient to evolve the level set function. In 
this paper, the fast marching method [22] is employed with a narrowband 
(width 4H h= , h is the grid size) in this paper. The details can refer to [21]. With this 
distance function in narrowband, the initial surface for level set equation can’t be 
chosen any shape. The outer level contour of the distance function ( )d ε=x  that 

encloses the data set is a very good initial choice, since it is a most likely shell-like 
structure which has same topology geometry as the final surface and the computation 
cost is not expensive.  

3.3   Confirm Fluid Flow Velocity 

A grid-based N-S solver is employed to obtain the velocity field ( , , , )U u v w t of Eq.(2). 

It uses an accurately explicit second-order Runge-Kutta method and the pressure of in 
and out ports is set as constant from real case. The key of constructing fluid flow 
velocity in MCR method is to define its boundary condition. As shown in Fig.2 (c), 
the arrows is the direction of the fluid flowing, the pressure is set on the boundary of 
the ports. It can refer the requirement of the automotive car. Except the in and out 
ports, the other boundary is set as fixed boundary condition, where the convection is 
not exit. In theory, the velocity field should be update in every time step during the 
evolution of ( , )tΦ x . But it would cost so much computational time. As the initial 

surface proposed in 3.3 is nearly a final resulting surface, the affection of the shape 
changes during evolving to the fluid velocity is not significant. The initial surface is 
set as a fixed boundary. From the numerical experiment in subsequence, it can be 
seen that the velocity by the initial surface is sufficient to adjust the resulting surface 
as a global constraint.  
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4   Numerical Example and Analyses  

In this paper, MCR method has been implemented using Matlab 7 coupled Visual 
C++ on a PC with 2000 MHz CPU and 1 GByte memory. An engine intake ports 
model from an automotive car in real case is taken as the example (see Fig. 3).  
Fig. 3(a) is the real model of engine intake ports and Fig. 3(b) is the computer model 
of this port, which is used as a stander model for evaluating MCR method.  

In first example, MCR method is applied on point clouds, sampling from computer 
model (Fig. 3 (b)) with normal density. Fig.4 shows this reconstruction process. The 
 

 

Fig. 3. Engine intake ports example. (a) The physical model. (b) The computer model.  

 

Fig. 4. (a) The point clouds. (b) The initial surfaces. (c) The streamlines derive from N-S 
equation. (d) The final surfaces with coefficient 1 20.9, 0.1λ λ= = . (e) The final surface with 

coefficient 1 20.1, 0.9λ λ= = . (f) The final surfaces with coefficient 1 20.5, 0.5λ λ= = . 

 

(b)( a ) 

(a ) (b) (c)

(d ) (e) (f)
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Fig. 5. (a) The point clouds. (b) The result surface by Zhao’s method. (c) The details of (b). (d) 
The details of point clouds. (e) The surfaces by MCR method with coefficient 1 20.9, 0.1λ λ= = . 
(f) The details of (e).  

number of point clouds (Fig.4 (a)) is 154890 and the volumetric grid is set as 
94 126 84× × (with grid size 0.5h mm= ). A constant pressure ( 1433 ap p= ) is set on 

the initial surface (Fig. 4 (b)) and the velocity by solving Eq.(2) is shown in Fig.3 (c) 
as streamlines. The balance parameter, 1λ and 2λ , should be choose according to the 

practical situation. When the point clouds are much noisy, 2λ should be bigger 

than 1λ . We show the different result with series of coefficients 1λ and 2λ  from  

Fig.3 (d) to Fig.3 (f) to demonstrate their effect to the final surface. The results 
demonstrate that the surface with bigger 2λ is much smoother in each fillet zone. As 

this point clouds contains no noise, 1 2 0.5λ λ= =  is a better result (see Fig. 4 (f), the 

average error is 0.02mm).  
MCR method can also handle the point clouds from real case with noise and 

defective parts. Fig.5 (a) shows the example of real model (see Fig.3 (a)) by scanning 
device. From the details (see Fig. (d)), it can be seen that the point clouds are noisy 
and overlapping due to the inaccuracy of sampling. This point clouds also contain 
holes in the zone for coupling air valve. A comparison between MCR method and the 
one propose in [16] is done to demonstrate the effective of fluid flow constraints.  
Fig. 5 (b) is the result by the method in [16] and its detail is shown in Fig. 5 (c). We 
can see the resulting surface is locally smooth but irregular in global regions and 
some jagged places exist in the final surface. The result surface and the details by 
MCR method is shown in Fig. 5 (d) and Fig. 5 (e) respectively. Because the point 
clouds contain noise and holes, thus, we have to use bigger 2λ ( 1 20.1, 0.9λ λ= = ) to 

smooth the surface and fill the holes. Since the fluid flow velocity is a global factor 
and influenced not much by the noise and holes, thus, it can keep the whole surface 
smooth more reasonably.  

(b) (c)

(e) (f)

( a) 

( d) 



926 K. Mo and Z. Yin 

 

Fig. 6. (a) The velocity field of the original surfaces. (b) The velocity field of the surfaces 
reconstructed by MCR method ( 1 20.3, 0.7λ λ= = ). 

Table 1. The comparison of fluid flow performance between original model and resulting shape 

Surface Model Maximum Speed 
(m/s) 

Average   Speed 
Rate(m/s) 

Origianl Model 90.6325 52.8408 
Resulting surface by MCR 
method 

91.9871 53.2140 

 
A comparison between the resulting surface by MCR method (Fig. 5 (c)) and the 

original surface model (Fig. 3 (b)) by the ANSYS software (Fig. 6) is also performed. 
Because the fluid flow constraint is set by the N-S equation, an ideal resulting surface 
by reconstruction should have the approximate fluid flow velocity as the original 
model. Thus, its physical performance can be guaranteed at least. The comparison is 
given in Table 1 (with 1433 ap p= ). From Table 1, we can see that the two surface has 

the nearly the same velocity property under the same condition.  

5   Conclusion 

In this paper, we propose MCR method based on implicit surface to reconstruct the 
surface of engine intake ports and apply this method on practical examples. Its main 
contribution is to incorporate the fluid velocity, referring the practical requirements, 
as a global constraint to fit the surface. It can smooth the resulting surface and fill 
holes more reasonably. In addition, the physical performance can also be guaranteed. 
From the examples, we can see the advantage of coupling fluid flow constraint, in 
contrast, the conventional reconstruct method, which only focus on the geometric 
information, can also be improved. As the fluid flow constraint is generated from N-S 
equation with physical property, the resulting surface by MCR method has nearly the 
same physical performance as the original one according to the comparison. In 
addition, to solve level set equation, we also extend the level set method without re-
initialization technique from 2d to 3d space. This method can be extended 
straightforward into surface reconstruction of pipeline type surface or the surface with 
certain fluid performance, such as propeller blade of aerospace.  
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Binocular Based Moving Target Tracking for Mobile 
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Abstract. Moving target tracking is an important application of computer 
vision. A binocular based method is presented for mobile robot to track target 
reliably under the effect of occlusion, transform and rotation in unstructured 
environment. Point features are extracted for representing the target and 
environment background under middle distortion, and then are matched and 
tracked through consecutive stereo frames by our improved MNCC algorithm. 
The point features are reconstructed and utilized to estimate the relative motion 
by Least-Square algorithm. Because the relative motion between the point 
features of target and robot is inconsistent to that of environment background 
and robot, the point features of environment background and the errors in 
feature tracking are removed by RANSAC algorithm. Experiment results 
validate the efficiency of our method. 

Keywords: Mobile robot, binocular vision, target tracking, motion estimation. 

1   Introduction 

Faithfully tracking of moving target is a critical ability of environment perception for 
autonomous robot in unstructured environment. In the traditional monocular-based 
methods, moving target is tracked through two-dimensional video input and target is 
tracked only depended on image information. In the window-based methods [1], [2], 
[3], [4], the target is tracked by maximizing the correlation corresponding or 
minimizing cost function of correlation but is always sensitive to illumination and 
occlusion. In another way, some kinds of features such as edge [5], corners [6] and 
lines [7] are extracted as constraints or judgments to handle transform and rotation. 
But transform, scale and occlusion are still critical problem for the monocular based 
methods. 

Binocular vision, or called as stereo vision, can obtain the depth information of 
environment easily. Combining image information and depth information, the stereo 
vision is very appealing to moving target tracking with the support of low price   
commercial hardware. In [8], [9], [10], [11], [12], moving objects are detected and 
tracked by the inconsistency of the flow data through the two consecutive frames. 
This type of method is efficient to distinguish the moving target from surrounding 
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environment background, but is sensitive to the noise of depth data. Unfortunately, 
there are large numbers of errors of dense stereo matching in real-time running stereo 
system in generally.  

In our method, we extract Harris corners as sparse point features to represent the 
whole environment stereo image because this type features are stable to moderate 
distortion and rotation. We can track the target faithfully and sign the position in 
image accurately by tracking only a few number of point features belongs to the target 
even if the target is seriously occluded. The features are matched and tracked by our 
improved MNCC algorithm [13], which is more efficient to reduce the effect of 
illumination. RANSAC algorithm is utilized to determine whether the point features 
belongs to the targets and reject the outliers in feature matching and tracking. 
Furthermore, the computing cost is greatly reduced because there are only spare 
feature matching rather than dense matching. 

The paper is organized as follows. Section 2 describes the process of faithful point 
features matching and tracking. In Section 3, the relative motion is estimated. In 
Section 4, RANSAC algorithm is utilized to reject the outliers in target tracking. 
Experiment results validate our method in section 5. Summary and future works are 
discussed in the last section.  

2   Feature Matching and Tracking 

Point features are extracted by Harris operator [14]. The extracted point features are 
matched and tracked through consecutive stereo frames by computing correlation of 
window-based intensity. For fast and reliable matching, the coordinate of the point 
features are rectified by epipolar constraint to find the best match pair of the features 
along the epipolar lines. 

2.1   Feature Matching 

There are many existing methods to solve the correspondence problem. In our 
method, the correspondence is computed by our improved MNCC algorithm that ratio 
of intensity of pixel and mean intensity of template are used to reduce the effect of 
illumination.  

The best match is determined by bidirectional consistency constraint. Let lcp denote a 

corner in left image and rcp is a matching candidates in right image. The correspondence 

C of lcp and rcp is computed by,  
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where,  

lcI and rcI are the intensity of the pixel in left and right image, 
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pW is the widow of template. 

2.2   Feature Tracking 

In generally, the assumption that the target moves irregular is reasonable. So we must 
fix a region large enough for point feature tracking. The correlation is still computed 
by our improved MNCC algorithm to reduce the effect of illumination and the best 
feature tracking is determined. Most of outliers are rejected by the bidirectional 
consistency constraint. Then the errors of point feature tracking are rejected secondly 
by the relative motion estimation and RANSAC algorithm. 

3   Relative Motion Estimation 

3.1   Reconstruction of Point Feature  

The projection of world point ( )T
iiii zyxP ,, in accurately calibrated stereo cameras is 

computed by equation (2), 

( ) iii PtRKMPp |==  (2) 

where, K is intrinsic matrix and ( )tR | is the extrinsic matrix.  

The reconstruction of iP is obtained by equation (3), 

( ) i
T
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T
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llij Mc ∈ , rrij Mc ∈ , lM and rM are the project matrix of left and right camera. 
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3.2   Relative Motion Estimation 

The change of rotation and translation are denoted as R andT respectively, and the 

relative position of world point iP and robot in current time and previous time are 

denoted as ciP and piP . The error of motion estimation is computed as follows, 

TRPPe picii −−=  (4) 

The rotation matrix R and the translation matrixT are estimated by minimizing the 
errors, 

( ) ( )∑= i
T
ii eewTRM min,  (5) 

where, ( ) ( )( )∑∑ += cipiiw detdet , the ∑ pi and ∑ ci are the uncertainty 

covariance matrix of reconstruction of ciP and piP respective.  

From (4) and (5), the function M can be rewritten as equation (6), 

( ) ( ) ( )TRPPTRPPwTRM pici
T

picii −−−−=∑, . (6) 

4   Target Tracking 

4.1   Outliers Rejecting by RANSAC 

To reduce the effects of the occlusions, we use RANSAC (Random Sample 
Consensus) algorithm [15] to reject the matched and tracked point features of the 
static environment as outliers. The features of the moving target are distinguished 
from the errors of feature tracking by a second RANSAC processing. The two stages 
are similar. The latter is summarized as the following steps: 

(1) Reconstructing matched and tracked features of the target as data set S ; 

(2) Drawing a sample set is for relative motion estimation from S randomly; 

(3) Estimating the relative motion between sample set is and robot; 

(4) Computing the error je of each point feature of S by equation (4). If T
jjee less 

than thresholdT , corresponding feature is correctly tracked; 
(5) Repeating step2, step3 and step4; 
(6) After a certain number of iterations, finding out the best motion estimation with 

the maximum number of correctly tracked point features. 

4.2   Target Determining 

At the beginning of target tracking, we define a rectangular region to denote the 
target. O is the centre,W is the width and H is the height. During the movement of 
the target, its region is changed. As the target is tracked, the target region in current 
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stereo image is also determined and the features of the target must be updated for the 
target tracking in the next frame. In our method, the features of the target are updated 
by the matched features of the target region in current stereo images. 

Denoting the coordinate of the point features of the target on previous stereo image 

as pS and corresponding coordinate of tracked features in current stereo image as cS , 

the change of O is determined by the difference of mean coordinate of pS and cS .  

The maximum distance among the features of pS on row is denoted as prL and that 

on column as pcL . Similarly, those of cS are denoted as crL and ccL respectively. The 

change ofW and H are computed by, 
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5   Experiments 

A toy car is tracked under large occlusion and rotation in lab environment. The 
binocular cameras are mounted 1500mm above the ground and the baseline is about 
160mm. The parameters of single camera are that the focus is 8mm and the size of 
pixel is 7.4µm.  

   

                           (a)                                          (b)                                           (c) 

   

                          (d)                                            (e)                                           (f)  

Fig. 1. A toy car is tracked under large occlusion. (a) Target is selected in green rectangular. 
(b)-(f) The results of the toy car tracking.  
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                          (a)                                           (b)                                           (c) 

   

                          (d)                                            (e)                                           (f)  

Fig. 2. A toy car is tracked under large rotation. (a) Target is selected in green rectangular.  
(b)-(f) The results of the toy car tracking.  

The results of occlusion experiment are shown in Fig. 1. During the moving of the 
toy car, the most serious occlusion is larger than 50 percent. The point features of the 
toy car are tracked correctly and the target region are determine accurately without the 
effect of large occlusion. Then the point features are updated for target tracking in 
next stereo frame. In Fig. 2, the toy car are tracked under large rotation. It is about 60 
degree that the  toy car rotated during its moving. The toy car is still correctlyt tracked 
because the point features are stable for moderate rotation and are updated between 
the consecutive stereo frames. 

6   Summary 

A binocular-based method is presented to track moving target reliably. We represent 
the target and environment background by point features to reduce the effect of 
occlusion and rotation. After matching and tracking the point features, the relative 
motion accurately estimated by Least Square algorithm and the moving target are 
correctly tracked by twice RANSAC. As experiment results shown, our method is 
robust and efficient to the effects of large occlusion and rotation. It is necessary for 
our method that there are enough correctly tracked point features. But it is difficult in 
some extreme condition such as the target is occluded completely. So we will 
improve our method to deal with this case in our future work. 
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Robust Calibration of a Color Structured Light

System Using Color Correction
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Abstract. In this paper, a new method for calibration of the struc-
tured light system is presented. Three code words, i.e. red green and
blue squares, are used to create the M-array pattern image. Then the
color calibration is conducted to deal with the color crosstalk. The color
correction can make the decoding process more robust. After that, the
camera is calibrated and the 3D corresponding points are also computed
using the calibrated camera. Finally, the projector calibration is carried
out. The experiment results on our structured light system show that
our method is correct and precise.

Keywords: Structured light system, calibration, pseudo-random array.

1 Introduction

The calibration of the structured light system (SLS) is a necessary step in order
to extract accurate metric information from 2D images. It often includes two sep-
arate stages: camera calibration and projector calibration. Camera calibration
has been extensively studied over the years in the computer vision and pho-
togrammetry communities[1,2]. The main difficulty of calibrating the SLS is the
projector calibration. Because the projector can’t ’see’ images like camera and
just project the image, determining the correspondence between the projector
image and the 3D points is more difficult. The general method[3,4,5,6] to solve
the problem is using a calibrated camera to calibrate the projector. The specific
pattern image is projected onto the calibration object by the projector. Then,
the modulated pattern by the calibration object is captured by the camera.

Joaquim Salvi and Jordi Pagès classified the pattern codification techniques
to three categories[7]: time-multiplexing, direct codification and neighborhood
codification. The time-multiplexing strategy is based on temporal coding and
includes binary codes, n-ary codes, gray code, gray code + phase shifting and
hybrid methods. Because the bits of the codeword are multiplexed in time, mul-
tiple images are needed. Furthermore, these techniques always encode a single
axis. If you want to know the information of two spatial axes, they have to be
applied on x axis and y axis respectively. So these techniques will lead to heavy
burden of capturing lots of images to determine the corresponding points for
just one pose of the 3D calibration object. In the direct codification, each pixel

M. Xie et al. (Eds.): ICIRA 2009, LNAI 5928, pp. 936–946, 2009.
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is labeled by a unique code word. These technologies need either a large range
of color values or introduce periodicity. In the neighborhood codification tech-
nologies, such as non-formal codification, De Bruijn sequences and M-arrays, the
codeword that labels a certain point of the pattern is obtained from a neighbor-
hood of the points around it. The strategies based on non-formal codification
are generated intuitively without using any mathematical coding theory. The
strategies based on De Bruijn sequences are always encode a single axis, so at
least two images are needed to get the information of two axes. The strategies
based on M-arrays[8,9] take advantage of the theory of perfect maps to encode a
unique pattern. Because the M-array techniques code two axes, just one image
is enough to known the space information of a certain point. The code words
can be represented by different color or shapes. The shape codes lead to bother
for decoding, because many shape patterns have to be recognized. However, the
color code words are easily implemented and decoded. So the color information
is applied in many structured light systems[10,11,12,13].

In an ideal world, the light from each projector color channel reaches only its
correspondingly colored sensor pixel (for example, red light is seen only by red
pixels). In practice, however, each projector color channel has some influence
on all three sensor channels, a phenomenon known as color crosstalk. In some
extremely situation, the maximum channel of the camera image is different from
the projected monochromatic light. So we have to model this color crosstalk and
carry out color correction before decoding the code words.

In this paper, a new method for calibration of the structured light system
is presented. Three code words, i.e. red green and blue squares, are used to
create pattern image which refers to the pseudo-random array. Then the color
calibration is conducted to deal with the color crosstalk. The color correction
can make the decoding process more robust. After that, the camera is calibrated
and the 3D corresponding points are also computed using the calibrated camera.
Finally, the projector calibration is carried out. The experiment results on our
structured light system show that our method is correct and precise. The paper is
structured as follows. Section 2 introduces the proposed method to calibrate the
SLS. Section 3 gives the experiment results. Finally, the conclusion is presented.

2 The Proposed Method for the SLS Calibration

2.1 The Framework of the SLS Calibration

Our calibration method of the SLS includes ten steps:

Step 1: Generate the color images.
Step 2: Generate the M-array code words and create the pattern image and

gray image.
Step 3: Project the color images one by one and capture images.
Step 4: Project the pattern image and gray image in turn on the planar target

under each pose and capture the corresponding images.
Step 5: Color calibration.
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Step 6: Corner detection on the image for camera and projector calibration.
Step 7: Color correction for decoding.
Step 8: Camera calibration.
Step 9: Compute the 3D corresponding points.
Step 10: Projector calibration.

2.2 The M-Array Code Words

The pseudo-random arrays have a great interesting property, the window prop-
erty. This means that if a window of prescribed size, say k1×k2 , is slid over the
array, each possible nonzero k1 × k2 array is seen through the window exactly
once. So each different submatrix is associated with an absolute position in the
array and the correspondence between the camera image and projector image is
determined.

In this article, Galois field with 3 elements is chosen, denoted by GF (3). The
elements of GF (3) are 0, 1, 2, and +,−,×,÷ are carried out mod 3. We ask
the reader to accept this fact[14]: there exists primitive polynomials of degree
n for every n to generate pseudo-random sequences with the size of 3n − 1.
Pseudo-arrays can be constructed by folding pseudo-random sequences[15]. Take
a number of the form N = 3k1k2 − 1 such that n1 = 3k1 − 1 and n2 = N/n1 are
relatively prime and greater than 1.Talbe 1 shows the possible pseudo-random
arrays, where n is from 1 to 20. Because the projector image resolution in our
SLS is 1024 × 768, the dimension of the array can not be too small and the
widow should be nearly square. In these potential pseudo-random arrays, we
choose n = 9 with the 3 × 3 square window.

We can readily get the primitive polynomial over GF (3), x9 +x7 +x5 +1,from
the combinatorial object server[16]. We have the iteration function to generate
the pseudo-random sequences a.

ai = −ai−2 − ai−4 − ai−9

(10 ≤ i ≤ 39 − 1)
a1 = 1; aj = 0

(2 ≤ j ≤ 9)

(1)

We use a to fill up a 26 × 757 array, by writing a down the main diagonal and
continuing from the opposite side whenever an edge is reached. We just use the
19 × 25 sub matrix, Fig 1 shows the code words and the code image, where red
is 0, green is 1, and blue is 2, the size of square is 20 pixels.

2.3 The Color Calibration and Color Correction

After the illumination pattern from the previous subsection is projected onto the
calibration object (the planar target), a camera records an image of the reflected
light. In an ideal world, the light from each projector color channel reaches only
its correspondingly colored sensor pixel (for example, red light is seen only by
red pixels). In practice, however, each projector color channel has some influence
on all three sensor channels, a phenomenon known as color crosstalk. Because
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Table 1. The possible pseudo-random arrays from 1 to 20

n N = n1 × n2 k1 × k2 n N = n1 × n2 k1 × k2

1 ∗ ∗ 11 311 − 1 = 2 × 88573 1 × 11

2 ∗ ∗ 12 312 − 1 = 80 × 6643 4 × 3

3 33 − 1 = 2 × 13 1 × 3 13 313 − 1 = 2 × 797161 1 × 13

4 ∗ ∗ 14 314 − 1 = 8 × 597871 2 × 7

5 35 − 1 = 2 × 121 1 × 5 15 315 − 1 = 2 × 7174453 1 × 15
315 − 1 = 26 × 551881 3 × 5
315 − 1 = 242 × 59293 5 × 3

6 36 − 1 = 8 × 91 2 × 3 16 ∗ ∗
7 37 − 1 = 2 × 1043 1 × 3 17 317 − 1 = 2 × 64570081 1 × 17

8 ∗ ∗ 18 318 − 1 = 8 × 48427561 2 × 9
318 − 1 = 728 × 532171 6 × 3

9 39 − 1 = 26 × 757 3 × 3 19 319 − 1 = 2 × 581130733 1 × 19

10 ∗ ∗ 20 ∗ ∗
Note: ∗ means there is not possible pseudo-random arrays.

(a) (b)

Fig. 1. The code image a The code matrix; b The corresponding code image

the surface of calibration object is spectrally uniform, we just need measure a
projector-camera color crosstalk matrix that indicates how much each projector
channel influences each camera channel.

Generally, for the input of each projector color channel, the output illumina-
tion of the projector doesn’t only have its corresponding monochromatic light.
For example, the illumination is IR(λ) for the red channel 1, where λ is the spec-
tra. So if the input pixel on the projector is [rp, gp, bp], the output illumination
is the sum of a red beam, a green beam and a blue beam, which can be denoted
as I

′
(λ) = rp · IR(λ) + gp · IG(λ) + bp · IB(λ). The IR(λ),IG(λ), and IB(λ) are

nonlinear functions. We use the approximation model instead of it.
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⎡
⎣

r
′
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′

b
′

⎤
⎦ =

⎡
⎣

p11 p12 p13

p21 p22 p23

p31 p32 p33

⎤
⎦ ·

⎡
⎣

rp

gp

bp

⎤
⎦ (2)

Caspi et al[17]introduce the approximation that the reflectance of the scene is
constant within each bands.⎡

⎣
rc

gc

bc

⎤
⎦ =

⎡
⎣

μ1 0 0
0 μ2 0
0 0 μ3

⎤
⎦ ·

⎡
⎣

r
′

g
′

b
′

⎤
⎦ (3)

Because the surface of calibration object is spectrally uniform, we have μ1 =
μ2 = μ3.

Similarly, for the monochromatic light, the capturedpixel by the camera doesn’t
only have its corresponding channel. For example, the pixel on the camera image
is [rr′R(rc) gr′G(rc) br′B(rc)]T for the red incident light. So if the incident light
is [rc gc bc]T , the output pixel is the sum of three monochromatic light.

⎡
⎣

r
g
b

⎤
⎦ =

⎡
⎣

rr′R(rc) + rg′R(gc) + rb′R(bc)
gr′G(rc) + gg′G(gc) + gb′G(bc)
br′B(rc) + bg′B(gc) + bb′B(bc)

⎤
⎦ (4)

Equation (4) also can be simplified to linear equation.
⎡
⎣

r
g
b

⎤
⎦ =

⎡
⎣

c11 c12 c13

c21 c22 c23

c31 c32 c33

⎤
⎦ ·

⎡
⎣

rc

gc

bc

⎤
⎦ (5)

From (2)(3)(5), taking into account the ambient camera readings [r0 g0 b0]T ,
we have this equation.⎡

⎣
r
g
b

⎤
⎦ = μ1 ·

⎡
⎣

a11 a12 a13

a21 a22 a23

a31 a32 a33

⎤
⎦ ·

⎡
⎣

rp

gp

bp

⎤
⎦ +

⎡
⎣

r0

g0

b0

⎤
⎦ A =

⎡
⎣

a11 a12 a13

a21 a22 a23

a31 a32 a33

⎤
⎦ (6)

A is the projector-camera color crosstalk matrix. Without generality, we just set
μ1 = 1. It means the reflectance of the calibration object is the reference unit.

In order to known the A and the vector [r0 g0 b0]T in (6), we do the
following color calibration.

Firstly, the calibration object is acquired an image under just the ambient
light. The vector [r0 g0 b0]T can be readily obtained. Secondly, the input
pixel on the projector is just one channel, for example, red channel [rp 0 0]T .
The corresponding column in the matrix A can be obtained. In this article, three
values 85,170,255 for each channel are used. The least square method is applied
to calculate the optimal A.

Once we known the A and the vector [r0 g0 b0]T , it is possible to recover
the projection input[rp gp bp]T , given the camera reading[r g b]T .

⎡
⎣

rp

gp

bp

⎤
⎦ = A−1 ·

⎡
⎣

r − r0

g − g0

b − b0

⎤
⎦ (7)
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Fig. 2. The planar target

2.4 The Feature Point Detection and the Code Decoding

In this article, the calibration object is the planar target shown in Fig 2. The
left is a chessboard pattern containing 18 × 11 = 198 corner points. The size of
square is 20mm× 20mm. The right is blank as the projecting screen.

The feature point for the camera calibration can be readily detected using the
sub pixel corner detection method[18]. However, for the projector calibration,
it is bothersome. Because the image is color and the corner detection can only
deal with gray image, we transform the color image to the gray image using the
model HSV, then the sub pixel corner is detected.

The color image has to be corrected using (7) before decoding. After color
correction, the image is transformed to the space of the projector input pixel.
The code word can be recognized, for the maximum channel is the corresponding
code.

2.5 The Camera and Projector Calibration

For the camera calibration, the 3D points and corresponding 2D points are all
obtained. The camera can be calibrated using Zhang’s method[19]. However, for
the projector calibration, there are just camera image points and corresponding
projector image points. The 3D corresponding points on the 3D plane have to be
obtained. For a calibrated camera, each pixel on the camera image corresponds
to a line in the 3D space. Since the 3D plane has been known through camera
calibration, the intersection of the line and the 3D plane is the 3D corresponding
point for the pixel. So the 3D corresponding points can be computed readily.
Now, the projector can be calibrated using the same method as the camera.

3 Experiments

A portable structured light system shown in Fig 3 is developed in our lab. It is
composed with a camera with the 1024 × 1024 resolution and a Digital Light
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Fig. 3. The portable structured light system

Procession (DLP) projector with the 1024× 768 resolution. The proposed cali-
bration method of the SLS is implemented on the SLS.

3.1 The Performance of Corner Detection

In one process of the SLS calibration, 100 images are captured for just one pose
of the planar target. Because the method of the corner detection can’t directly
deal with the color image, the original color image has to be transformed to a
gray image. The first method is transforming the color image to gray image using
the HSV model. The second method is extracting the channel corresponding to
the maximum projector channel from the color images. The corners for the 100
images are obtained using the same sub pixel corner detection[18] on two kinds
of gray images from the same color images. The standard variance is computed
for each point. The results are shown in Fig 4. From Fig 4, we can see, the results
from the first method have higher precision than ones from the second method.
So in this article, the corners are detected on the gray image transformed from
the color image using the HSV model.

3.2 The Performance of the Decoding Method Using Color
Correction

Our proposed decoding method with color correction is compared with directly
decoding basing on the maximum channel without color correction. Figure 5
gives a decoding failure example from the second method on one image. We
can see the code word in the second row and the sixth column is decoded as 0,
because the red channel is a little larger than the green channel in the original
color image. However, in nature, it is 1 under the green light projection. After
color correction, the green channel becomes prominent and it is easy to get the
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Fig. 4. The standard variance of the corners from two kinds of gray images

2
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02
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2
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22

0 0

0 0 1

0

original pixel intensity
b = 73.0370   g = 104.4321   r = 104.5556

corrected pixel intensity
b = 17.1081   g = 96.8881   r = 23.1729

Fig. 5. One example of failure of decoding without color correction

right codeword, 1. The effect of the color correction can be seen in Fig 6. Figure
6 a is the original image and Fig 6 b is the result after color correction. Through
comparison, we can see that the color from the corresponding monochrome light
is enhanced and the contrast of Fig 6 b is higher.

In this experiment, the performance of two decoding method is compared.
One process of the SLS calibration includes 5 couple images from five different
poses of the planar target and the process of the SLS calibration is done 20
times. The ambient lights are different, and the apertures are also tuned. Two
decoding methods are implemented on the same color images. The times of
failure, obtaining wrong code words, are calculated. The results are present on
Table 2. It is very clear that our method with color correction can reduce the
failure times rapidly.
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(a) (b)

Fig. 6. The color correction result. (a) the original image (b) the image after color
correction.

Table 2. The failure times from two method in 100 images

The method Our method
without color correction with color correction

Failure times 19 0

Table 3. The camera and projector calibration results

camera

Value Three times standard variance

(α β) (2214.35, 2229.11) (17.3888 16.4209)

(u0 v0) (530.867, 475.213) (12.4782 21.097)

k (-0.1021 0.1694 -0.0045 -0.0054) (0.0367 0.4790 0.0024 0.0023)

projector

Value Three times standard variance

(α β) (1976.91, 1968.92) (16.0278 14.7516)

(u0 v0) (548.093, 785.27) (12.0697 24.9612)

k (-0.1838 0.2702 -0.0306 0.0007) (0.0407 0.0886 0.0051 0.0018)

3.3 The Calibration Results

Five couple images are acquired and the camera and projector are calibrated
using zhang’s method [19]. Table 3 shows the results. we can see the three times
standard variance is very small relative to the parameter values and the precision
of the parameters is very high.

4 Conclusion

In this paper, a new method for calibration of structured light system is ad-
dressed. Three code words,i.e. red green and blue squares are used to create pat-
tern image which refers to the M-array. In order to deal with the color crosstalk,
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the color calibration and the color correction are carried out before decoding the
codewords. The experiment results show that our proposed algorithm with color
correction is more robust in the process of decoding. The camera and projector
parameters in our real SLS are also computed using the proposed method. The
results show that our method is correct and precise.
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Close Range Inspection Using Novelty Detection Results 
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Abstract. This paper presents a close range inspection strategy which requires 
minimum information from mobile novelty detection results. We propose the 
use of the estimated position of the detected anomaly to assist path planning for 
close range inspection. This strategy allows the robot to have more inspection 
coverage of the surrounding perimeter of the object which in turn will increase 
the performance of detection using sensors with limited work range. A down 
sampled laser range finder measurements are used to show that the strategy is 
robust and work with any range sensors including one that is noisy, inaccurate 
and has low angular resolution. Experimental results show that the close range 
inspection brings the robot near the perimeter of the anomalous object and also 
achieved total close range inspection coverage. 

Keywords: Novelty detection, mobile robots, inspection strategy, multi-sensor 
synergy. 

1   Introduction 

Surveillance using a mobile robot has many advantages over using static sensor alone. 
Static sensors are positioned at fixed locations where in many situations, a vast 
number of the sensors would be required to cover the whole surveillance area [1]. 
This makes it impractical to use the type of sensors which have a very limited 
working range [2-4]. The use of a mobile robot overcomes this limitation by allowing 
the sensors to be brought closer to the object of interest.  

Sensing from a close range also benefits any kind of sensors. In general, the closer 
a sensor is to the source of the entity that it can sense, the more sensitive it will be. 
For example, chemical concentration is more diluted the further it is from the source. 
The same with radiation level, magnetic field, ambient light or other entities. Even 
with images from a camera, a close range snapshot will highlight more detail features 
such as the texture of the object. Apart from bringing the sensors close to the object of 
interest, the mobile robot could also diversify the angle of perception of the sensors. 
A camera would certainly benefit from this, as any object usually looks different from 
different angles. Other example includes the situation where the wind flows influence 
the chemical plume in a specific direction. 

Motivated by these benefits, we propose a novel approach to perform a close range 
inspection by using a mobile robot and a range sensor. The approach utilizes 
information from the anomaly position estimation strategy which was presented in our 
previous work [5, 6]. When using the proposed approach, close range inspection is 
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performed only when an anomalous object is detected using sensors which have a 
larger work range and can provide position information such as range sensors.  

The work presented in this paper is part of a project which investigates the 
challenges and benefits of implementing novelty detection (i.e. a mechanism to 
highlight unusual condition in the environment) on a mobile robot. For this reason, 
the work in this paper is constrained by the limited information from the result of 
novelty detection. To prove that our method is robust and requires minimum 
information, we have down-sampled the angular resolution of the laser range finder 
sensor that is used by the robot to detect anomalies. The contribution of this paper is a 
robust method to perform close range inspection of a detected anomaly.  

The rest of this paper is organized as follows. Section 2 presents the related work. 
This is followed by an overview of the system given in Section 3. Section 4 discussed 
the close range inspection strategy. Experimental results are given in Section 5. This 
paper is concluded in Section 6. 

2   Related Work 

The scope of the work described in this chapter is focused on how a mobile novelty 
detection system that has been described thus far could fully utilize its capabilities and 
overcome its limitations in order to perform a close range inspection. These make the 
work in this chapter unique. Thus far, the robot is capable to perform novelty 
detection on extended areas, locate the location of the source of novelty using the 
repetitive observation strategy and filter noises using the false positive filter. On the 
other hand, the robot also has some limitation. As it is designed for mobile robots or 
standalone novelty detection systems with minimum requirement, it is expected that 
the robot will use non sophisticated and noisy sensors that don’t require too much 
processing power, small storage and are not expensive. As mention before, this is one 
of the reasons why the laser range finder that is used in this thesis is down sampled in 
order to emulate these sensors. The discussion in this section will be based on these 
capabilities and limitations, as well as the nature of the task which is the close range 
inspection.  

Close range inspection requires a navigation strategy. One of the simplest 
navigation methods is bug algorithm and its variations [7-13]. A primary advantage of 
bug algorithm is that minimum information is needed, that is a start and a goal 
position and sensor measurements for obstacle avoidance. A more advanced 
navigation approaches involves planning of the path. Some of the popular approaches 
for path planning includes visibility graph (e.g. A*[14], Dijkstra [15] algorithm), grid 
based (e.g. distance transform [16]), potential fields [17] and sampling based. These 
methods require additional information that is the position of the robot and the space 
that it occupies. Unlike the algorithms in the bug family [18], path planning requires 
some prior knowledge of the obstacles before the robot move toward a goal.  

Traditionally the objective of the path planning is to determine the best path to use 
between start and goal points. Focus is usually given to finding the lowest cost path 
from the robot’s start state to the goal state. Cost can be in terms of the distance 
travelled, energy spent etc. However, unlike the common objective of this type of 
path planning, the objective of close range inspection is to maximize the inspection 
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coverage. Coverage path planning [19] is closer to the problem at hand because it 
gives more attention to the layout of the path itself. This type of path planning place 
emphasis on the space swept out by the robot. Examples of robotic application that 
benefit from coverage path planning are lawn mowing [20], harvesting[21], mine 
hunting [22] and floor cleaning [23], where in order to accomplish their task, they 
must cover all points in the environment. Coverage path planning usually involves 
breaking down the target region into cells through a process called decomposition. 
The problem is then simplified to visit all cells within the target region [24, 25]. This 
is done to provide some form of guarantee or measureable proof of either the 
completeness or optimality of the coverage. 

Close range inspection is unique in its objectives and in the challenges that arise in 
achieving them. First, unlike any path planning strategy, the aim is to travel as close 
to and to cover as much of the perimeter of the anomalous object as possible. 
Secondly, there is no prior information available for performing the navigation, 
including the start and goal position. Thus, for whatever navigation approaches that is 
employed by the close range inspection strategy, the robot need to autonomously 
determine the start and goal position. By using novelty detection and repetitive 
observation strategy, some information could be acquired about the approximate 
position of the object. Assuming that no other prior information is available, reactive 
algorithm similar to bug navigation method is the best option. However, some 
modification is needed to achieve the objective of close range inspection, which is 
fundamentally different form bug algorithm. 

3   System Overview 

An overview of the close range inspection system use for the close range inspection is 
given in Fig. 1. As mention earlier, the close range inspection depends on the 
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Fig. 2. Input to novelty detector (left) and estimation of anomalous source position (right) 

information from the results of novelty detection that was developed in our previous 
work. In brief, novelty detection works by taking a current measurement and compare 
it with measurement that is normally perceived at the same location. Fig. 2 shows a 
snapshot of a laser range finder scan which is divided into 8 sectors to emulate noisy 
sensor with coarse angular resolution (such as an array of 8 sonar or infrared sensors). 
Each sector contains an equal number of laser measurements. All the range 
measurements in each sector are averaged and the average forms the input vector to 
the Habituating Self Organizing Map (HSOM). HSOM neuron that best match the 
input measurement becomes the input to the spatial novelty detector together with the 
pose of the robot/sensor. The position of the anomaly (anomaly point) is estimated 
using input component (or sector average) that has the highest difference from the 
normal neuron (see Fig. 2). Repeated observation is performed to confirm the 
presence of the anomaly. The distribution of the anomaly points also represents the 
shape of the surface of the object. A detailed explanation of this part of the system is 
presented in [5, 6]. 

4   Navigation Strategy 

The objective of the close range inspection is to bring the robot close to the vicinity of 
the anomalous object. Since the distribution of the anomaly points approximately 
represents the position of the surface of the object, the anomaly points are used to 
guide the close range navigation. Once a true detection is confirmed, the robot 
determines the nearest and the furthest anomaly points from its current position. 
These points are used interchangeably as the start and goal position. The start and the 
goal position are represented as a point in 2-d space and the robot task is to move 
between these two points. However, this is not practical in a real world scenario 
because the anomaly points could be position inside an object, the robot positioning 
accuracy is not 100%, the robot size is bigger than a point and the robot is restricted 
to within a safety distance from the object. For this reason a distance threshold, DT is 
introduced so the robot is practically on the points if it is within a certain radius from 
the points.  
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There is a possibility that the robot moves further away from its goal position when 
it reacts to obstacles. This is especially true when the robot tries to return back to the 
starting position after it has reached the goal position. For example, in Fig. 3 if there 
is a wall on the left side of the anomalous object, avoiding obstacles (the wall) by 
using a left wall following behavior will make the robot moves further away from the 
object. To solve this problem, a threshold, DE is introduced. If the robot misses its 
target destination or moves further away from its target destination by DE, it will stop 
the action and perform the next step of the algorithm. This is necessary to guarantee 
the termination of the close range inspection.  

The detail of the navigation algorithm is as follows (see illustration in Fig. 3): 

Anomalous 
Object

G1/S2 Perform inspection 
(ROS + FPF) by 
following route

A

Stop if DC>DFPFB

PC

PA

PB

S1/G2

Original inspection route

Anomaly points with averaging error

Accessible perimeter

Close range inspection route

Move to PA

D

Move to PBE

Move to PAF

Move to PAG
Finish Close Range 
Inspection

H
Find PA and PBC

Object width is unknown

 
Fig. 3. Close Range Inspection Strategy 

Notations:  

PC  – Position where the robot confirms the presence of 
a true anomaly and starts close range inspection. 
PG - Goal position 
PA – Nearest anomaly point position from PC. 
PB  – Furthest anomaly point position from PC. 
PR  – Current robot position. 
DAB  – Distance between PA and PB. 
DLDA - Distance travel since robot last detect an 
anomaly point which belong to a confirm detection. 
DFPF  – Threshold distance for confirming a true  
positive detection. 
DRG  - Distance between PR to PG 

DRG’    - Current distance between PR to PG 
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DRA   – Initial distance between PR and PA. 
DRA’   – Current distance between PR and PA. 
DRB    – Initial distance between PR and PB. 
DRB’    – Current distance between PR and PB. 
DRO  – Current distance between PR and object. 
DTravel- Robot’s distance travel. 
DE  – Threshold distance for stopping the robot as it 
  moves pass or further away from the goal. 
DT - Threshold to indicate that robot has reach the 
target position. 
DS  – Minimum safety distance between PR and object. 
Reach goal - DRG`<DT 
Pass goal - DTravel>DRG+DE 
Move away from goal - DRG`>DRG+DE 

Safe - DRO>DS 

 

Parameter values (note: distance to target position is 
measured from the center of robot): 
DE = 500mm. 
DT = 300mm. 
DS = 600mm.  
 

Main() 
  While Perform common (non close range) inspection 
 If (DLDA>DFPF) 
    PC = PR 
   Close Range Inspection() 
   Move to PC 
 EndIf 
  EndWhile 
 
Navigate(G=A/B,W=left/right) 
  Set DRG = DRG’. Reset DTravel = 0.  
  Turn to PG 
  While (Not Pass goal AND Not Move away from goal) 
    If (obstacles) 
      Follow W wall 
 Else 
    Move straight to PG 

 EndIf 
 Operate close range sensor 
  EndWhile 
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Close Range Inspection() (CRI) 
  Find PA and PB.  
  While (Safe AND Not Reach goal) 
    Navigate(A,left) 
  EndWhile 
  Navigate(B,left) 
  If (Pass goal) 
    Navigate(A,left) 
 If (Pass goal) 
   Terminate CRI 
 Else (i.e. Move away from goal) 
   Navigate(A,right) 
   If (Pass goal OR Move away from goal) 
     Terminate CRI 
   EndIf 
 EndIf 
  Else (i.e. Move away from goal) 
 Navigate(B,right) 
 If (Pass goal) 
   Navigate (A,right) 
   If (Pass goal OR Move away from goal) 
     Terminate CRI 
   EndIf 
 Else (i.e. Move away from goal) 
   Terminate CRI 
 EndIf 
  EndIf 

5   Experimental Results 

In order to analyze the performance of the close range inspections, experiments were 
conducted in an environment shown in Fig. 4. The robot employed a wall following 
behavior for navigation and localized itself using particle filter. The objectives of the 
experiments are to analyze the performance of the strategy by using the measure of 
coverage given by Equation (1) where pcovered is the distance covered by the robot 
during close range inspection and paccesible is the actual accessible area by the robot for 
close range inspection. The algorithm was tested in three different scenarios, when an 
object was partially accessible, when an object is fully accessible and when a normal 
object is missing from its location. Prior to this, the robot was trained to learned 
normal condition of the environment, where in the first two scenario, the environment 
is normally empty whereas in the last scenario, the environment normally has object 2 
(see Fig. 4) at its center. 
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(1)

Fig. 5 shows the results of the experiments in the different scenarios. In the figures, 
anomaly points are represented as the red square dots. As we can see, by using the 
same algorithm and parameter settings, the robot successfully achieved 100% 
coverage in all three situations. However, in the case of a missing object, the 
threshold DE made the robot overly inspect the nearby areas.  

This is the tradeoff in choosing different value of DE. A higher DE value guarantees 
total coverage but the robot might over inspect. On the other hand a lower DE value 
ensures robot navigate only near the vicinity of the anomalous object at the expense 
of the possibility of not achieving 100% coverage. 

(a) Image of the L-shape environment (b) Dimension of the L-shape environment

Start 

End 

7m

5.65m

1.35m

3.6m

2.1m

0.1m
0.

8m

0.6m

0.4m
Object 2 

Object 1 

 
Fig. 4. Experimental setup 

(a) Partially accessible object (b) Fully accessible object (c) Missing object

PB

PA

PA

PB

PC

PB

PA

PC PC

 

Fig. 5. Experimental results; the close range inspection paths. The black dots represent the trail 
of the robot on its usual route. Blue and purple dots represent the trail of the robot on its close 
range inspection route. Different colors (blue and purple) are used to clarify movement of robot 
in different directions. 
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6   Conclusion 

The close range inspection strategy described in this paper uses minimum information 
from novelty detection results using range sensors and a mobile robot. It is a novel 
approach to perform an autonomous surveillance task. This approach opens up the 
possibility of using many types of sensors which were previously neglected for 
surveillance tasks because of their limited working range. Experimental results show 
that a full close range coverage could be achieved using the close range inspection 
strategy. 

Other than surveillance, other application of the close range inspection strategy is 
autonomous learning. The robot can gather data of new object using many of its 
sensors from a close range. The robot can also see the new object from different 
viewing points by following the close range inspection route. Future work includes 
the possibility of using sensors other than the laser range finder in order to estimate 
the anomaly position and to perform further close range inspection. 
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Abstract. The ACROBOTER project aims to develop a radically new
locomotion technology that can effectively be used in a home and/or in
a workplace environment for manipulating small objects autonomously.
It extends the workspace of existing indoor service robots in the vertical
direction, whilst its novel structure allows covering the whole volume of
a room. For the adequate accomplishment of demanding manipulating
tasks, its vision system must provide vital visual information concern-
ing the position of the robot in the 3D working space and the topology
of possible objects/obstacles in robot’s trajectory. Thus, the proposed
system is capable of: estimating robot’s pose in the room; reconstruct
the 3D working space and; recognize objects with remarkable efficiency.
In this work, initially, we present the basic structure of ACROBOTER
and its vision system and, we also evaluate the aforementioned functions.

Keywords: Pose Estimation, 3D Reconstruction, Object Recognition,
Vision Systems.

1 Introduction

In the last few years, a remarkable increase of autonomous robots’ usage in
domestic workplace environments has been discerned. A wealth of research is
devoted in building new frameworks capable of assisting people in everyday life.
Moreover, industries address all their efforts to developing machines for substi-
tuting humans in house chores such as tidying child’s bedroom after a party or
collecting clothes before they enter the washing machine. The need of robots
working closely to human beings makes a necessity the usage of intelligent sys-
tems. One of the most interesting evolutioned system is the ACROBOTER (Au-
tonomous Collaborative Robot to Swing and Work in Everyday EnviRonment)
whose vision system is presented in this work.

The main idea underlying the ACROBOTER project is the development of
new locomotion technology for manipulating small objects and/or assisting hu-
mans in their movements or exercises. This new type of mobile robot is able to
move fast and in any 3D direction in an interior environment. Due to the fact
that it extends the workspace of existing robots in the vertical direction, it is

M. Xie et al. (Eds.): ICIRA 2009, LNAI 5928, pp. 957–966, 2009.
c© Springer-Verlag Berlin Heidelberg 2009
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Fig. 1. Concept of the ACROBOTER project

able to operate on the top of tables, wardrobes and can be used for manipulating
objects placed on shelves, tables, work surfaces or on the floor.

The conceptual idea of the ACROBOTER project is the development of a
completely new technology of a wire suspended robot as it is shown in Fig. 1.
Specifically, the whole system is divided into several sub-systems whose archi-
tecture, apart from the vision’s one, is not presented in this work. The moving
platform depends on the anchor points-units placed in a raster fixed to the ceil-
ing of the room. The pendulum-like structure shown in the figure corresponds
to the swinging unit (SU) that hangs on a wire, whilst the necessary vertical
movements are provided by a winding mechanism (WM) placed on the climber
unit (CU). The horizontal transportation of the robot are fulfilled by the CU
combined with a linear drive for the fine adjustment of SU’s position between
the anchoring points. In addition, the SW is equipped with ducted fan actuators
that provide a free motion inside a conic volume. Therefore, ACROBOTER’s
ducted fan system is also used for the posing and as well as stabilization of the
robot’s motion, and as a result, the unit can fly freely around a suspension point.

As far as the vision system is concerned, it is responsible for three vital tasks
that affect directly the overall efficiency of the project. Especially, the vision
part emphasizes in the estimation of the SU’s pose, the reconstruction of the 3D
working environment of the robot and the recognition of objects found in the
scene. It consists of five Grasshopper cameras dispersed in different positions.
The Grasshopper camera manufactured by Point Grey Research is able to cap-
ture images up to 1280 X 960 pixels resolution and it is connected to the PC
via a firewire port, using the IEEE 1394b transfer protocol. As far as 3D recon-
struction and object recognition are concerned, they are based on four cameras
installed in the four corners of the room shown as shown in Fig. 1. The last
camera, which provides vital data to compute the SU’s pose, is mounted onto
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the CU and is fixated towards the ground. The aforementioned demanding tasks
are adequately fulfilled by developing and implementing techniques beyond the
state-of-the-art.

The remainder of this paper is structured as follows: In Section 2 we give
an overview about the related work in the areas of pose estimation, 3D recon-
struction and object recognition. ACROBOTER’s pose estimation method is
presented in Section 3, where both the hardware architecture and the first exper-
imental results are shown. In addition, the 3D reconstruction technique adopted
along with the corresponding results are demonstrated in Section 4. Further-
more, essential information concerning the object recognition scheme and how
it is trained for the purposes of the ACROBOTER, is presented in Section 5.
The last Section 6, concludes with some final notes and an outlook to the future
work.

2 Related Work

The essential idea underlying the ACROBOTER project is this new type of
autonomous mobile platform, which is designed to move fast and in any direction
in an indoor environment. Furthermore, the main challenge is to navigate around
any kind of obstacles such as stairs, doorsteps and various other everyday objects
that can be found in a room. The ACROBOTER concept outperforms existing
developments that require a robot to climb walls and ceiling, due to the fact that
it extends significantly the vertical working space of any state-of-the-art similar
robotics application. The MATS robot [1], walking robots like Honda’s ASIMO
or even the Care-o-Bot from IPA proved to have many drawbacks compared
to ACROBOTER. The only system or mobile platform that approximates the
design or the concept of the presented project is the Flora ceiling based service
robot [2]. The latter uses some kind of telescopic arms for the navigation of
the working unit into the 3D working space and electromagnetic force for the
stabilization of the moving cart on the ceiling.

As far as pose estimation is concerned, it is achieved by using two sensors,
a visual and an inertial one. The visual sensor is mounted on the CU and is
fixated towards the ground, where the SU operates, and computes the extrinsic
parameters of the SU in real-time. An IMU senor lies on the top of the SU and its
measurements are fused with the camera ones. This visuo-inertial fusion has been
used to many robotics applications as their complimentarity provides efficiency
and robustness to the system. The visuo-inertial applications can be divided into
three categories, namely the correction, the colligation and the fusion one [3].
The correction deals the readings of the camera as the desired values, while the
IMU readings are the estimated ones and vice versa. Concerning the colligation
type of integration, a combination of all the measurements takes place. Usually
there is a control loop to verify, the camera measurements with the IMU ones
and vice versa [4]. Finally, the fusion category takes both measurements into
account. Gemeiner et al. have estimated the egomotion and the environmental
structure by assessing a binocular vision system integrated with an inertial sensor
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[5]. Shademan et al. [6] have demontrated a comparative study for fusing inertial
sensors with visual ones via EKF and iterated extended Kalman filter (IEKF).
The main difference of the pose estimation subtask (PES) in the ACROBOTER
project with the aforementioned work is that the visual sensor has a different
reference frame from the IMU. Furthermore the fact that the visual sensor is
constantly moving increases the subsystem’s complexity to a high degree. The
PES architecture used in the ACROBOTER project is selected after examination
described in [7].

The key framework where the 3D Reconstruction task of the ACROBOTER is
based on is the computation of the representation of every object in an everyday
room using wide baseline stereo techniques. Previous approaches on this field
encompass the use of small correlations windows among the views [8] or opti-
mization techniques like graph-cuts [9]. The drawback of using such small image
windows and optimization techniques is that are very sensitive to illumination
changes and textureless surfaces. Recently, methods that rely on the simplicity
and discriminative power of feature detectors and descriptors have been pre-
sented [10] and have been used mostly for depth estimation applications.

Recognizing objects in a scene is fundamental task in image understanding and
still constitute one of the most challenging tasks. Every pattern recognition tech-
nique is directly related with the decryption of vital visual information contained
in the natural environment. During the past few years, researchers emphasized
in building new recognition frameworks based on appearance features with local
estate. Algorithms of this field extract features with local extent that are invari-
ant to possible illumination, viewpoint, rotation and scale changes. In addition,
several techniques that enforce the crucial role of local features in demanding
pattern recognition application were presented [11]. One of the most efficient
object recognition scheme, that is adopted for the purposes of ACROBOTER,
is the Scale Invariant Feature Transform (SIFT) [12]. The latter was selected
among a set of high-level algorithms to describe patterns and objects. Further-
more, by using information derived from SIFT, we were able to estimate the
distance between camera and objects found in a scene.

3 ACROBOTER’s Pose Estimation Task

In the ACROBOTER project the pose estimation task provides the orientation
and the position vectors of the SU. The PES, is composed of two senors and two
computers. A camera is mounted onto the CU and is fixated towards the ground,
while a IMU sensor is placed on the top surface of the SU. Both sensors are
connected to the respective subsystem computers, while their communication
is built on top of sockets. The ACROBOTER system operates in real-time,
demanding so, the PES to be able to operate also in high frequencies. In order to
meet the requirements of low processing times the PES utilizes the C# OpenCV
(Open Source Computer Vision) libraries [13] for the vision tasks, which exhibit
low computational load and, thus, they achieve real-time operation. The IMU
sensor readings, are acquired by a program code which is implemented in the
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C# environment, as well. The measurements of the sensors are fused by the
extended Kalman filter (EFK) as it is capable to deal with non-linear problems,
and its recursive nature eliminates the errors [14].

The ACROBOTER1 pose estimation subsystem is depicted in Fig. 2(a). The
two computers are connected with each other, through a high speed network
protocol as it is illustrated in Fig. 2(b). The visual pose estimation measurements
are fused at the SU PC. The EKF is utilized in a function which has two inputs,
one for each sensor. The inputs to the EFK are vector states, which includes the
positions and the rotations of the three axis. The filter’s error covariances, R and
Q, concerning the measurement and the process noises, respectively, are tuned
to have a ratio of 10 (R/Q=10). These tuning variables determine whether the
output follows more the IMU’s measurements or the camera’s ones. Depending
on the reliability of the sensors, the value of Q can be increased, to give more
weight to the visual pose, or on the contrary can be decreased, in order the
IMU’s pose estimates to gain more weight. However, there is a trade off between
the cumulative drift error of the inertial unit sensors and the possible occlusions
to the field of view regarding the camera. As a result, the tuning process of the
filter is highly application dependent and it is mostly a trial and error one.

(a) (b)

Fig. 2. (a) The ACROBOTER system hardware architecture. The orange box represent
the inertial unit for SU, blue cylinder. (b) The proposed system architecture.

The first prototype for the assessment of the visual pose estimation system
was performed by identifying a chess board with known geometry. The algorithm
identifies the SU by recognizing all the features, i.e. the corners of the chess board
squares. The final rotation and translation matrices are given by the OpenCV
libraries. Although there is not going to be used a chess board as a feature for
the ACROBOTER, the same procedure applies. The landmarks are going to
be an arrangement of markers with known geometry. Thus, instead of having as
1 The ACROBOTER project is still under development. There are copyright restric-

tions for demonstrating the proposed parts into images. The only parts that can be
illustrated are the camera and the inertial sensors.



962 R. Kouskouridas et al.

features the square corners, the markers will be the new features. In order to test
the efficiency of our system we mounted the camera on a pan-tilt mechanism and
rotated the camera to known angles. The translation measurement where tested
with a laser sensor. The accuracy the system is demonstrated in Table 1(a).

Table 1. Overall results for the rotations (left) and for the translations (right). The
pan-tilt and the laser sensor measurements are used as the ground truth.

Pan-Tilt Camera IMU EFK

Roll 14.66 13.99 14.83 14.62
Pitch 4.47 4.58 4.36 4.42
Yaw 9.08 8.84 8.93 8.89
Accuracy 100% 96.7% 98.2% 98.8%
Error 0 0.34 0.15 0.1

Laser Camera IMU EFK

x 56.21 55.87 57.60 56.47
y 34.82 33.31 33.26 33.39
z 76.63 76.07 77.33 76.51
Accuracy 100% 98.11% 97.4% 98.33%
Error 0 0.80 1.22 0.64

4 ACROBOTER’s 3D Reconstruction Task

Reconstruction of surfaces from multiple images has been a central research
problem in Computer Vision for a long time. Early previous work in this area
focused on developing stereo algorithms mostly for binocular camera configu-
rations. More recently, however, due to significant advances in computational
power, vision systems using multiple cameras are becoming increasingly feasi-
ble and practical. Multi camera systems like the Vi Room which is a low cost
synchronized multi camera system developed by [15] and the 3D Room devel-
oped by [16] are systems able to capture multiple synchronized images of indoor
scenes. They were developed mainly for tracking applications without providing
any knowledge for the structure of the 3D environment.

Due to the wide baseline nature of the 3D reconstruction subtask of the AC-
ROBOTER project, where only four cameras mounted on the four respective
corners of the ceiling must provide the coordinates of every object inside the
scene, voxel-based algorithms can not deliver accurate results and robust mea-
surements. Thus, a system similar to [17], where point-wise similarity measures
for two consecutive views are used, has been expanded to trifocal plane in order
to meet the requirements of the task.

Our system gradually combines the strengths of a point-wise similarity mea-
sure and a discriminant feature descriptor to deal with the huge amount of in-
formation and acquire the desirable result. First of all, we extract features from
four views. Due to the unique position of the cameras we need an algorithm that
can deal with extreme image tranformations and extract robust feature points.
Thus, the use of an algorithm which can provide both quality features and robust
matching among them is considered. The ASIFT [18] descriptor can provide the
great results of the SIFT algorithm even when affine transformations will occur.
The features of different images are then compared using the similarity function
of SIFT and lists of potential matches are established. Based on these matches
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the relations between the views are computed. We first compute the relationship
among the two images which can give us imformation about the exact position
of the points among those two views. The next step is the application of trilinear
constraints in order to process additional information from another camera. The
trifocal tensor is used because of its unique characteristic to transfer correspond-
ing points of the two views to the corresponding point in a third view. Thus, we
attain robust point correspodences between the three views of the four cameras
in the room. Finally, we compute trifocal tensors over the four triplets of im-
ages and a dense point cloud is gradually produced, providing exact information
about the position of the objects inside the scene.

In Fig 3 an example of three views from our tests is illustrated. Three wide
baseline views are shown at top left side which are the original images from the
cameras. Below them the corresponding points between them are depicted and
the final 3D point cloud after the application of the trifocal tensor is shown on
the right part of the figure.

Fig. 3. Three views of the cameras on the top left, three views showing the correspo-
dences between them on the bottom left and the final 3D point cloud after the trifocal
tensor is applied

5 ACROBOTER’s Object Recognition Task

The main idea of local appearance-based recognition methods is the decryption
of locally visual information. Thus, the indispensable visual distinctiveness of
an object in a scene is ensured by locally sampled descriptions. The efficiency
of algorithms based on features is directly related to the maintenance of this
regional-based data. Furthermore, the two main submechanisms of such frame-
works are the detectors and descriptors of areas of interest. The latter provide
special attributes such as, insensitivity against rotation, scale, illumination or
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viewpoint changes. Generally, the main idea behind interest point detector is
the pursuit of points or regions with unique information in a scene. These spots
or areas contain data that distinguish them from others in their local neigh-
borhood. The most important methods of this field are Harris Corner detector
[19], Scale Invariant Feature Transform (SIFT) [12] and Speeded Up Robust
Features (SURF) [20]. On the other hand, the descriptor organizes the infor-
mation collected from the detector in a discriminating manner. Thus, locally
sampled feature descriptions are transformed into high dimensional feature vec-
tors. From time to time, several approaches that implement a descriptor have
been proposed. The most important are the Moment Invariants [21], Gradient
Location and Orientation Histogram (GLOH) [22] and SURF [20]. For the pur-
poses of ACROBOTER SIFT was adopted and expanded in order to estimate
the distance between camera and objects found in a scene.

ACROBOTER’s object recognition task is based on the four cameras installed
in the four corners of the room. The main idea behind the proposed method is to
maintain SIFT’s properties whilst we make an attempt to enhance them. Thus,
we have constructed a large database containing images from several objects.
With a view to database’s enrichment, these objects were photographed from
different viewpoints and distances from the camera. Moreover, we used SIFT’s
matching sub-procedure to build an on-line scene search engine. Estimations de-
rived from this engine are taken into account for the position estimation task.
Initially, for each image in the database keypoint features are extracted, using
SIFT. Then, the training session, where each object is photographed at different
distances from the camera that are stored for further exploitation, takes place.
Afterwards, the matching sub-procedure of SIFT is performed, where one im-
age representing the scene is compared with several others (one per sample),
representing the object from different viewpoints. Moreover,the features’ centers
of mass in both images are calculated. Next, the distance, measured in pixels
with the use of Euclidian Distance, of each keypoint from the center of mass
is calculated. Finally, by taking into account camera’s distance from the object
during the training session we are able to estimate objects’ distance from the
camera.

In Fig. 4(a) a scene that contains three different objects (e.g. a book, a mo-
dem’s box and a motherboard’s box), is illustrated2. With a view to reader’s bet-
ter understanding, objects found in the scene are referred as book, modem and
box, respectively. During the training session, where the system remained offline,
each object was captured separately from different viewpoints under varying il-
lumination and geometrical (distance from the camera) conditions. Afterwards,
and when the system started, the on-line scene search engine came into opera-
tion. The proposed method was evaluated through exhaustive tests containing
several scenes and objects. The results of the recognition process were remark-
able (approximately 98%), whilst the ones concerning the position estimation
procedure for the three aforementioned objects are shown in Fig. 4(b).

2 The ACROBOTER project is still under development. Due to the limited space only
a part of the experimental results is demonstrated.
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(a) (b)

Fig. 4. (a) The three objects (book, box, modem) used for evaluation purposes. (b)
Accuracy of ACROBOTER’s position estimation algorithm.

6 Conclusion

The basic structure and the vision system of the ACROBOTER project has been
presented in this paper. The ACROBOTER’s system is capable of: estimating
robot’s pose in the room; reconstruct the 3D working space and; recognize objects
with remarkable efficiency. For each aforementioned process we implemented
methods that are beyond the current state-off-the-art. Moreover, although the
project is ongoing, the first experimental results prove that the overall efficiency
of the developing vision system ranges at very high standards. As a result, and
with a view to the integration with other systems of the project, we believe that
the ACROBOTER will make a great breakthrough at the field of autonomous
mobile assistant robots.
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Abstract. Machined surface texture is very critical factor since it directly 
affects the surface quality and part mechanical behavior, especially，the 
surface roughness. In this paper, a new model is presented to build kinematic 
relationship between the arbitrary point of the cutter edge and the arbitrary 
point of the machining feature, the ruled surface texture is first evaluated by 
means of calculating an deviation value along a normal direction of an arbitrary 
point on nominal part surface in terms of the proposed model, three dimension 
profile can also be simulated, two examples are used to verify the feasibility of 
the proposed model. 

Keywords: Flank milling, Ruled surface, Geometric error, surface roughness. 

1   Introduction  

The qualities of die/mold and machined parts are determined by their surface 
roughness and the form accuracy. As the life cycle of mold products reduces, lead 
time reduction together with high quality assurance becomes an important issue in 
manufacturing industry. In this regard, high speed machining is widely used for the 
high productivity. In high speed machining, feed per tooth and pick feed are very 
small compared to those in general machining. As a result, it is necessary to study the 
surface texture characteristics in the microscopic view. End milling is a prevalent 
machining process used extensively in the manufacturing industry to make flat 
surfaces of precision die/mold and other mechanical parts. Simulations of machined 
surface texture constitute an active research topic in the manufacturing community. 
Relevant published research work can be summarized as follows. Kline et al. [1] 
discussed the effects of cutter runout on the shape of the tooth marks in end milling 
process. Jung et al. [2,3] developed the so-called ridge method to predict the 
characteristic lines of the cut remainder for a disk tool in the ball-end milling process, 
and three types of ridges are defined to this end. Imani et al. [4], Imani and Elbestawi 
[5], and Sadeghi et al. [6] used solid modeling techniques and Boolean operations to 
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deal with the geometric simulation of the ball-end milling operations. In summary, 
many researchers employed discretization and interpolation techniques to simulate the 
machined surface texture. Elbestawi et al. [7] and Ismail et al. [8] studied the trochoid 
path for surface generation of end milling. The tool path is discretized into segments 
to simulate the surface texture. Based on the concepts of parallel reference section 
levels and elementary linear sections, Bouzakis et al. [9] modeled the workpiece and 
cutting edge to simulate the texture in the ball-end milling process. Furthermore, 
Ehmann and Hong [10], Yan et al. [11] and Lazoglu [12] applied a similar method to 
the ball-end milling process. Li et al. [13] formulated the trajectory equations of the 
cutting edge relative to the workpiece and simulated the surface texture in the end 
milling process. Antoniadis et al.[14] determined the machined surface roughness for 
ball-end milling, based on shape-function interpolation over a number of finite linear 
segments of the workpiece. Zhang et al. [15] developed a algorithm to predict the 
machined surface topography and roughness in multi-axis ball end milling of plane and 
sculptured surfaces. In fact, all above methods aim to plane, though, [15] dealt with 
sculptured surface, they assume that tool swept path was given in advance, however 
tool swept path is very different for obtaining, as far as we known, until now, ruled 
surface topography is not developed, under motivation, we develop model and 
simulate the ruled surface topography. 

This paper presents a general model to simulate the machined surface texture and 
roughness in milling process. First, the trajectory equation system of the cutting edge 
relative to the workpiece in the milling process is formulated with an illustration of the 
height of the cut remainder. Then, numerical methods are developed to solve the 
equation system for end and flank milling. Finally, some examples are studied to 
evaluate the texture and roughness. Results are compared to corresponding 
experimental ones. In addition, the developed algorithm has also the advantage of 
determining the tool position whenever the machined surface is generated in any 
desired node. This will be helpful in the prediction of form errors due to machining 
deformation. 

2   Kinematic Model 

First, consider an arbitrary contour mill and machined surface illustrated in Fig. 1. 
Under the premise of disregarding the influence of material properties of the 
workpiece and the tool, and vibration of the machine system, the machined surface 
texture mainly depends on the tool geometry, tool path, and spindle runout. In 
order to facilitate the description of the relative motion relationship between the 
blade of the cutter and workpiece in the milling process, a set of coordinate 
systems are established a priori, as shown in Fig. 1. W W W WO x y z  represents a 

reference coordinate system fixed on the workpiece. OA A A Ax y z is the local 

coordinate system fixed on the main shaft of the milling machine. OC C C Cx y z  is the 

local coordinate system fixed on the cutter. The cutter revolves round the spindle, 
i.e., axis A AO Z , with the angle speed . O j j j

C E E Ex y z is defined as the local coordinate  
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Fig. 1. Coordinate systems configuration in the milling process 

system attached to the jth cutting edge. i i iOζ ξ η  is the local coordinate system 

whose origin is located at sample point P  on the machined surface with being the 
normal vector of point P . 

In addition, ( )  
T

x y zf f f=f  is the feed vector, jφ  is the angle between the 

axis j
C EO x  and axis C CO x .In the coordinate system j j j

C E E EO x y z , let and z be curvilinear 

parameters, then the coordinates of a given point P on the thj  cutting edge in terms 

of the geometrical characteristics of the cutting edge can be expressed as 
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 (1) 

where, β is the helix angle of the cutter, R is the diameter of the cutter. 

For the purpose of transforming the point on the cutter edge into the workpiece 
coordinate frame, the corresponding transformation procedures are given as follows: 

The coordinate frame of the cutter edge j j j
E E EOx y z  in cutter coordinate frame 

W W W WO x y z  can be expressed as follows: 

                  ( )
( ) ( )
( ) ( )
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sin cos 0 0,
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0 0 0 1

j j
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where, 0

2 ( 1)
j

t

j

N

πϕ ϕ −= + , is the position angle of the thj edge in coordinate cutter 

coordinate frame, 0ϕ  is an initial value, tN  is the number of the cutter edges. 

Similarly, the cutter coordinate frame OC C C Cx y z  in the coordinate frame of the main 

shaft OA A A Ax y z  can be described as follows: 

                   ( )
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The coordinate of main shaft OA A A Ax y z  in the coordinate frame of the workpiece can 

be expressed as follows: 

                    ( ) ( )
1 0 0

0 1 0

0 0 1
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s
x x

s
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in order to obtain relative motion relationship of the cutting edge point with respect to 
the machining feature point on the nominal part surface, the detailed procedure is 
given as follows: 

Firstly, assume that the part surface is regular surface which is a 2C  type of 
surface and is differentiable or smooth, is parameterized as 

( ),

0

u v

u v

⎧ =
⎪
⎨∂ ∂× ≠⎪∂ ∂⎩

x x

x x  (5) 

Where, u and v  are curvilinear coordinates of a surface, according to intrinsic 
properties of a surface, tow tangent vectors and normal vector of an arbitrary point on 
a nominal surface can be obtained as 

( )

( )

( ) ( ) ( )
( ) ( )

11 12 13
1 1 1 1

21 22 23
2 2 2 2

31 32 33

, ,

, ,

, ,

it it it it

it it it it

in in in in

u
r r r

u

v
r r r

v

u v
r r r

u v

⎧ ∂ ∂⎪ =
∂ ∂⎪

⎪ ∂ ∂⎪ =⎨ ∂ ∂⎪
⎪ ∂ ∂ × ∂ ∂⎪ =
⎪ ∂ ∂ × ∂ ∂⎩

x
t

x

x
t

x

x x
n

x x

 (6) 
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These vectors, in Eq. (8), 3 1
1it

×∈ℜt , 3 1
2it

×∈ℜt  and 3 1
in

×∈ℜn  are used to define unit 

coordinate frame of an arbitrary point ( ), ,f f f f
i i i iP x y z on a nominal surface, right 

hand rule is adopted as shown in Fig. 1. the specific form is expressed as follows: 

1it iOς=t    2it iOξ=t   in iOη=n  (7) 

At the same time, they are also used to construct transformation matrix which 
determine position and orientation of a current feature point coordinate frame in 
workpiece coordinate frame, three Eular angle ( ), ,α β γ consists of orientation matrix 

is given as 
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For a given point on a nominal part surface, a corresponding to coordinate frame 

i i iOζ ξ η , in workpiece coordinate frame, has an corresponding orientation matrix 

which can be expressed as follows: 
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11 21 31
1 2
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1 2 1 2

13 23 33
1 2
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f it it in i i i
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By combining Eqs. (5)-(9), a transformation matrix which is used to describe position 
and orientation of workpiece coordinate frame W W W WO x y z  with respect to a nominal 

feature point coordinate frame i i iOζ ξ η , on a nominal part surface can be obtained as 

follows   

( )( ) ( )( ), , , ,

0 1

i i

i i

T TP PW W W
P f f f

f W

α β γ α β γ⎡ ⎤−⎢ ⎥=
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R R P
T  (10) 

where, 4 4iP
f W

×∈ ℜT is a transformation matrix, 3

i

W
f ∈ℜP  is a position vector of a 

nominal feature point in workpiece coordinate frame W W W WO x y z .  

In side milling ruled surface, the feed velocity is perpendicular to the normal vector 
of a nominal part surface, a dot product of feed speed f and normal vector is expressed 
as follows                     

0in ⋅ =n f  (11) 

By combining Eqs. (1)-(4), Eq. (10) and Eq. (11), an explicit, kinematical  
trajectory expression of cutter edge point relative to machining feature point can be 
expressed as 
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Therefore, we obtain a general model of the relative motion of an arbitrary point of 
the cutting tool with respect to corresponding to an arbitrary point of the machining 
feature, since the cutting edge has to contact with the machined surface at all through 
time, and then we can obtain the contact constraint equation system in terms of Eq. 
(12), their specific forms are given as follows 

( )
( )
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, , , , , , , 0
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⎨
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in milling, cutting edge trajectories sweeping part surface are a family of cycloid 
surface associated with definite position relationship each other, therefore, based on 
the geometrical characteristics of the cutting edge and tool path, the topography 
corresponds to the AP

AP

F
Ez  value with such ,

P
i jθ  and t  satisfying the following equation 

system: by means of the specified initial conditions and solving Eq. (13) and 
obtaining a deviation along a normal direction of an arbitrary point on nominal part 
surface, texture can be simulated; the detailed application will be illustrated in cases 
of two examples in following section. 

3   Case Studies 

In two simulations, plane side and curve milling as shown in Fig. 2 and Fig. 3 are 
simulated. Milling conditions listed in Table 1 are selected not only for machining 
requirement but also for more observability and feedrate is deliberately enlarged. The 
Prediction results given in Fig. 4 show that the up and down milling processes result 
in different surface textures. From Table 2, it is noted that the simulated aR (surface 

roughness) associated with up milling is less than that of the down milling. This result 
agrees with the basic knowledge of machining experiences. Finally, effects of various 
machining parameters, such as cutter radius and feed speed, on the machined surface 
roughness are investigated. For the up milling process, it is shown in Fig. 4 that an 
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Fig. 2. Plane milling in machining process       Fig. 3. A curve ruled surface 

Table 1. Milling conditions in the end milling process 

methods R  
tN  β  ω  

tf  pa  
ea  ρ  

plane 3 4 400 800rev/min 0.168 1mm  21mm  0.004 
curve 4 4 400 800rev/min 0.85 1mm  10mm  0.002 

 
increase of the cutter radius will lead to a decrease of surface roughness. Contrarily, 
an increase of the feed rate will lead to an increase of the roughness as shown in  
Table 3 ( aR is arithmetical average deviation, zR is  ten point height of irregulartlies, 

yR  is maximum height of the profile). These numerical results conform to practical 

experiences. It is noted that with the increase of the feed speed and decrease of the 
cutter radius are the same results. The reason is that the effect of the relative 
movement of the cutting edge and the workpiece to the surface roughness will 
increase, correspondingly, with those changes. Consequently, effects of other factors, 
e.g., vibration and tool wear, will decrease. Another important comment has to be 
made for the above results. However, some other unconsidered factors are not always 
sure to increase the roughness. For example, the influence of flank wear on the 
roughness was studied in [8].  

Since curved surface topography is not to be easily observed, all of deviations 
along normal direction of each sampled point on a nominal surface are up to 10x 
magnification of the image displayed in Fig. 5 (a) and Fig. 5(b). 
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Fig. 5. Down milling surface texture of curve milling 

Table 2. Simulation results in the end milling process ( )mμ  

Milling type aR  zR  yR  

Up milling 3.616 7.228 7.195 
Down milling 11.995         10.669         10.620 

Table 3. Simulation results in the end milling process ( )mμ  

Spindle rotation speed tf  aR  zR  yR  

450 0.15 0.398 0.890 0.890 
900 0.3 0.435 1.675 1.675 
450 0.3 1.580 3.402 3.402 

4   Conclusions 

This paper proposed an effective model which is flexible, can be applied to not only 
plane surface but also curved surface. by means of the model, two simulations are 
performed to validate the correctness, one is a plane side milling which is used to 
demonstrate simulation texture agreeing with experiment, the other is a curve ruled 
surface flank milling which is used to verify the model applying to surface, simulation 
results are consistent with basic knowledge of machining experiences, which indicate 
the effectiveness of the proposed model. 
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Abstract. Cognition, and automated cognition i.e. cognitics, have recently been 
given a theoretical framework, whereby core concepts have been formally  
defined, along with metric units. Beyond intellectual exploration and cultural 
interest, this was also motivated by the goal to automate cognition, i. e. to carry 
over some of the cognitive processes and tasks from humans to machine-based 
artifacts. First achievements have led to a number of interesting new results. 
One of them is to make explicit and more evident than in the past the critical 
role, in cognitics, of time and change quantities, as well as of the coercive level 
of control actions, along with perturbations and system properties. After a brief 
reminder of essential definitions, the paper reports on these topics, describing 
and discussing a number of complementary aspects summarized in title: 1. time 
and abstraction levels, which lead to various time properties and  possibly  
specific orders of stationarity; 2. time based difference between knowledge and 
expertise; 3. critical role of time in estimation of information quantities, and 
thereby in particular in the estimation of complexity and knowledge quantities; 
4. explanation, straightforward in this context, of the apparent so-called “para-
doxes of experts”, in learning and forecasting; 5. importance  of time in automa-
tion as well, more specifically in loop control, where some time properties of 
control path (including perception, decision and action phases) relatively to 
those of system behavior (here the system is the entity to be controlled) are 
critical for success; 6. time and changes interrelations, with necessity, for quan-
titative estimation, of considering other factors as well; 7. possible changes of 
system time properties, in the context of closed loop control, whereby large  
differences may occur with respect to those in natural (open loop) status, de-
pending on action and perturbation intensities, as well as on possible overall 
non-stationarities and non-linearities; 8. driving causes for changes, and classi-
cal analogies in the context of human psyche and cognition dynamics. The pa-
per illustrates discussions with concrete examples relating to Robocup-at-Home 
competition tests and applications. 

1   Introduction 

Progress in automation reaches applications where cognitive abilities are critical. An 
example of domain where this is evident is the domain of service robots, and in par-
ticular systems to help at home, where basic cognitive abilities are necessary in terms 
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of self initiatives, cooperative behavior and, generally speaking, human-robot-
interaction. The league “at-Home” of the worldwide “Robocup” project is a particu-
larly interesting field, where practical experiments and theoretical developments  
can complement each other, with participation of forces stemming from all world 
horizons [1,2]. 

Applications require technical excellence, and for this purpose appropriate bases in 
terms of definitions and metric system had to be developed for machine-based cogni-
tion [3,4]. Quantitative aspects have proven critical in a variety of domains; here are 
three examples: 1. in most applications signal processing techniques and software 
engineering approaches prove to deliver much more performances than conventional 
AI methodologies; 2. shortcomings have been made more evident than in the past, 
even for concepts long established as models and information [5]; 3. now this paper 
reports on another class of difficulties which become more apparent: traditionally we 
have kept a rather too static view of matters, especially in cognition, and in fact phe-
nomena involve time and changes, which leads to dynamics and evolution; in this 
respect again, it helps a lot to be quantitatively oriented. 

The reported work is believed to be unique in its commitment to provide a precise 
framework allowing for quantitative estimations of cognitive entities, with formal 
connection and full coherence, where applicable, with widely accepted theories and 
standard units (re. numerous references cited in previous publications (in particular 
[3-5]). Nevertheless other views about cognitive dynamics can also be found in exist-
ing literature [e.g. 6, 7].  

The paper is organized as follows. Part 2 briefly reminds the basic definitions in 
cognition dynamics and automated cognition, cognitics. Part 3 is the main part and 
introduces a number of new aspects, ranging from elementary multimodal time prop-
erties, time varying amounts of complexity and knowledge, time-based difference 
between knowledge and expertise, to compound consequences, such as paradoxes of 
experts, stability of automated processes, correspondence between time and changes, 
as well as the possibility, with appropriate driving causes, to modulate the quantity of 
some critical time properties. Part 4 provides concrete examples for the points dis-
cussed so far, taken from Robocup-at-Home context. 

2   Essential Definitions in Cognition and Cognitics 

Let us briefly mostly remind basic definitions relevant for cognition dynamics. This 
will be done in three groups, relating first to central aspects of cognition and dynam-
ics, then to immediate contextual concepts, the second group dealing with information 
and modeling, and finally the third one addressing basic time properties. 

2.1   Cognition Domain and Dynamics 

Starting from usual, individual definitions for cognition and dynamics, this section 
introduces the new cross concept of cognition dynamics, and reminds how cognitics 
and, rigorously, the concepts of knowledge and complexity have been delineated. 
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It is generally accepted, in particular, that “in psychology and cognitive science 
cognition refers to an information processing view of an individual's psychological 
functions” [8], and that the origin of the word is cognoscere (Latin) i.e. “to know”. 

Similarly “dynamics refers to time evolution of physical processes”; it may also re-
fer to “forces and motions” of objects; and the original Greek form of the word (dy-
namics) means ”power”. 

In the paper, “cognition dynamics” will be essentially coherent with these common 
definitions, mapping in the first domain -cognition- concepts traditionally more typi-
cally associated with the physical world in the context of dynamics. 

“Cognitics” has been coined in order to possibly make a distinction between hu-
man-based and machine-based individuals or systems. Cognitics is in principle re-
served to the latter case; it relates to the domain of “automated” cognition.   

In an attempt to describe rigorously cognition, which is in particular quite neces-
sary in order to develop cognitics, axiomatic definitions have been elaborated along 
with an appropriate metric system [5]. This effort to explore cognition beyond purely 
qualitative aspects develops in the domain of “quantitative cognitics”. 

Knowledge is the cornerstone of this rigorous construction. The word refers to the 
roots of cognition (“to know”); it refers to the property of cognitive systems to proc-
ess information, and more specifically to deliver (output) information. Quantitatively, 
knowledge, K, is estimated as a function of the amounts of two flows of information: 
input information and output information; the unit is the “lin”.  

Complexity is the property of requiring a large amount of information for descrip-
tion; quantitatively it can be estimated with the same unit as for information, i.e. “bit”. 

Abstraction is the property of cognitive systems that yield less information than 
they receive. Reciprocally, concretization is the property of systems yielding more 
information than they receive. 

2.2   Information and Modeling 

Information and modeling are first classically introduced in the sequel. Then, known 
shortcomings are reminded. And a new view on the possible role of digital informa-
tion is presented. 

Information has been defined in the middle of 20th century on the basis of a prob-
ability calculus; the unit for metric purpose is usually the “bit”. 

It turns out that in practice information cannot be estimated in finite terms directly 
on reality and always requires some modeling. 

Models are always of relatively small complexity; nevertheless, specific models 
may be useful in order to reach pre-defined goals. 

Historically, the information theory has been created for the field of machine 
communication. In this context, information involves relatively small amounts of 
information. When moving to human context, more than before, reality is in back-
ground. As reality is infinitely complex, typically, two humans are schematically 
required: 1. one to select relevant goals, and 2. the other one to provide appropriate 
corresponding models (Setting-up the correspondence between model and reality 
establishes the meaning, and is sometimes referred to as the grounding problem). 
Between those two schematic humans, digital representations are possible, and as a 
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matter of fact, they are now getting elaborated in very large quantities, contributing to 
a whole digital universe.  

2.3   Basic Time Properties 

Let’s briefly remind the definition of some basic time-related concepts which will be 
referred to in the sequel of the paper: time, time constant and stationarity.  

As everyone would agree, “time is a component of a measuring system used to se-
quence events, to compare the durations of events and the intervals between them, and 
to quantify the motions of objects” [8]; it is measured in seconds. 

The time constant of a system is usually understood as the time it takes for a sys-
tem to essentially reach its asymptotic response state after a starting excitation1. 

Stationarity is the property of time-invariance. 

3   New Aspects in Cognition Dynamics 

One of the core meanings of dynamics relates to evolution in time.  It may be surpris-
ing for some observers that cognition and time might have deep connections with 
each other. In particular, cognition seems to relate essentially to information, i.e. to a 
non-physical entity; and on contrary, time seems to be central in the physical world. It 
will be shown however that in fact time plays a variety of important roles in cognitive 
domain. In addition, the power aspect of dynamics also reflects in some cognitive 
properties. 

This part introduces a number of new aspects relating to cognition dynamics, rang-
ing widely from some elementary multimodal time properties, time varying amounts 
of complexity and knowledge, time-based difference between knowledge and exper-
tise, to more complex, compound consequences, such as paradoxes of experts, agility, 
stability of automated processes, correspondence between time and changes, as well 
as, finally, the possibility, with appropriate driving causes, to modulate the quantity of 
some critical time properties. 

3.1   Order of Stationarity 

Systems and processes may usually be viewed at various levels of abstraction. De-
pending on the level being considered, stationarity may strongly vary. 

In general the lowest levels, more detailed, where no abstraction or very little ab-
straction is done, tend to vary more than higher levels. 

For example, in learning systems, there is by definition no stationarity at lowest 
level, the level of elementary information flows, as improvements are under way; yet 
when considering more abstract levels, such as overall system architecture, or infor-
mation processing paradigm, time invariance, i.e. stationarity typically applies. 

There may also be significant variations in terms of time horizon; systems may be 
stationary for short term behavior and on the contrary not stationary on the long term. 

                                                           
1 A common case in control is to define the time constant for a first-order system as the time it 

takes to reach 63% of its asymptotic response to an incoming step signal. 
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3.2   Time Based Difference between Knowledge and Expertise 

Knowledge and expertise are probably the most essential entities in cognition2. Time 
is qualitatively present in the concept of knowledge, and even more present, indeed 
quantitatively present, in the one of expertise. 

Consider here the intuitive definition for knowledge, i.e. the ability to ”do right”, to 
deliver the correct information. It is already clear that in principle knowledge is not 
quantitatively related to time. Referring to metric equations, time does not appear. Yet 
to process and deliver information however does imply time.  

Now there are many cases in cognitive processes where time matters, or even is 
critical. “To do right and fast” is another quality than knowledge; it is the quality of 
experts. While the unit for knowledge is the “lin”, the unit for expertise3 (synonyms in 
natural language: skills, competences, know-how, etc.) is the lin per second, “lin/s”. 

3.3   Perishable Quantities of Complexity and Knowledge 

It has been shown that information is, by nature, subjective and perishable. This has 
consequences on the properties of cognitive entities involving information. 

Quantitatively, information is estimated on the basis of a probability. Probability is 
generally (and hopefully!) essentially related to external circumstances (objective 
aspect of uncertainties), but in all cases primarily dependent on receiver’s expecta-
tions (subjective aspects related to receiver’s own model). And it is the very role of 
information to update receiver’s model. Therefore expectations vary in time: a re-
peated message is in principle useless. 

Complexity is one of those cognitive concepts inheriting the features of informa-
tion. For example a first explanation may require a lot of information. By definition, 
that explanation is complex. Yet it maybe simply repeated: “Idem”. 

Similarly, a cognitive system may feature a large amount of knowledge, requiring 
in particular a large amount of incoming information. Yet as time goes, information 
flows may decrease, and consequently the instantaneous amount of knowledge will 
also decrease, as quantitatively shown by metric equations. 

3.4   About Expert Paradoxes 

In AI, some experimentally verified properties of experts have been widely found to 
be paradoxical, as no evident theoretical background was there to explain them. Two 
of such paradoxes (probably the main ones) are presented here, along with quantita-
tive cognitics and cognition dynamics rationales in order to help understand the phe-
nomena. The first one is in essence the following one: The more humans know, the 
more they can learn. And the second one: Experts are worse than beginners at fore-
casting.  

In the physical world, phenomena are often bound by an asymptotic limit and diffi-
culties grow as we get close to it. For example compressing garbage, of filling up a  
 

                                                           
2 The focus is set here on knowledge and expertise; nevertheless time and changes play also a 

role in some other cognitive concepts, such as, in particular, learning.  
3 Re. B-Prize to be done. 
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container, grow more difficult as progress is done. Yet on the contrary in the cogni-
tive world, the more humans know, the more it seems that they can still learn further. 
As shown above, the subjective and perishable nature of information is inherited by 
core cognitive concepts, and in particular by complexity and knowledge. As people 
get more expert, the uncertain nature of incoming information, i.e. the quantity of 
incoming information tends to fade. Less complexity; less knowledge required for 
further processing. Experts have (subjectively) much less information to process than 
beginners, and therefore it is not a surprise that learning gets in principle easier for 
them. 

Are experts really worse than beginners at forecasting? Maybe yes, and maybe not. 
If experts are experts, this means that in principle they perform “right and fast”. Now 
forecasting refers to future situations. Therefore a critical parameter is here stationar-
ity: for phenomena that benefit from some order of stationarity, a proven expertise 
level will tend to be maintained through time. Now, if on the contrary phenomena do 
not have an appropriate stationarity, it should not be, nor a surprise nor a paradox, that 
past expertise cannot be carried over through time. If cognitive domains are different 
in the past from in the future, it may even happen that at times a negative correlation 
develops, which perfectly explains how experts (experts in the context of historical 
circumstances) might perform comparatively worse than beginners4 in the new  
circumstances.  

3.5   Agility 

Cognitive systems have a real importance in as much as they are followed by actions. 
The latter is even more essential for control systems. A useful concept in this context 
is the one of agility. 

Agility combines the notion of time with the one of action (both words, agility and 
action, share the same Latin root: agere, i.e. in current English to act, to do, to make). 
In natural language, agility has a connotation of referring to animal or human motions 
in space. This character may however be generalized by analogy to other forms of 
action. 

Quantitatively, let us define agility of a system as the inverse of its time constant 
(re. §2.3), which implies 1/s as a unit. 

3.6   Stability of Automated Processes 

Cognitics denotes the domain of automated cognition. In automation, the necessary 
approach for controlling systems affected by unpredictable perturbations includes an 
estimation of system state. This is commonly described as closed-loop control.  
Closed-loop control however is known to risk instability in some circumstances, and 
it is shown below that time properties play a crucial role in this regard. 

Closed-loop control includes a broad range of situations. Schematically, three 
classes of situations may be encountered; the first two of them bring stable solutions, 
and the third one, instability. 1. It may sometimes be very easy to realize the control 

                                                           
4 In some previous work, mention has already been made in substance that “Hazard may be an 

acceptable guide in domains that have never been explored before”; which tends to radicalize 
the paradox under review. 
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system, and the latter proves very effective. 2. Sometimes, tuning is more difficult, 
and performances, without being as good (fast, accurate, simple) as in the previous 
example, nevertheless remain of an acceptable level. 3. The third typical class of 
situations includes those cases where failure cannot be avoided: either the target sys-
tem is hardly set into motion, or it enters oscillatory or erratic behavior even for con-
stant target values. 

Now an extremely interesting indicator for possible system (in-)stability consists in 
the ratio, Ar, of two agilities, the one of controller (including perception, decision, 
action and communication phases) versus the one of controlled load. With Ar larger 
than 20, a system typically belongs to class 1 above; otherwise the system belongs to 
class 2, unless Ar is smaller than 2, in which case it falls into the third, unstable, 
case5. 

Here again, some time properties turn out to be a critical parameter or, at least, 
provide a critical indicator for successful system behavior in automation and cognitics 
domain.  

3.7   Time and Change 

Time is usually considered as a specific dimension of reality and is given its own unit 
(second, in the SI international unit system). But other views may be useful. For ex-
ample the ancient Greek Parmenides invites us to consider reality as a permanent 
whole without any dimensions at all (what is, is); and in this United Nations Year of 
Astronomy, it is particularly evident that yet another model of reality where time and 
space are dependent of each other may also have some merits (in astronomy distances 
are counted in years; and reciprocally far objects are old ones).  

Here time is discussed in its interrelations with change. 
Intuitively, it appears that time can be defined in reference to change. For example 

a cycle of natural light change typically somehow defines a day long time duration. 
More rigorously, and quantitatively, a change is not sufficient per se to define time, 

and other factors need be expressed. There are numerous common laws (equations) in 
physics or in cognition where time appears, and thus which provide as many ways to 
define time. Time may for example be precisely related to 1. a change in space by a 
speed factor, 2. a change in energy by a power factor, 3. a change in momentum by a 
force factor, or 4. a change in knowledge by an expertise factor6. 

3.8   Closed Loop Control, Consequences on Time Properties, and Autonomy 

In fact and ultimately, the own (“natural”) time properties of a particular system may 
not always prove to be the relevant criteria for success. This is especially true in the 
context of perturbations and of control; and even more so in common practical cases 
where non-stationarities and non-linearities prevail. 

Powerful systems are complex and are usually organized as a multiplicity of inter-
connected subsystems (e.g. hierarchies, cascades, parallel or distributed structures, 
etc.). In this context, it is regularly verified that an elementary system may behave 

                                                           
5 This can be straightforwardly deducted from previous publications, where the inverse of this 

ratio is used, i.e. the ratio of time constants [3]. 
6 This is particularly true in differential terms. 
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with much improved time properties with the help of a dedicated, autonomous associ-
ated control system.  

By this approach, far from representing absolute constraints, the natural time prop-
erties of an element may just be viewed as contingent features, which may drastically 
be improved at system level by appropriate design and engineering. 

The paradigm of granting local autonomy is also very effective in improving the 
potential agility of control system in the closed loop. 

3.9   Driving Causes for Changes in General, Consequences on Time Properties, 
and Analogies in Human Psyche 

It has been reminded that dynamics imply time, changes and power (re. § 2.1). Rela-
tions between power, change and time are made here more explicit; then connections 
are established between power, energy, motion, forces and in general, driving cause 
for change; finally, classical analogies in the context of human psyche are presented 
(incl. motivation and emotional forces), which may be pertinent in inspiring yet new 
concepts in cognition dynamics and quantitative cognitics. 

Time has been shown related by a power factor to a change in energy (re. § 3.7). 
Now energy is defined, in general, as the product of a driving cause by the corre-
sponding effect. For example energy, in physics, may be estimated as the product 1. 
of a force by a distance, 2. of a voltage by some electric charges, or 3.  pressure by a 
volume.   

Notice that by the same token (energy is the product of a driving cause by the cor-
responding effect), since energy is the product of power by time, we could view 
power as a general cause for change, and time then becomes simply the corresponding 
effect! 

For describing dynamics in human psyche, people have traditionally used analo-
gies with the physical world: energetic person, powerful argument, etc.; a special 
place is given to mechanics, forces and motion: emotions and motivations are two 
words sharing the same Latin root: movere, to move. 

Experience confirms that in the cognitive world as in the physical one, time is usu-
ally subjectively estimated as a function of changes; and that the factors linking 
changes to time are not always evaluated right; this principle leads sometimes to large 
errors in time estimation, especially when driving causes for changes are intense.  

4   Examples 

This section provides a large number of examples taken in the context of our partici-
pation to Robocup-at-Home competitions. First a very brief presentation of our (fam-
ily of) robot(s) is made. Then examples follow in a sequence similar to the way con-
cepts have been progressively presented above in this paper. 

4.1   Brief Presentation of RH4-Y Robot 

Developed since 2005, and following previous works in autonomous robots, which 
can be traced back to 1998, our RH-Y robot can move autonomously and interact 
cooperatively with humans in context of domestic type. 
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In terms of hardware, the robot consists typically in a platform mechanically 
driven in a classic way, i.e. with 2 active wheels, and a passive, free, third one; it 
carries an arm and hand (and also sometimes a 5 dof Katana arm), an electrical sys-
tem with batteries, a number of sensors (Axis color camera, Mesa-imaging 3D range-
finder, 2 Hokuyo planar laser rangefinders, a microphone) and actuators (Maxon DC 
servomotors for wheels, arm and hand, lights, sound system), a Fujitsu Siemens 
supervising computer, an embedded system featuring essentially a double star archi-
tecture, the first star being centered on an Ethernet hub and the second one on a USB 
hub, distributed Galil and Fiveco processors for motion control, and Beckhoff 
BC9000 PLC.  

In terms of software, a key role is played by our Piaget language and environment, 
which features four progressive levels of complexity for users, extensive possibilities 
not only in programming and autonomous “run” modes but also in simulation, con-
figuration, and interactive control modes. Implementation code is mostly done in 
Borland C++ object-oriented language (previous and alternate implementation lan-
guages include Pascal, C and C#). Ancillary functions are provided by various com-
mercially available drivers and codes specialized for our COTS pieces of equipment 
and for elementary word recognition (MS SAPI 4.4). Motion control typically devel-
ops at 4 complementary levels, of respective agilities ranking progressively from 
approximately 1 to 100’000 1/s: programming and supervision, coordination, servo-
control, and lowest level, encoder and motor management stage, including amplifica-
tion and current limiting. Usually, position control is performed, and sometimes 
velocity control or force control laws are temporarily enacted. 

 

Fig. 1. RH4-Y, version 4 of our cooperating robot for applications at home (photos HEIG-VD / 
PFG) 
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Fig. 2. Prof. Minoru Asada, President of Robocup, is watching RH2-Y, which successfully 
replicates one by one his gestures (moving blue boxes for the human, and white boxes for the 
robot) during « CopyCat » test, in Atlanta, July 2007. (Goal: teach motions just by showing; 
Photo Thomas Wisspeinter, Frauenhofer Gesellschaft). 

Details, illustrations and videos can be found on our website [9]. 

4.2   Illustrative Case Study 

This section revisits the top, more theoretical part of the paper , this time with a sys-
tematic illustration of introduced concepts. It is not the intention of authors to be ei-
ther exhaustive nor even minimally complete for a real application, in the examples 
below, but rather to provide simple, representative samples, on the way to proceed. A 
careful attention must be given to the specific domain addressed by each example.  

Service robots and cognitive tasks. In Robocup-at-Home league, the rulebook [e.g. 
10] describes some representative tasks for a robot serving at home: “Follow a per-
son7” and move according to a few possible orders, “Navigate” autonomously through 
home towards vocally ordered locations, “Fetch and Carry” a specific object, recog-
nize “Who is who” among a few persons, find some lost object, learn from gestures in 
a “CopyCat” fashion, etc., leaving in addition some blank slots where novel applica-
tions may be presented (“Open Challenge”, “Demos” and “Finals”). 

Quantitative aspects. Quantitatively, the rules provide contrasting levels of explicit-
ness; e.g. the “Who is who” (WiW) test was involving 5 persons in 2007, which is 
numerically very clear; but no value is given in terms of minimal difference between 
individuals. Obviously it would be much easier to distinguish 1. a small fat silent boy 
wearing black attire from a tall, noisy, slim boy wearing yellow, than 2. two monozy-
gotic twins wearing and behaving the same. 

                                                           
7 Depending on the considered year, variations on the mentioned themes may occur, e.g. for 

what is presented here as “Follow a person” there is in fact “Follow and Guide”(2007), “Fast-
Follow”(2008), “Follow Me”(2009), and yet another title for 2006. 
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Modeling. Let us consider in more details the who-is-who (WiW) example. Human 
intuition and expertise suggest that for this goal, i.e. in order to successfully perform 
the task, it is useful to break it in several subtasks. First it is necessary to detect a 
person, then to estimate a discriminating pattern, and finally to recognize the latter by 
reference to previously learned references. Let’s concentrate on the first subtask – 
localization of a standing person: it is sufficient to represent a human by the reflective 
nature of its chest to the laser beam of a planar range finder mounted on the robot, in 
the vicinity of two 20cm or more empty spaces, one on each side. Considering that the 
chest is about 50cm wide, about 10 samples are required, with accuracy in position of 
about 10cm in “width” and distance. Let us in addition consider that the robot will 
walk around and that an elementary measurement would represent here the scanning 
of an area of about 1x1 m2.  

Grounding. Rules are described digitally in a book available on the internet in a very 
adequate manner. Yet for establishing the official correspondence between rulebook 
representations and actual “homes” and real world circumstances, as in Bremen 
(2006), Atlanta (2007), Suzhou (2008), as well as surely in the future in Graz etc. 
further human contributions are/will be required, as typically: Referees, Technical and 
Organizing Committees, Execs, and Team Leader Meetings. 

Information. What is the quantity of information corresponding to an elementary 
measurement in the domain just described? The measurement consists in 10 samples 
which can each have one among 10 significantly different values (1 m with 10cm 
accuracy). Considering that samples are independent of each other and distances are 
all of equal probability, the quantity of information per measurement, Q, amounts to 
33.2 bits. 

Q = Nsamples ⋅ log2 Nvalues( )=10 ⋅ log2 10( )= 33.2[bit] (1) 

Complexity. Let us consider here two examples in estimation of complexity. 1. The 
first one addresses the domain of the description of the WiW test. Considering that the 
description provided in the rulebook consists in 652 words, and that in average a word 
conveys 10 bit of information, the complexity of this description is of 6520 bit. 2. 
Considering that the rulebook confines the persons to be recognized in a 4x4 m area 
of a home, i.e. 16 m2, the complexity of the domain representing the location of per-
sons, in accordance to above examples (re. § modeling, § information) amounts to 
531.5 bits. 

Knowledge. Consider the case of detecting the presence of a person in the cognitive 
domain introduced above (1 square meter of analyzed area, with coarse planar range 
estimation). As shown above, input information amounts to ni=33.2 bit. The decision 
can be considered Boolean, and the probability of positive detection is of 5/16 (5 
persons, with an individual area of about 1 square meter, out of a 16 square meter 
area; therefore the output information amounts to no=0.9 bit: \ 

no = pi

i=1

2

∑ ⋅ log2(
1

pi

) = 5/16 ⋅ log2 16/5( )+11/16 ⋅ log2 16/11( )≅ 0.9  [bit] (2) 
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With these values, the necessary knowledge for locating a person in the domain of an 
elementary measurement amounts to K= 33 lin. 

K = log2 n0 ⋅ 2ni +1( )= log2 0.9 ⋅ 233.2 +1( )= 33.04     [lin] (3)

Abstraction. In the current example, detecting a human in an elementary WiW test, 
the cognitive process features an abstraction index, iA= 33.2/0.9, amounting to 37. 

Concretization. Imagine that a human has been detected at a distance of 1.5 m. The 
supervising stage will call for a forward motion of the robot by an amount of say 0.5 
m. Consider, for simplification purpose here, just the cognitive task of the coordinat-
ing stage, moreover in its usual mode where feedback is restricted at higher and lower 
levels. On the input side, goal is given with a cm accuracy, in a range of about 12m; 
acceleration, speed limit, and deceleration  are given with a 1% accuracy, which 
amounts in total to ni=30.2 bit : 

ni = log2(1200) + 3⋅ log2 100( )≅ 30.2  [bit] (4)

On the output side, targets are computed for each of two wheels, interpolating higher 
level commands at a rate of about 30 samples per second. Considering that the accu-
racy is also equivalent to the order of 1cm in a 12 m range, and assuming that the 
motion last for 1 second, output information amounts to no=614 bit: 

no = 2 ⋅ 30 ⋅ log2 1200( )≅ 614  [bit] (5)

Under those assumptions, the concretization index amounts here to  iC= 614/30.2, i.e. 
to 20.3. 

Time constant. In our motors, the time constant of coils is of about 1 millisecond. 
Imagine the following experiment: the (DC) motor is mechanically blocked; a voltage 
of 5V is applied (step signal), and the current is observed to climb towards an asymp-
totic value (say 2 A), which is reached within a 30% tolerance after 1 millisecond. 

Stationarity. Let’s consider several cases. 1. In the previous experiment (5V, 2A, 
etc.), after a short transient, all is stationary: applied voltage, measured current, coil 
under study. 2. Now consider another case: the motor is let “free, without load”, e.g. 
with the robot wheel off the ground. The 5V voltage supplied to the motor sets the 
latter into motion, and consequently the 5V voltage of the example is commuted on 
successive coils by commutator and brushes. From a single coil point of view, the 
supply is not stationary any longer; it consists in an alternating square signal, with a 
certain duty cycle (e.g. 2ms/0V; 1ms/5V). At a more abstract level, the behavior 
may still be qualified of stationary, though in a different meaning: time-invariant 
velocity; time-invariant supply voltage and duty cycle. 3. Several levels of control 
higher, and even after integration of random perturbations and dialog components 
with the walker, there is still another order of stationarity which may qualify the 
paradigm of our robot, which dictates instantaneous changes in control modes (po-
sition, velocity, torque, recovery from errors, etc.), as in the current solution for 
“Follow Me” test. 



988 J.-D. Dessimoz 

 

Fig. 3. A view in Suzhou (China) of Robocup competition 2008: FastFollow challenge, with 
RH3-Y following its guide, later on crossing another team, and finally successfully finishing 
first the walk through home. (Goal: teach the robot a path just by guiding ; Photo HEIG-VD-
PFG) 

Expertise. While knowledge does not quantitatively depend on time, expertise does. 
Consider again the cognitive domain of elementary human localization, as studied in 
above paragraph (re. § Knowledge).  For this task, in our system, 0.1 second are nec-
essary to acquire input information and the subsequent computation time is compara-
tively negligible. The quantity of expertise in this domain, E, amounts therefore to 
330.4 lin/s. 

E = K /Δt = 33.04 /0.1= 330.4    [lin/s] (6)

Time-varying complexity and knowledge. As reminded above (re. §2.2 Information 
and modeling), information is a very perishable good, which has various conse-
quences in cognitive domain. In the WiW test, humans are expected not to move. 
Therefore in this context the amounts of complexity and of required knowledge nec-
essary for the detection of humans decreases very fast. It has been shown that initially 
33.2 bit of information are required to describe the occupancy of 1 m2 (re 
§Information); this is the initial value for the complexity of the description. Now we 
have also seen that the representation for occupancy after decision of the cognitive 
system consists only in 0.9 bit of information (re §Knowledge), which finally yields 
33.04 lin of knowledge in the domain. This is true for the initial 0.1 s (re §Expertise).  
After that time, everything vanishes: input information drops to 0 bit, for the probabil-
ity is “1” that identical messages repeat. Complexity drops to 0 bit (“no change”). It is 
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the same for the output decision (probability=1 for same output) and reassessing the 
knowledge equation (Equ. 3) with ni=0 bit and no=0 bit yields 0 lin as well. 

Expert paradoxes. The first expert paradox mentioned above states “The more experts 
know, the more they can learn8”. As seen in the previous paragraph, a WiW beginner 
would start with raw information, i.e. 33.2 bit of information ( ranger data). Now an 
expert would immediately deduce the detected state, which amounts to only 0.9 bit of 
information (occupancy). This provides a simpler basis for further cognitive proc-
esses, such as searching for other areas and persons with corresponding amounts in 
terms of incoming information, knowledge, expertise; and learning. 

The second paradox introduced above (re. § 3.4 About expert paradoxes) states es-
sentially that “Experts are worse than beginners at forecasting”. Consider again the 
elementary WiW detection of a person. If circumstances change, and the cognitive 
domain evolves for example because of a new rule introduced, whereby humans 
should stand sidewise in front of robots instead of facing them, the raw data of begin-
ners would still provide a sound basis for the new task, while the expert “shortcut” 
just mentioned in the previous paragraph would become obsolete and would system-
atically fail to detect humans.  

As can be seen from these two examples, in the framework of current theory  
for quantitative cognitics, what used to appear as paradoxical, in fact turns out quite 
logical. 

Agility. It follows from above definitions (re § 3.5 Agility) and for the example case 
about time constants (re. § Time constant) that the agility of our motors is of 1000 1/s. 

Stability of automated processes. Three examples are provided here, corresponding 
each to a different type of strategies to recover from instability; close reference is 
made here to the agility ratio criterion mentioned above (re. §3.6 Stability). Examples 
will be taken in our application in the context of the Robocup-at-Home “Follow a 
person” test. Typically, for such an application there is a complex hierarchy of con-
trols (levels A to E), which are briefly presented here: A. Linear and rotational mo-
tions as functions of walker position relative to robot (uppermost level, level 1; 2 
parallel controls; multimode closed loop control -forward and rotational, proportional; 
reverse on/off; coordinated blocking, with recovery; etc.); B. MIMO stage, with in-
verse kinematics (level 2; 2 input and 2 output signals; parameterized gain matrix); C. 
Motion law stage (level 3; parameterized accelerations, 2 V-V controls); D. wheel 
velocity control (level 4; 2 PID closed loop control with encoder management); E. 
amplifier, current management (level 5; 2 on/off closed loop control). Consider now a 
first example, relating to level E: In our robots, there has been a time where while 
apparently behaving normally, motors were hot. Signal observation made it clear that 
a 20kHz 24 V peak-to-peak wave was present in addition to normal command curve 
on motor lines. In fact this seems to be quite a common problem, and a standard solu-
tion consists in increasing the time constant of the load; this in practice is done by 
adding an inductance serially to the motor, in the drive circuit. The agility ratio, Ar is 
thus improved, and brings the system in the class 1 region, i.e. in stable state.  

                                                           
8 Notice that in the existing theory, learning is by definition the property of a cognitive system 

to increase its amount of expertise; and quantitatively, it is also the difference in amounts of 
expertise before and after. 
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Consider a second example, relating to levels 4 and 1: In both cases, the agility ratio 
turns out to correspond to class 2 situations as defined in §3.6; in this class of situa-
tions, the main parameter is the proportional gain between tracking error and correc-
tion command, which in principle should be as high as possible without oscillation (if 
at higher levels a smooth motion is desired, this is typically ensured by other means, 
namely a specific motion low – re. level 3). Consider a 3rd example 3: Beginners 
might imagine to control DC motors (e.g. time constant 1 ms) quite directly from 
supervising computer, even with the constraint of Ethernet TCP/IP protocol (time 
constant of about 0.1 s); these values yield an agility ratio Ar of 0.01, which corre-
sponds to class 3, unstable systems; for a stable solution, modifications are required, 
additional resources are necessary, e.g. as further discussed below in § Improving 
natural system time properties with control. 

Time and change interrelation. Generally speaking, a time duration can be estimated 
on the basis of a change in some other entity, in as much as a known conversion op-
erator is available. Two examples follow: 1. Let us assign differently the role of un-
known in the equation for elementary WiW subtask addressed above (re. § Expertise). 
In practice a time duration of 0.1s would correspond to waiting for a new decision 
about whether an elementary area is occupied or not, since knowledge amounts to 
33.4 lin and expertise to 334 lin/s. 2. Changes  in activity have the potential to de-
scribe time evolution. For very high resolution, no standard clock was available on 
commonly available computers. Our Piaget programming environment therefore tra-
ditionally features an internal counter (“Ticks”), which is incremented every time that 
a full cycle of agent activity has been completed, i.e. all agents have used a single 
individual time slice. The purpose is to statistically estimate very small delays, freely 
selectable in the range from 1microsecond to 10 milliseconds. This is possible be-
cause our agents take in average very thin time slices (about 100 nanoseconds) for 
their individual subtasks. Conversion from activity change to time duration is made 
on the basis of a computer and configuration dependant calibration. While dynamic 
calibration has also been practiced in this application, a static calibration, stationary in 
the time horizon of a run-time session or more, is usually preferred9. 

Improving natural system time properties with control. Reality is infinitely complex, 
and therefore it is always critically important to pay attention to the small domain 
under focus. Two examples follow, where natural time properties are drastically 
changed by appropriate control strategies; the second one also illustrates the concept 
of autonomy.  

1. In the motor example presented above (re.§ Time constant), a 5V constant volt-
age was applied, and a 1 ms time constant had been measured on the current response, 
reaching 2A in asymptotic value. These performances per se are rather poor and 
would limit robot motions to low speed. Imagine now that you have a highly non-
linear control system, which simply, with high agility, switches the supply voltage to 
+ or – Vmax, depending on the target current (2A) being reached (closed loop current 
control). If Vmax is 50V, i.e. 10 times higher than the voltage in the previous exam-
ple, the resulting, effective, new time constant will be 10 times shorter! In our 
 

                                                           
9 In current, C# development context, a 100 MHz system time basis is being used. 
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Fig. 4. RH4-Y moves, looking for an object (image 1, from left to right); it perceives its envi-
ronment with rangefinder (img2), maps data in Cartesian space and detects the object (red spot 
in img3); finally it fetches and carries it to home user (photo HEIG-VD / AE) 

robots, Vmax has usually a nominal value of 24 V; in the most recent platform, it is 
48V. 

2. Our early robots could rely on PC parallel ports and DOS or early Windows OS, 
where access to physical addresses, either in memory or on IO ports were fast, simple, 
and standard. In such a context the real-time control of multiple stepper motors and 
even DC motors was possible even with implementation on supervising computer, 
with excellent possibility of integration of low-level or intermediary-level phenomena 
(smart handling of blocking situations, multi axes coordination in versatile modes), as 
agility was extraordinary high (106 1/s); in recent years, architecture has evolved – 
communication is now based on Ethernet or USB hubs - with a number of advantages 
(numerous services of OS and OS-compatible multiple sources, convenient mechani-
cal and electrical connections with external devices), but also a sharp drop in agility10 
(down to 10 1/s). While in the first case stable control could be achieved without extra 
resources, in the second case a hierarchy is required with an intermediary stage (incl. 
servo controllers and PLC)  between former resources (between computer and DC 
motors, etc.), to which a certain level of autonomy is granted under normal circum-
stances. 

Driving causes for changes, time properties, and analogies in human psyche. 
Changes are not always correctly mapped into time duration, and errors can be par-
ticularly large when strong emotions occur. As an example of the first, “ordinary” 
case, during the development of one of our early robots, possibly because of the un-
usual situation which was involving small, microtechnological scale, hours have been 
wasted in an effort to correct a bug which in fact did not exist: the change of three 
rotations of an actuator was psychologically perceived as lasting much longer than the 
correct 0.8 second which had been programmed. As an example of the second,  

                                                           
10 Of course some exceptions do exist, where under special conditions much better agilities are 

theoretically possible, but in as much as possible standard solutions and conservative ap-
proaches should be preferred, which are compatible with the quoted value. 
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“emotionally laden” case,  it has been reported that in emergency context such as an 
accident, because of unusual psychological turmoil occurring, time is temporarily 
perceived as being strongly shrunk or dilated.  

5   Conclusion 

Cognition, and automated cognition i.e. cognitics, have recently been given a theo-
retical framework, whereby core concepts have been formally defined, along with 
metric units. Beyond intellectual exploration and cultural interest, this was also moti-
vated by the goal to automate cognition, i.e. to carry over to machine-based artifacts 
some of the cognitive processes and tasks usually performed by humans.  

First achievements have led to a number of interesting new results. One of them is 
to make explicit and more evident than in the past the critical role, in cognitics, of 
time and change quantities, as well as of the coercive level of control actions, along 
with perturbations and system properties.  

After a brief reminder of essential definitions, the paper has reported on cognition 
dynamics, describing and discussing a number of complementary aspects: 1. time and 
abstraction levels, which lead to various time properties and  possibly specific orders 
of stationarity; 2. time based difference between knowledge and expertise; 3. critical 
role of time in estimation of information quantities, and thereby in particular in the 
estimation of complexity and knowledge quantities; 4. explanation, straightforward in 
this context, of the apparent so-called “paradoxes of experts”, in learning and fore-
casting; 5. importance  of time in automation as well, more specifically in loop con-
trol, where time properties of control path (including perception, decision and action 
phases) relatively to those of system behavior (here the system is the entity to be con-
trolled) are critical for success; 6. time and changes interrelations, with necessity, for 
quantitative estimation, of considering other factors as well; 7. possible changes of 
system time properties, in the context of closed loop control, whereby large differ-
ences may occur with respect to those in natural (open loop) status, depending on 
action and perturbation intensities, as well as on possible overall non-stationarities 
and non-linearities; 8. driving causes for changes, and classical analogies in the con-
text of human psyche and cognition dynamics.  

The paper illustrates discussions with concrete examples relating to Robocup-at-
Home competition tests and applications. 
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Abstract. Traffic system model with multiple lanes switch behaviors is very 
complex. In order to study the nonlinear and strongly relevant micro traffic 
system, this paper applied hybrid system theory into micro traffic system 
model. One novel cellular automata NaSch traffic model based on hybrid 
system is built up. The traffic flow made up of lots of cars is a hybrid system. 
The driving behaviors of cars are continuous but the events that affect the cars 
speed are certainly or randomly discrete events. This paper analyzes the effect 
of driver switch behaviors to the whole traffic flow. The proposed novel traffic 
model is simple and easy to expand. This model can simulate the traffic states 
in the different traffic conditions correctly especially in some complex multiple 
lanes conditions. Simulation results tell us the presented adaptive traffic system 
model is correct and effective.  

Keywords: Micro traffic system, hybrid system, cellular automata, NaSch 
traffic model. 

1   Introduction 

Traffic problems have been studied for a long time to relieve a traffic jam and to 
increase transportation efficiency. By describing the change of traffic flow both on 
time and space, traffic simulation system estimates multifarious parameters, which is 
the technical support of road design and lay-out. The computer simulation system has 
been applied a lot to relieve the traffic problems and increase transportation efficiency 
by describe the vehicle behavior. 

There’re two main modes for traffic simulation, macro traffic model and micro 
traffic model, according to different research objects. Macro traffic model is used to 
describe the general characteristic of the system, and the micro model describes 
objects in detail which is easy to reappearance accurately the traffic condition by 
computer and become the best way to estimate the real-time traffic system. 

In recent years, Cellular Automata (CA) method has been applied to a simulation 
for traffic flow control. CA is an array of sites (cells) where each site is in any one of 
the permissible states. The evolution of a site value depends on some rules (the 
combinational logic) which are functions of the present states of cells. Based on those 
rules and primal states, CA could construct many complicated systems by a set of 
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fundamental transformations. This method is so simple and flexible that is considered 
to be suitable for a simulation of intricate nonlinear system like a traffic flow. So 
there are a lot of traffic model based on CA model, such as the well-known NaSch 
model, FI model, and other improved model.  

Based on the NaSch model, the hybrid system theory is used in the analyzing and 
modeling of traffic system. Systems that consist of a combination of continuous 
dynamics and discrete events are called Hybrid Systems [1-4]. The traffic flow is a 
typical hybrid system, the moving speed and displacement of vehicles are the 
continuous states; the stimulations influencing the vehicle behaviors are the certain or 
random discrete events. During those discrete events, we pay most attention to the 
effect between the driving way switch behavior and the whole traffic flow. We built 
up a micro traffic flow model based on Hybrid System-Cellular Automata theory by 
computer, and simulated the traffic under different condition by changing the rules 
and parameters of the proposed traffic system model.  

2   NaSch Model  

The use of the CA approach to model traffic flow along a road was made by Nagel 
and Schreckenberg [5]. In NaSch model, space, time and velocity are discrete. The 
space is divided into cell that has a length of 7.5m. Each site may either be occupied 
by one vehicle, or it may be empty. The integer velocity ranges from 0 to Vmax=5 
cell/t; Time is taken as the driver reaction time (one second). For the arbitrary 
configuration, one update of the system consists of the following four consecutive 
steps, which are performed in parallel for all vehicles.  

1) Acceleration: if (v<gap) then v=min{Vmax, v+1} 
2) Slowing down (due to other cars): if (v>gap) then v=gap 
3) Randomization: if v>0, then v=v+1 with probability P. 
4) Car motion: x=x+v 

From the fact above, NaSch model uses a minimal set of rules to simulated freeway. 
There’re two kinds of boundary conditions of NaSch model: one is periodicity 

boundary, the other is open boundary. The periodicity boundary condition creates a 
kind of idealized CA model. Though there is not any analytic solution because of the 
concurrent update method, the simulation can approach the approximate analytic 
solution under the periodicity boundary and provides a strong foundation for 
analyzing and validating problems. The open boundary means that the vehicles in or 
out of the road under certain disorder. It’s more closed to the veracious states than the 
periodicity boundary. In recent years, NaSch model and its expanding model, such as 
metastability model, hysteresis model and slow-to start model, all based on the 
periodicity boundary, that means the speed of vehicles are 0 at the beginning.  

The randomization shows the over braking, and describes well how the traffic 
switch between blocked and smooth by integrated with the concurrent update method. 
In the other hand, there is a big defect of NaSch mode, which is that the short distance 
between cars seldom happens, and it’s against to the actual situation [6]. Furthermore, 
NaSch model only investigate motorcade on one drive way. In that case, the cars just 
drive after the anterior ones, that means it only study the characters of the motorcade 
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under constraint and unable to switch the driving way. But actually, to get higher 
speed and more reasonable traffic density, the switch and overtake behavior happens 
frequently. It is sure that the switch would cause the speed change of motorcade on 
both driving ways. 

The micro traffic model set up in this paper, focuses on the influence of drive way 
switch to the speed, density of traffic flow. And the switch not only depends on the 
traffic status, but also the judgment of driver, which makes it a random, casual event. 
So we consider the switch behavior as a random event with a certain probability P.  

3   Adaptive Cellular Automata Traffic System Model  

With the Hybrid System-Cellular Automata theory, the adaptive micro traffic flow is 
constructed as follow:  

The drive way is divided into cells that has a length of 7.5m and formed a planar 
CA. The vehicles come from the input side, the states of each cell include the car 

existed statement { }0,1car = , the velocity max[0, ]v v∈ ; position [0,7.5]l ∈ .  

 

Fig. 1. 2 lanes way model 

The rules are defined as follow: 

Velocity adjustment: After satisfying the safety request, the velocity should be as 
large as possible. When the safe velocity 

maxV v> , it means that the road is empty, 

the velocity should rise to the maximal speed 
maxv  in the acceleration a; when current 

speed v V> , it means the car is too close to the front car, and have to slow down to 
the safe velocity V immediately. 

Drive way switch: when 
maxv v<  and the next drive way isn’t taken and offer a 

possible higher speed, the switch condition is ready and would happen in the 
probability P. 

States refresh: when the displacement is over the length of cell, the car goes to the 
neighbor cell, and the states of cells would be refreshed at the same time.  

The acceleration and deceleration of vehicle are decided by the drivers and they 
changes in a very large range. Acceleration is a relatively slow process, so in this 
model, we take a fixed rate of change in the rate a. The deceleration of vehicles is 
directly related to traffic safety. The deceleration range is very big. We assume the 
vehicle can decelerate to the expected speed immediately under the braking effect. 
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Assume in our model, the speed limit value is the maximum speed 
maxv  and every car 

can reach this maximum speed. 
In NaSch Model, in order to avoid two cars are in one cell unit at the same time, 

which means two cars crash, in one update period the car behind should keep its 
current speed and its driving distance should be less than the distance with the car 
front. We assume the update period is 1 second and then the safety speed is the 
distance between two cars. In practice, the calculation of safety speed and safety 
distance should consider the current speed and the relative speed between two cars. In 
our model the safety speed is as follows: 

1s i i

d
v v v

t+= − +
Δ  

(1) 

There 
iv  is the car speed, 

1iv +  is the front car speed, d  is the distance between two 

cars, tΔ  is the minimum variable time. We can choose higher safety speed when the 

current speed is high and if the current speed is low, the speed of the car behind 
should choose lower safety speed. 

In this model, we choose open-boundary conditions. It means the cars drive in this 
model in some probability distribution and the cars that drive away will no longer 
enter again. Because it’s difficult to judge the front road condition, the car which will 
drives away should keep its current driving state and leave this road. 

Assume the initial road state is shown in Fig.2. The cars from left to right are 
named as a to f, the top-left corner value means the initial speed. The maximum speed 
is 20 m/s and acceleration is 5 m/s2. According to the activity rules, the changes in 
cars are as follows:  

A: If the distance with the front car is very long, the car can accelerate to the 
maximum speed. 

B: If the distance with the front car is very small and the neighbor lane is occupied, 
so the car would not change lane and should decelerate. 

C: If there is no car in front, the car can accelerate the car to the maximum speed. 
D: If the distance with the front car is very small and the neighbor lane is empty, 

the switch condition is ready, the car can choose to switch. 
E: If the car is the top one in the line, the car can accelerate the car to the maximum 

speed. 
F: If the car is in the exit, the car should keep current speed and leave. 

 

Fig. 2. Traffic states in time t 
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Based on the above rules, the cars in the model can drive as Fig.3 shown. 

 

Fig. 3. Traffic states in time t+1 

In the traffic model applications, there are two important problems. One is the 
relationship between density and volume, the other one is the distribution of cars 
distance and cars speeds. In NaSch model, cars distance update in fixed period T. Serial 
updated method is replaced of the original parallel update method. The car speed and 
distance between two cars are variable in time. The distribution becomes reasonable in 
switch behavior regulation condition and can reflect the real situation correctly. 

In all, the proposed adaptive traffic model based on hybrid system is better than 
traditional NaSch model as mentioned follows: 

1. After apply hybrid system theory into traffic modeling, the adaptive traffic model 
can describe the system dynamic performance completely and detail, the model can 
reflect the real situation correctly. NaSch model discrete the car speed and displacement 
in order to simply the model. In the adaptive traffic model, the car speeds and 
displacements are continuous variables. The car states in neighbor cell and the dynamic 
discrete events interact each other, it can describe the micro-traffic flow in precise. 

2. The speed and displacement of car is continuous variables, the model 
performance is improved. In NaSch model, car speed is integer and every time 
displacements change one cell unit length which always set as 7.5m. These two 
variables always change too much or to small. In adaptive model, the car speeds and 
displacements change continuously and precise, they needn’t to change in fixed rate.   

3. The adaptive considers the road switch. The road switch often arises in real 
traffic system and it is one kind of discrete event to the traffic dynamic system. So 
considering the road switch, the traffic model is closer to the real traffic system. 

4   Simulation Results Analysis  

Based on the proposed cellular automata traffic model, we simulate the traffic model 
with software Matlab 7.0. The simulation steps are as follows: 

Step1: Create input traffic flow and initialize the parameters. At first the cars 
distribute in the road with random probability Px. Assign one random speed value to 
the cars already on the road and the cars which is coming to the road in a allowable 
speed value range.  

Step2: Begin the simulation. From the road exit, search every cell in order to find the 
position of the cars. The cars leave the road should keep its current speed. Calculate 
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the distance between the cars that don’t leave the road and the front car. Calculate the 
distance between the car and the front car which is driving in the neighbor lane. If 
there is no car in the neighbor lane and the distance between the car to the front car, 
this car switch its road in probability P and calculate the safety speed vs. the safety 
speed vs is the Product of safety speed and update period time. 

Step3: Adjust speed. If the current speed is bigger than the safety speed, decelerate to 
the safety speed. If the current speed is smaller than the safety speed and the 
maximum speed, accelerate with acceleration a till the speed reach the maximum 
value. And then keep the maximum speed.   

Step4: Adjust position. Calculate the displacement of the car in cell n with the speed 
calculated with step3. If the displacement is beyond the cell length and the switch 
condition isn’t ready, go into the next cell in current lane. If the displacement is 
beyond the cell length and the switch condition is ready, go into the next cell in the 
neighbor lane. 

Step5: Record the simulation results and output the information. Repeat from step 2 to 
step4.  

Assume the cars drive in standard road condition and traffic condition. The standard 
road condition means the road width should be more then 3.65m, the lateral width 
should be less then 1.75m. The standard traffic condition means the cars are with 
suitable size, every car keeps suitable distance with the other cars. Assume the 
random reach probability of cars is 0.5. The speed values of cars are random and obey 
normal distribution. In our model, the average speed value is 12 m/s. The other 
system parameter values can be found in table1. 

Table 1. Simulation parameters 

Lane 2 
Length 1000m 
Maximum speed 20 m/s 
Acceleration 5m／s2 
Switch probability P 0.3 
Simulation time 3600s 

 
Average speed：14.1281/s Average density：0.8697. The total car number in 

simulation process: 5118 cars 
In Fig.5, the upper curve is the average speed on the road, it reflect that if there are 

traffic jams on the road. The bottom curve is the car density on the road, it reflect the 
distribution of the cars on the road. Through statistics the number of cars on the road 
within one hour, the transportation ability of this road can be evaluated. Based on the 
traffic parameters in table1, our model simulate on the condition of 1000m section 
and 2 lanes. The maximum speed is 70 Km/h or 20 m/s. Assume the drivers switch 
with probability 0.3 if the switch condition is ready. 

Modify the traffic model parameters, we also simulate in the conditions of 3 lanes 
and 4 lanes. We choose three switch probability values, that is P=0, P=0.5 and 
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Fig. 4. Simulation flow chart 
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Fig. 5. Simulation results 

Table 2. Switch probability P=0 

 2 lanes 3 lanes 4 lanes 
Average speed（m/s） 15.0410 15.0452 15.0451 

Density 0.9819 0.9900 0.9889 
Transportation ability (cars/h) 5318 7780 10431 

Table 3. Switch probability P=0.5 

 2 lanes 3 lanes 4 lanes 
Average speed（m/s） 15.1983 15.1452 15.2328 

Density 0.9546 0.9660 0.9486 
Transportation ability (cars/h) 5417 7980 10743 

Table 4. Switch probability P=1 

 2 lanes 3 lanes 4 lanes 
Average speed（m/s） 15.2172 15.3554 15.2808 

Density 0.9401 0.9456 0.9473 
Transportation ability (cars/h) 5240 7841 10527 

P=1.P=0 means there are no switch behaviors happened in the simulation. P=0.5 
means half of the cars will switch its lane when the switch condition is ready. P=1 
means all of the cars will switch its lane when the switch condition is ready. The 
simulation results are shown in table 2～table4. 

From table 2～table 4, we can see that when there were no switch behaviors 
happened, the number of cars didn’t effect the cars distribution and speed. The 
average speeds and densities in lane 2～lane 4 are the same. But when the switch 
probability increases, switch behaviors will increase, it will affect the dynamic traffic 
states. In the same condition, average speed increases when switch probability 
increases, car density decreases when switch probability increases. The traffic jam 
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Table 5. Comparison of transportation ability in different lanes 

 2 lanes 3 lanes  4 lanes 

 TA Growth 
(%) 

TA Growth 
(%) 

TA Growth 
(%) 

P=0 5318 100 7780 146 10431 196% 

P=0.5 5417 100 7980 147 10743 198% 

P=1 5240 100 7841 149 10527 200% 

 
will decrease when switch behaviors happen. With the same switch probability, when 
there are different cars going into this model, the transportation abilities are improved 
in different extent. Based on the transportation ability of 2 lanes, table 5 shows us the 
comparison of transportation ability in different lanes. TA means transportation 
ability. 

Analyze the simulation results we find that the switch behaviors of drivers in order 
to reach the maximum speed can optimize the cars on the road in a certain extent. It 
can improve the driving speed and transportation ability. This phenomenon is more 
obvious in multiple lanes road such as three or four lanes.  

5   Conclusion  

With hybrid system theory, we proposed one adaptive cellular automata NaSch traffic 
model. This novel traffic model improves the performance of the traditional NaSch 
model. We regard the traffic flow made up of lots of cars as hybrid system. The car 
driving behavior is continuous but the events that affect the cars speed are certainly or 
randomly discrete events. In these discrete events, we focus on the effect of driver 
switch behaviors to the whole traffic flow. The proposed novel cellular automata 
traffic model is simple and easy to expand. By changing cell rules and parameters 
simply, this model can simulate the traffic states in the different traffic conditions in 
detail and correctly especially in some complex multiple lanes conditions.  
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Abstract. In picking manipulator location system, it is the actual challenge that 
the position of a bio-object is exactly determined in complex and uncertain 
environment. An accurate location method for a bio-object in virtual 
environment based on binocular stereo vision was studied. Firstly, an experiment 
platform for a bio-object and picking manipulator location based on binocular 
stereo vision was established, and the imaging of a bio-object and environment 
were gained by binocular stereo vision. Secondly, the causes of errors existing in 
the process of handling the bio-object and environment imaging were analyzed. 
An approach was point out that the vision errors were amended by means of 
building a neural network and a corresponding training system. Thirdly, 
considering there are many complex and uncertain factors existing in natural 
environment, fuzzy rule sets for ascertain the bio-object position were extracted 
and modeled. A fuzzy reasoning model which has multi-rules and multi-inputs is 
created based on experience of agricultural experts, which makes the location 
system more accurate and intelligent. Finally, a location simulation system was 
developed by VC++ and EON SDK, which can simulate a process of picking 
manipulator automatically locating to a bio-object. 

Keywords: Virtual picking manipulator, Neural network, Fuzzy reasoning, 
Binocular stereo vision. 

1   Introduction 

Automatic picking operation is a changeable and complex process. One of key steps 
is to control picking manipulator, so that picking manipulator moves its terminal 
exciter to approach a bio-object, and then locates them as well as clamping them. 
Automatic picking operation is a changeable and complex process. One of key steps 
is to control picking manipulator, so that picking manipulator moves its terminal 
exciter to approach a bio-object, and then locates them as well as clamping them. 
Because some uncertainty problems always exist in natural environment and picking 
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bio-objects randomly distribute in a fruit tree, which make a picking manipulator to 
locate at a random position for a variable bio-object each time in picking process and 
should control the clamping force appropriately so that it cannot damage fruits. 
Compared to a manipulator used in industrial area, an agricultural picking 
manipulator is characterized by difficult precision positioning, complex decision-
making, and low success rate in picking. 

A new technology for picking manipulator accurately locating at a picking bio-
object by means of a binocular stereo vision is becoming popular. Naoshi Kondo in 
Japanese Okayama University established a vision system composed of color camera 
and image processing card, which can automatically select and identify mature fruits 
and implement precise positioning [1]. A cucumber picking robot developed in Japan 
measures target locations by using binocular stereo vision system, finds fruit stems by 
using fruit stems detector which is located on a terminal exciter, positions a cucumber 
by using mechanical positioning fingers [2]. Tiezhong Zhang and his colleagues 
regarded a position of strawberry center of gravity and picking point as key problems 
in robot picking operations. They used vision to study and do some correlated 
experiments [3]. Xinzhong Wang and his research team analyzed error reasons about 
detecting spatial position of tomato. The position error of a tomato was revised 
employing neural networks [4]. 

Automatically picking fruits operation is a complex process which includes 
mechanism, vision, biology and control technologies. The researches on agricultural 
picking manipulator mainly focus on single field simulation and modeling, fewer 
systems of virtual design and virtual simulation to simulate as well as evaluate whole 
comprehensive performance about picking manipulators. This paper explores a new 
location approach for bio-objects and picking manipulators in virtual environment. The 
vision errors caused by handling the imaging taken by a binocular stereo vision were 
amended by means of building a neural network and a corresponding training system. 
Fuzzy rule sets for determine a bio-object position in natural environment were 
extracted and modeled. A fuzzy reasoning model which has multi-rules and multi-
inputs is created based on experience of agricultural experts, which makes the location 
system more accurate and intelligent. 

2   The Experiment Platform for Bio-object Location 

When using the combination methods of hardware and simulation to analyze location 
mechanism of a bio-object and a picking manipulator, the experiment platform should 
be constructed firstly, and then hardware test data about position information of a bio-
object are collected and transmitted into virtual environment. 

The experimental platform used in the paper is shown in Figure 1. It consists mainly 
of cameras, picking manipulator body, and background computer. Two cameras are 
used as binocular in binocular stereo vision system to acquire bio-objects and 
environmental image. The background compute is used to collect the uptake images by 
the two cameras, compute 3D coordinates of a bio-object in picking coordinates, and 
construct quickly the bio-object and picking scene in virtual environment. The accurate 
position of the bio-object can be realized by means of neural network and fuzzy 
reasoning algorithms. 
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Fig. 1. The experiment platform 

3   The Fusion Algorithm of Neural Network and Fuzzy Reasoning 

The model structure of neural network and fuzzy reasoning is shown in Figure 2. It 
consists mainly of confidence estimation and weight fusion. 

3.1   Location Errors Amended by Neural Network 

There are three kinds of location errors in location system for a fruit bio-object based 
on binocular stereo vision system, which are position error of two cameras, 
demarcation error of two cameras, and mapping error coming from 2D imaging being 
converted to 3D data.  

Position error of two cameras occurs when the two camera coordinates have some 
rotation angles, thus the position and shape of the same spatial point in world 
coordinate generated by the two cameras are different. It will bring position error 
compared to real position of a bio-object. 

Camera demarcation is an inverse process of perspective imaging. By using 
modeling parameters of demarcation and 2D imaging coordinates of mapping process, 
the demarcation can get the 3D spatial point coordinates. It is a solution of uncertain 
problems, which has many demarcation errors. Because some variable factors exist in 
agricultural fruits environment (such as light condition, noise interference, occlusion 
and so on), images of the same fruit which were obtained by two different positional 
cameras are not the same. Imaging mapping error which was induced by extracting 
fruit edge feature is shown in Figure 3. 

There are many uncertain error factors in the process of detecting the spatial of a 
fruit bio-object using binocular stereo vision system in natural environment. It is 
impossible that position errors can be amended by solving equations or once 
optimization searching. In fact, it don’t need complication computer when a binocular 
stereo vision system simulating human eyes recognizes things. It can truly apperceive 
3D information according to projection imaging in eyes by experiences. So, the three 
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Fig. 2. The model structure of neural network and fuzzy reasoning 

 

Fig. 3. The location errors caused by image mapping 

 

Fig. 4. The structure of BP neural network with three layers 

kinds of location errors can be amended by establishing a three layer BP neural 
network, which is forward network with multi-layer and includes many uncertain 
factors. BP neural network is consisted of import layer, implied layer, and export 
layer, its structure was shown in Fig 4, whose import layer uses Sigmoid function, 
neural cells of export layer employ Purelin linear function.   
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3.2   Fuzzy Rules 

Working Environment of picking manipulator is always uncertain as well as complex.  
Some factors, such as weather condition, changing of wind direction and occlusion 

of leaves and its shadow, will affect the location accuracy, leading to the failure of 
picking operation. Therefore, in the process of picking operation simulation, the 
location of bio-object which was based simply on the mapping result of binocular 
stereo vision is inaccurate and the factors that effect picking pinpoint should be 
considered. Because of such uncertainty and fuzziness in the information of bio-
object and agricultural environment, fuzzy rule sets of fruits positioning control 
should be constructed on the base of error correction with neural network. The using 
of fuzzy reasoning technology in picking location dramatically improves the location 
precision.  

Before fuzzy reasoning, fuzzy language variables, which contain the picking 
decision related factors in the natural fruits growth environment, such as location 
coordinate error, weather condition, wind direction changing Leaves density and so 
on. Variables of fuzzy language with the fuzzed processing are show in table 1. 

Table 1. Fuzzy lingual variables  

Fuzzy variables Fuzzy lingual 
Location errors High middle low 
Weather condition good middle bad 
Wind direction quick middle slow 
Leaf density dense general sparseness 

Table 2. Fuzzy rule sets 

Condition Conclusion Fuzzy 
rules 

 

Location 
errors 

A 

Weather 
condition 

B 

Wind 
direction 

C 

Leaf 
density 

D 

Belief 
R 

1 High Good Quick Dense r1 
2 High Good Quick General r2 
3 High Good Quick Sparseness r3 

… … … … … … 
63 Middle Middle Middle General r63 
64 Low Bad Slow General r64 

 
Integrated positioning of bio-object which was realized by using fuzzy neural 

network use fully the dizziness and uncertainty of agriculture biological information 
to realize location decision-making. The fuzzy rule sets which were based on the 
knowledge of agricultural expert are shown in Table 2. 

In the topologic structure of fuzzy neural network, each layer has the same type 
node function. By using Oij to express the output of node j in layer i, node function of 
node i in first layer can be expressed as: 
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In the formula, A1, A2 and A3 are fuzzy sets of location error nodes i=1,2,3, 
corresponding separately to high, medium and low, B1,B2  and B3  are fuzzy sets of 
weather nodes i=4,5,6, corresponding separately to good, medium and bad, C1,C2 and 
C3  are fuzzy sets of  wind direction changing nodes i=7,8,9, corresponding separately 
to violent, Medium and stationary, D1,D2 and D3  are fuzzy sets of  leaves density 
nodes i=10,11,12,corresponding separately to dense, general and sparse, and Qi1 is the 
fuzzy membership of  a correspondent input. 

The output of node i in second layer is product of all input and O2i is the activity 
intensity of rule i. 

The output of node i in third layer is the activity intensity of rule i divided by the 
sum of all rules activity intensity. It can be expressed as: 
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In this formula, Q3i is the activity intensity of unified rules. It is equivalent to the 

using of iw and iw  corresponding separately to the activity intensity of rule i and 

unified rules. Modified formula can be expressed as: 
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The output of node i in fourth layer can be express as: 

64,,2,1    ,4 "=⋅= irwO iii  (4) 

in which ir  is conclusive parameter set. 

There is only one node in fifth layer, whose output is a sum of all input. It can be 
expressed as: 
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According to result by the training and study of neural network, a fuzzy reasoning 
model with multi-rule, multi-input and single output was obtained, which included 
many factors ,such as location coordinate, weather condition, wind direction changing 
and leaves density. The concrete structure can be described as follow: 
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Among these, A and A' are fuzzy sets of fruits creation environment on X, B and B' are 
fuzzy sets of 

Location decision-making on Y, while iinii BAAA →",, 21 is fuzzy inference 

rule i, generating a multiple fuzzy relation： ),,,( 21 yxxxR ni " . 

The total fuzzy relation is iRR ∪= 。 

3.3   Fuzzy Reasoning 

Fuzzy sets B' in the conclusion can be determined by inputting A':  

iii RARARARAB ''''' ∪∪∪ ====  (7) 

Its fuzzy membership function is: 

[ ]))()(()(')(' yBxAxAyB ii ∧∨∧∨=  (8) 

In the agricultural knowledge reasoning process, the conception of similarity is 
introduced. If the similarity of A and A' in the rules are:  

))()('(),'( xAxAAAq ∧∨=  (9) 

then： 

))(),'(()( yBAAqyB ii ∧∨=  (10) 

By computing the similarity q (A', A) of A and A', the multi-rule fuzzy reasoning 
model compares this similarity with rule consequent, and integrates these compared 
results to get the fuzzy reasoning result. 

4   The Virtual Simulation System 

The location simulation system of a bio-object based on binocular stereo vision takes 
EON Studio 5.0 as the simulation platform of VE modeling and visualization, and is 
developed by using VC++.  
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Fig. 5. Location simulation of picking manipulator in VE 

Real-time positioning simulation of manipulator picking process in VE consists 
mainly of picking bio-objects, surrounding environment, and dynamic as well as static 
geometry modeling of a manipulator. Picking bio-objects and surrounding 
environment are constructed by use of EON Studio nodes function, while geometric 
properties value of those nodes are generated by 3D coordinate information which are 
acquired by binocular stereo vision. Determined space coordinate of picking bio-
objects and obstacles by specific data calibration can provides analyzing data for 
motion planning. Attribute characteristics of nodes originate from segmentation 
processing on the images which are acquired by binocular stereo vision, and also from 
extracting information, such as color, gray and brightness. 

Static and dynamic modeling is involved in a picking manipulator. In order to 
raise the system display speed and consider simultaneously that the simulation 
system is used to verify whether picking manipulator data is fused and whether 
motion planning and control algorithms are reasonable and correct, static modeling 
is replaced by simplified geometric model whose geometric dimension and scale 
are the same as real machines, and dynamic modeling is achieved by refreshing 
continuously apace coordinate value of static modeling with a group of 
intermediate data which is analyzed and calculated (by such dynamic modeling) 
between target location and current location by using inverse kinematics 
knowledge. Human-computer interaction (HCI) is achieved by using sensors, 
event-driven and routing (Route) mechanisms in VE, while behavior interaction is 
achieved by using transmission of information mechanism. Simulation result is 
shown in Figure 5. 
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Abstract. Autonomous mobile robots are promising tools for opera-
tions in environments that are difficult to access for humans. When these
environments are dynamic and non-deterministic, like in collapsed build-
ings, the robots must coordinate their actions and the use of resources
using planning. This paper presents Planner9, a hierarchical task net-
work (htn) planner that runs on groups of miniature mobile robots.
These robots have limited computational power and memory, but are
well connected through Wi-Fi. Planner9 takes advantage of this connec-
tivity to distribute the planning over different robots. We have adapted
the htn algorithm to perform parallel search using A* and to limit the
number of search nodes through lifting. We show that Planner9 scales
well with the number of robots, even on non-linear tasks that involve
recursions in their decompositions. We show that contrary to JSHOP2,
Planner9 finds optimal plans.

1 Introduction

Autonomous mobile robots are promising tools for operations in environments
that are difficult to access for humans. In particular, groups of miniature low cost
robots are well suited for missions in hazardous environments; for instance to
do search and rescue in partially destroyed structures. Indeed, small robots can
pass through small holes to access most locations. Several robots can collaborate
to free a path, for instance by moving objects or by extinguishing fires. Multi-
ple physical robots provide redundancy against contingencies resulting from the
instability of the environment. As the robots are inexpensive, the loss of some
of them is acceptable. In this context of rescue operations, most of previous
works focused on reactive controllers, see for instance [1,2]. However, real-world
robotics tasks that involve manipulation of the environment cannot be performed
by reactive controllers only, because the actions of the robots might modify the
state of the world irreversibly into situations that prevent the completion of
the mission. For instance in a rescue scenario, robots must never irreversibly fill
the only passageway to humans trapped in a room, regardless of how this action
might help completing other tasks. To alter the world the right way, the robots
must reason about their course of action; the common way to do so is to use an
automated planner.

M. Xie et al. (Eds.): ICIRA 2009, LNAI 5928, pp. 1013–1022, 2009.
c© Springer-Verlag Berlin Heidelberg 2009
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This paper presents Planner9, a distributed hierarchical task network (htn)
planner [3, ch. 11] that runs on groups of miniature mobile robots. These robots
are good models of expendable field robots because they are affordable and all-
terrain [4]. They are built around a smartphone-level computer which provides
one tenth of the power for one twentieth of the energy consumption of a lap-
top computer. This computer runs Linux, and provides a Wi-Fi connection to
its peers. Planner9 takes advantage of this large bandwidth on cpu ratio to
distribute the planning over different robots.

In the results section, we show that Planner9 scales well with the number of
robots. We study how the planning durations vary when we change the complex-
ity of the environment. We compare Planner9 to JSHOP2, a free and an often
referenced htn planner.

2 Related Work

A vast literature exists on planning with multiple agents. However, the choice of
a particular algorithm is a trade-off between several factors such as planning ex-
pressiveness, distributivity, bandwidth consumption, and speed of execution [5].
In this section we focus on the approaches that are implementable on real robots
with limited resources.

To distribute planning among different agents, one can run an independent
planner on each agent. Works in simulated robotics soccer have used htn plan-
ning that way [6]. However, in general this solution cannot improve the time nor
reduce the memory required to solve a specific problem. In the direction of dis-
tributing the planning process, [7] has integrated the SHOP htn planner within
a distributed agent framework. The resulting A-SHOP planner uses the provided
infrastructure to query the state of the world, evaluate preconditions, apply ef-
fects, and estimate potential states from remote agents. However, in this work
the planning itself is still centralized. Theoretical works in multi-agent systems
have shown that it is possible to integrate the distributed aspect in the planning
algorithm [8,9]. For instance [10] has proposed a market-based approach where
and/or trees of tasks are exchanged between agents. These authors acknowledge
the interest of more expressive planning but address the issues of distributivity
and scalability first (“Further research will also investigate further generalization
of the tree structures and task constraints.” [11, p. 25]). Recent works in htn
have proposed stratified planning where remote agents plan subtasks and report
them to a master. In [12], finding the final plan is the result of the exchange
of proposals and counter proposals between agents. In [13], the child agents
are also responsible for execution, and interleave planning, execution, and re-
planning. These methods require a large number of synchronization messages.
On the contrary, Planner9 considers the different robots as a computer cluster
and distributes the planning of any task to any robot and thus takes advantage
of all the available computational power using simple synchronization.
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3 Materials and Methods

To measure the performances of Planner9, we have developed a small search and
rescue scenario (Fig. 1). In this scenario, groups of robots are dropped into a
damaged building and must bring a medical kit to humans trapped in a room.
Multiple fires block the ways; robots can use fire extinguishers to put them
out, but an extinguisher can put out only one fire. It is a typical situation where
reactive controllers would fail because there are not enough extinguishers directly
available to put out all fires. The robots must use the right extinguishers on the
right fire in the right order and thus need a plan (Fig. 2). We believe that this
scenario is representative of the complex tasks that would require a planner. Here
we suppose that the robots know the locations of fires, extinguishers, objects,
and people. To discover them in a real-world situation, we can imagine to deploy
exploration robots that would map the environment.

We conceived Planner9 to run on our latest generation of miniature mobile
robots, which comes down from the S-bot robot [4]. Only one prototype is cur-
rently available, yet dozens of robots are in production. We have compiled, run,
and benchmarked Planner9 on this prototype. To simulate more robots, we then
run multiple slave processes of the planning algorithm on a multi-core computer
while another computer runs a master control program. We use cpulimit1 to only
allow as much processing power as available on the robot, which corresponds to
5% of an Intel Core2 at 2.83GHz. Thanks to ulimit2, we limit the memory to
100MB, which is the amount available on the robot. Finally, we divide the avail-
able Wi-Fi bandwidth (19Mbps using IEEE 802.11g) by the number of slaves
and limit the network bandwidth using trickle3. This way, our measurements
are representative of the expected performances on the robots. This approach
works as long as all slaves plan for a long duration. When we increase the num-
ber of slaves, the time to find a solution decreases which is a problem. Indeed,
cpulimit and trickle impose limitations by pausing and restarting execution and
data transmission. They interfere with our measurements when slaves find so-
lutions in the same order of magnitude of time as these tools operate. We have
observed such interferences starting from 8 slaves. Therefore, we limit our scal-
ability measurements to 7 slaves.

We perform two experiments. First we measure the scalability of Planner9 by
varying the number of planning slaves (simulated number of robots), as explained
in the previous section. We perform 100 runs for each point, and show the average
and the standard deviation. Second, we vary the difficulty of the planning by
adding elements to the world that are useless to the robots, as show in Fig. 3.
We first add two empty rooms, then we add extinguishers in these rooms and a
medical kit in a3. These elements add more branches to the search tree without
affecting the solution. For each case, we perform 100 runs using 1 and 7 slaves. We
also solve the same problem using JSHOP24 [14], a free and an often referenced
1 http://cpulimit.sourceforge.net/
2 http://www.linuxhowtos.org/TipsandTricks/ulimit.htm
3 http://monkey.org/~marius/pages/?page=trickle
4 http://sourceforge.net/projects/shop
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fire
human to bring medical kit to
robots group
extinguisher, to use one per fire
medical kit

a0

a1

a2
a3

a4a5

Fig. 1. Search and rescue scenario (left) with abstract representation (right). The
robots are dropped into a damaged building. They must bring a medical kit to the
humans trapped in the lower left room. To do so, they must extinguish the fires in
the right order; otherwise they would fail the rescue operation as there are not enough
extinguishers readily available to put out all fires.

take(r0, e0) a0, a1, a2, a3, a4, a5 : rooms

extinguish(a1, a0, r0, e0)

take(r1, e1) r0, r1 : groups of robots initially

extinguish(a2, a1, r1, e1) in a0 and a1 respectively

move(a2, r0)

take(r0, e2a) e0, e1, e2a, e2b : extinguishers

move(a1, r0) initially in a0, a1, a2, and a2

extinguish(a4, a1, r0, e2a) respectively

move(a2, r0)

take(r0, e2b) o0 : medical kit, initially in a0

move(a4, r0)

extinguish(a5, a4, r0, e2b)

move(a0, r1)

take(r1, o0)

move(a5, r1)

drop(r1, o0)

Fig. 2. Solution plan for the scenario presented in Fig. 1. take lets a group of robots
pick up an object. extinguish puts out a fire between two rooms. move displaces a
robot group to a room. drop puts down the object the robots hold.

htn planner implemented in Java. As JSHOP2 is a depth-first search planner, we
add bookkeeping actions that prevent infinite recursions. We do not count these
actions when comparing plans sizes. We substract the startup time of JSHOP2
(time to decompose an empty task) to put it on an equal basis with Planner9.
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a0

a1

a2
a3

a4a5

a0

a1

a2

a3

a4a5

Fig. 3. Scenarios with additional elements useless to the robots. These elements add
more branches to the search tree without affecting the solution.

4 Planner9

Planner9 is a htn planner. A htn planner decomposes a goal task into subtasks
until it finds a sequence of actions that the robots can perform. The planner
knows the available methods and their possible decompositions, like in Fig. 4.
When given the goal task and the initial state of the world, the htn planner
seeks an admissible sequence of actions. The actions can affect the state of the
world; so the planner records these alterations.

Planner9 plans partially-ordered graphs of tasks using forward decomposition,
as in [3, p. 243]. It keeps track of each possible decomposition in a different
search node. Planner9 starts planning with a single node containing the goal
task and the initial state of the world. When visiting a node, Planner9 iterates
through all tasks that have no predecessor. If the task is an action, it applies
this action to the current state of the world and stores the action as part of the
plan. Otherwise, Planner9 instantiates the different possible decompositions of
the task. This process goes on until there is no more node left or until Planner9
has found a node with no more task to decompose.

The state of the world consists of a set of n-ary relations over a set of values.
The application of an action affects these relations. The values represent things
from the real world, like rooms or robots in Fig. 4. In the latter, the move action
will update the isIn relation between the robots and the rooms. The planner

goto(robots, dest)

already at dest

move(robots, dest)

goto(robots, extinguisher's room)

way is clear

take(robots, extinguisher)

move(robots, fire)

extinguish(robots, fire)

move(robots, dest)

fire on the way

Fig. 4. Methods for going to a room by recursively putting out fires on the way



1018 S. Magnenat, M. Voelkle, and F. Mondada

creates variables when decomposing tasks. For example in Fig. 4, the goto task
can be decomposed using the fire on the way alternative. This decomposition
introduces new variables: the extinguisher to use and the room where the extin-
guisher is located. The decomposition has preconditions over these variables that
the state of the world must satisfy. For instance, the extinguisher must be located
in an accessible room. When Planner9 decomposes a task, it performs lifting:
it accumulates its preconditions for delayed check. Planner9 assigns a value to
a variable only when an action changes a relation this variable appears in. For
every variable assignations allowed by the accumulated preconditions, Planner9
updates the state and creates a new search node. To do so in an efficient way,
it assigns values using dpll [15]. The use of lifting is one of the improvements
of Planner9 over the basic htn algorithm. It results in fewer search nodes and
more processing per node, which is desirable for parallelization.

Planner9 chooses the node to visit by selecting the least expensive one using
A* [16]. As cost it adds the total cost of the decomposition so far (path-cost
in A*) and the number of remaining tasks to be decomposed (heuristic-cost in
A*). One advantage of A* with respect to a depth-first search is to allow free
recursions in the definition of the planning domain. This is useful in robotics
because real-world problems are often expressed in a recursive way, like in Fig. 4.
Moreover, as each node is independent, Planner9 can distribute the A* search
over the network using a master/slave architecture.

The slaves run the algorithm described in the previous paragraphs and report
periodically the cost of their cheapest nodes to the master. When the cost dif-
ferences between slaves are significant, the master requests nodes from the slave
with the lowest cost. It then transfers them to the slave with the highest cost.
As our results show, this load-balancing algorithm is simple yet efficient. Slave
robots can appear on and disappear from the network dynamically, for instance
when they boot or because their batteries are discharged. The master discov-
ers available slaves dynamically using the Zeroconf protocol5, which is based
on broadcast announcing. Thanks to it, Planner9 does not require any central
registry and can use any robot available on the local network.

Planner9 is implemented in C++, is open source6, and runs on embedded
Linux. It only depends on the C++ standard library, the boost library7, and
Qt Embedded8, which are all open source. Planner9 is thus easy to embed in
any robot running a modern Linux board.

5 Results

Fig. 5 shows the measures of the scalability of Planner9. The first plot shows
that the performances scale nicely with the number of slaves. The speedup, which
5 http://www.zeroconf.org/
6 One can access the source tree using git; to retrieve it, type: git clone

git://gitorious.org/planner9/planner9.git. We performed the experiments us-
ing revision a501cfd704e4c759a0d83ea27dfcc85be53929ef.

7 http://www.boost.org
8 http://www.qtsoftware.com/products/
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Fig. 5. The scalability of Planner9 with respect to the number of slaves. The scenario is
shown in Fig. 1. The error bars show the standard deviation over 100 runs. In the second
plot, npsps represents the number of nodes visited per second per slave, renormalized.

is the planning time using n slaves divided by the time using 1 slave, is even
super linear. We analyse this using the second plot, which shows the number of
nodes visited per second per slave, renormalized. When we increase the number
of slaves, each can processes more nodes per second. The cause of the super
linearity is a combination of the structure of the problem [17] and a memory
cache effect. Indeed, by distributing the planning, each slave holds fewer search
nodes in memory. Saving memory reduces the strain on the cpu cache and on
the memory allocator, which results in a better performance. When the number
of slaves grows further, the performance deteriorates. We attribute this effect to
the load balancing, which increases the average time to find a solution because
it moves low-cost nodes around.

Fig. 6 shows the measures of the ability of Planner9 and JSHOP2 to cope with
environments of increasing difficulty. On the basic environment, Planner9 with 1
slave is faster than JSHOP2; using 7 slaves, it is one order of magnitude faster.
Moreover, Planner9 uses both groups of robots while JSHOP2 extinguishes all
fires with r0, which adds one more move action to the plan. Adding two empty
rooms does not disturb Planner9 much, but JSHOP2 cannot cope: it exhausts its
memory before finding any solution, even if we give it 2 GB instead of the 100MB
available on the robot. When we add useless objects in the empty rooms, the
planning time of Planner9 increases but does not explode. In this environment,
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Fig. 6. The scalability of Planner9 with respect to the complexity of the environment.
The scenario are shown in Fig. 3. The error bars show the standard deviation over 100
runs. JSHOP2 fails to find a plan when we add rooms, but sometimes succeeds when
we further add objects, as we explain in the main text.

JSHOP2 either finds a solution quickly or exhausts its memory, depending on
the order of appearance of the new elements in its initial state of the world. If
we declare the new elements (rooms and objects) before the basic environment,
JSHOP2 finds a solution. If we declare them after, it fails. Moreover, when it
finds a solution it is a long plan with a lot of useless actions, such as using one
extinguisher to access a room to get another one.

These results show that Planner9 scales well with the complexity of the en-
vironment, compared to JSHOP2. We attribute these excellent performances
to the lifting which keeps different values assignments in a single node by ab-
stracting them using a variable. Planner9 assigns a value later, when it has col-
lected more constraints on this variable. On the contrary, JSHOP2 assigns values
early and performs depth-first search. If by chance the first search branches lead
to the solution, JSHOP2 finds it quickly. But otherwise, it must explore an
exponentially large number of branches before finding a solution.

6 Future Work

The next step is of course to run Planner9 completely on our robots and confirm
its scalability. Then, we will integrate Planner9 with the perception subsystem to
create the initial state of the world and implement the execution of plans using
the robots’ actuators. We want to study the expectations and the limitations of
using Planner9 to bring reasoning to collective robotics.

Planner9 is currently a basic htn planner and does not provide any extension
such as probabilistic planning or conditional actions. The rationale is that plan-
ning real-world scenarios is computationally intensive and we want it to run live
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on the robots themselves. Moreover, we can make good use of the availability of
multiple robots to reduce the uncertainty of the world perception through con-
current sensing from different locations. Merging these would produce a robust
estimation of the state of the world for planning at symbolic level. Nevertheless,
the parallelization capabilities of Planner9 would work with extensions as well
so we can implement them should the need arise.

7 Conclusion

We have presented Planner9, a htn planner that dynamically distributes its pro-
cessing to multiple mobile robots by considering them as a computer cluster. To
do so we have enhanced the htn algorithm with an A* search and with the lifting
of the tasks’ preconditions. Previous works have explored how to distribute the
decomposition of a particular subtask, but Planner9 distributes the processing of
any task and thus benefits from all available computational power. Albeit simple,
this mechanism is efficient as our results show. When compared to JSHOP2, a
milestone in htn research, Planner9 always finds optimals plans; while JSHOP2
only sometimes finds plans, and they are sub-optimal. Because Planner9 runs on
inexpensive robots, we believe that it is a firm step towards bringing intelligence
to autonomous mobile robots in non-industrial environments.
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Abstract. Though path planning methods based on rolling windows have been 
successfully applied to planet rover in uncertain environment, the efficiency 
still remains unsatisfactory due to the single-step advancement strategy. In this 
paper, a novel path planning approach called Rapidly-exploring Random Tree 
(RRT) is introduced to efficiently find local feasible paths in the region of  
rolling windows. The planning step-size in each rolling window can be adaptive 
adjusted according to the local environment it’s moving in, which is recorded 
by historical information perceived by the sensors. Combined with the goal-
oriented heuristic strategy, the global collision-free solution path can be gener-
ated by successively connecting the local feasible paths. A number of infield 
experiments demonstrate the effectiveness of the proposed method. 

Keywords: Adaptive path planning, RRT, uncertain environment. 

1   Introduction 

The path planning problem of an autonomous robot operating in a 2-dimensional 
surface with obstacles is a fundamentally issue to accomplish autonomous navigation. 
The objective of path planning is to find a collision free path from a given initial posi-
tion to a predefined target point. According to the difference of environment informa-
tion what robot known, there are two kinds of planning methods: global panning and 
local planning. Many authors have considered a model with complete information [1] 
[2] [3], where the robot has perfect knowledge about the obstacles. 

In reality, path planning of a robot often cannot be based on complete priori 
knowledge of the environment. In this paper the laser scanner is used because laser 
scanner can provide not only distance of obstacles but also the angles between robot 
orientation and obstacles. 

There are lots of research works on the local planning using various techniques, 
such as artificial potential field, neural networks, fuzzy logic etc. There is a method 
based on the rolling optimization principle adopted in predictive control [4] [5] [9]. 
This method makes more full use of the real-time local environment information by the 
on-line rolling optimization and feedback. The rolling path planning based on rolling 
windows is a powerful tool for the planning problems in uncertain environment. The 
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rolling planning executes the local planning repeatedly by updating the newest local 
environment information. Though the rolling path planning method can solve the 
planning problem in an uncertain environment, the performance remains to be  
improved due to the single-step extension strategy. 

Rapidly-exploring Random Tree (RRT) [6][7][8] is a very useful tool for designing 
single-queried path planners. The original RRT algorithm prefers to create a tree 
structure to incrementally explore unknown configuration space by Voronoi-biased 
extension. Urmson and Simmons [10] present a series of modified versions of the 
RRT algorithm that select tree nodes for expansion based on the cost of their current 
path from the initial node. Kuffner et al [11] present bidirectional RRT-Connect algo-
rithm that grows two trees to explore and connect with each other rapidly during the 
process of tree expansions, resulting in substantial improvement of the performance. 

RRT and its variants can also be considered as powerful tools for local path plan-
ning problems when intermediate configurations are inputted as planning queries. 
Therefore we propose a novel variant of RRT based on goal-oriented heuristic strat-
egy to efficiently find a series of local feasible paths in the region of rolling window. 
The global collision-free solution path can be generated by successively connecting 
the local feasible paths. The method is implemented on the planet rover tested which 
designed by ourselves (as shown in Fig.1). A number of experiments on planet rover 
demonstrate the effectiveness of the method. 

 

Fig. 1. Pototype of planet exploration rover 

2   Path Planning Algorithm Based on Rolling Windows 

2.1   Definition and Presentation of the Local Environment 

The object of planning is finding a collision free path from start to end in the global 
environment. As shown in Fig.2, let sW denote the unknown global environment, the 

origin of sW coordinate frame locates at the start point and the x  axis coincide with 

the orientation of the robot. And at arbitrary time, the robot can detect only the circu-
lar area W with radius dr , W∂ denotes the boundary of detecting range. Let t+  
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Fig. 2. The selection of local goal 

denote the control period and ε  denote the step length within the t+ , 0 < ε < dr . The 

coordinate in sW  of robot at instant t  is ( , )t t tP x y , and the coordinate of local goal 

point is ( , )Gt g gP x y , and sp W∀ ∈  has determinate coordinate ( , )p x y . 

There are finite static obstacles 1 2, ,..., nO O O  in sW , and iO∂ denotes the boundary 

of the ith  obstacle. Let ( , )i jd p p  denote the distance from ( , )i i ip x y  to ( , )j j jp x y . 

2 2( , ) ( ) ( )i j i j i jd p p x x y y= − + −  (1)

Definition 2.1: sp W∀ ∈ , ip O∉ ,( i  = 1,…,n), then p  is called feasible point, and 

the set of all feasible point is called global feasible region, i.e. VD ; ip O∀ ∈ ,( i  = 

1,…,n), then p  is called unfeasible point, and the set of all unfeasible point is called 

global unfeasible region, i.e. NVD  then 

1( )n
s i iVD W U O== ∩  (2)

1( )n
s i iNVD W U O== ∩  (3)

Definition 2.2: ( )W t  is called detecting region at tP ,then, ( )W t  = 

{ }| , ( , )s t dp p W d p P r∈ ≤ , and ( )W t  is also called rolling window at time t . 

Definition 2.3: At time t , ( )p W t∀ ∈ , ip O∉ ,( i  = 1,…,m)m ≤ n, then p  is called 

feasible point at time t , the set of all of p  at time t is called feasible region at time t , 

i.e. ( )VD t . Obviously ( )VD t VD∈ ; ( )p W t∀ ∈ , ip O∈ ,( i  = 1,…,m),then p  is 

called unfeasible point at time t , the set of all of unfeasible point is called unfeasible 
region at time t , i.e. ( )NVD t . Obviously ( )NVD t NVD∈ . 
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2.2   Obstacles Expanding and the Selection of Local Goals 

The crucial task of path planning based on rolling windows is finding the mapping 
from the global goal end  to the boundary of rolling windows ( )W t∂ . We call it local 

goal GtP at time t , obviously GtP ∈  ( )W t∂ and ( )GtP VD t∈ .Therefore, first of all we 

must expand the local obstacles detected. 
As shown in Fig.2, at time t  we got a series of unfeasible point when robot had 

scanned the jth  obstacle, i.e. 1 2( , ,..., )sj sj sj sjqp p p p= . Obviously, sj jp O∈ ∂  

and ( )sjp NVD t∈ ∂ . 1sjp  was the first unfeasible point of jO  when robot was detect-

ing the jO  in a counterclockwise manner, i.e. sjlp , we called it left boundary point of 

jO  . Similarly, sjqp  i.e. sjrp  called the right boundary point of jO  . And let sjbp  = 

{ }| min ( , ),s s t s sp d p P p p∈∂  denote the point of jO  with minimum distance to robot. 

The detected jO must be expanded to make the selected GtP  be feasible to get. 

Making two segments pass the left boundary point sjlp  and right boundary point sjrp  

and vertical with detecting radial line respectively. The length of segments is / 2d , 

d  is the diameter of robot. And the end-points of segments are sjlp and sjrp  respec-

tively. Connect the point tP  and sjlp  cross the boundary ( )W t∂  at vjlp , and connect 

the point tP  and sjrp  cross the boundary ( )W t∂  at vjrp . 

Definition 2.4: For the adjacent jO  and ( 1)jO + ,if vjrθ < ( 1)v j lθ + , Where the vjrθ  and 

( 1)v j lθ +  denote respectively the angle from line t vjrP p
JJJJJG

 and ( 1)t v j lP p +

JJJJJJJJJG
 to X  axis,then 

arc q( 1)vjr v j lp p + is the feasible selection range for GtP  between jO  and the adjacent 

( 1)jO + . Obviouslyq( 1) ( )vjr v j lp p W t+ ∈ ∂ . q1
1 ( 1)( )m

j vjr v j lp p−
= +∪  denote the feasible selection 

region of GtP  at time t , i.e. vP , obviously ( ( ) ( ))vP VD t W t⊂ ∂∩ . 

q{ }1
1 ( 1) ( 1)| ( ),m

v j vjr v j l vjr v j lp p p p p θ θ−
= + += ∈ <∪  

Next step is the selection of GtP . If the end ∈  ( )W t  at t , then GtP end= ; Otherwise, 

we use heuristic function ( ) ( ) ( )f p g p h p= +  to choose the vp p∈  as GtP  which can 

minimize ( )f p , i.e. 

min ( ) ( ) ( )
p

f p g p h p= +  (4)

s.t.        vp p∈  

Where ( )g p  is the cost function from present location to p , and ( )h p  is cost from 

p  to end . Commonly, we only select ( , )d p end  as ( )h p  to estimate ( )f p , since 

the information beyond the boundary is unknown. And that, the calculation of ( )g p  

is expressed as below: 
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0,       
( )

,      
v

v

p p
g p

p p

∈⎧
= ⎨∞ ∉⎩

 (5)

And then, the selection of GtP  reduces to the optimal problem as below. 

min J  = min ( , )d p end  (6)

s.t.        vp p∈  

Algorithm 1: Path planning method based on rolling windows 

step 1 Initialize the start point ( )start , the end point ( )end ,the detecting radius 

dr and the step distance ε ; 

step 2 Terminate the plan if ( )end arrived; 

step 3 Refresh the information of rolling window ( )W t∂ ; 

step 4 Select GtP  as local goal, and radius line t GtPP
JJJJJG

 as local path of time t; 

step 5 Move toward GtP  along t GtPP
JJJJJG

 with ε  and arrive the position at time 1t + ; 

step 6  Return to step2; 

 

Fig. 3. Simulation of Algorithm 1 of path planning 

The simulation of algorithm 1 is carried out to study the effect of this method. We 
know that it is effective for the simple map from the simulation result, as shown in 
Fig.3. However, the computation cost will be increased dramatically when more ob-
stacles are contained in the environment, as the algorithm adopts one-step strategy in 
each rolling planning period. Therefore we attempt to improve above algorithm by 
using multi-steps strategy based on local planning of RRT. The detailed algorithm is 
described in the next subsection. 

3   Adaptive Rolling Path Planning Methods 

RRT can be regarded as a powerful tool for local path planning when intermediate con-
figurations are inputted as planning queries. Different from above one-step planning 
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strategy, multi-steps solution path can be returned by the RRT planner, resulting in 
high performance in finding a global feasible solution path. 

Since local goal configuration is not specified in the rolling window in advance, we 
introduce goal-oriented heuristic strategy to generate a collision-free path through tree 
expansion, and the algorithm is described as follows: 

Algorithm 2: adaptive local path planning algorithm: 

step 1: initialize a tree structure T rooted at the current position of planet rover: 
qinit. 

step 2: sample a random configuration in the configuration space, denoted by qrand; 
step 3: find the nearest neighboring of qrand in T: qnear; 
step 4: extend one step from qnear to qrand, arrive at a new configuration qnew; 
step 5: if qnew is collision-free, and it lies in the maximum permitted region speci-

fied by a circle with variable-radius r, then qnew is added as a new node to T; 
step 6: Repeating step 2-step 5 till the maximum permitted number of iteration has 

been reached; 
step 7: search for a node in T that is closest to the end position, denoted by qgoal; 
step 8: find a collision-free path from qinit to qgoal by traversing the expanded tree T; 

end 

local path 

qgoal

qinit

 

Fig. 4. Process of RRT-based local path planning 

The process of RRT-based local path planning algorithm is illustrated in Fig. 4. It’s 
observed that RRT structure can effectively capture the connectivity of local region. 
As a result, multi-steps solution path can be returned in a required computation time. 

When the planet rover arrives at a new position qinit, the update of the radius r of 
the maximum permitted exploring region is designed as below: 

Firstly we assigned an n-dimensional Gaussian vector vk with zero-mean vector 
and covariance matrix ∑k to the planner. As the environment to be explored is not 
known to the planner, it’s non-trivial to fix the value of ∑k. As a result, the algorithm 
starts with an arbitrary covariance matrix ∑0. In each time step t, ∑k(t) is updated 
based on the evolution of the historical radius of the exploring regions h-step ahead, 
that is, 
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∑k(t)←update(r(t-h), r(t-h+1),…, r(t-2), r(t-1)) (7)

If the algorithm can not find a feasible solution path in the restricted circle region, 
implying that the planet rover lies in the extremely narrow passages. We then scale 
the radius r by a fixed factor δ which is set to the range of (1, 2]: 

r(t)←r(t)/δ (8)

The above feedback process iterates until the algorithm returns a feasible local path. 
Once the local path is returned successfully by the RRT-base path planner, global 

path planning algorithm can be easily constructed. The detailed algorithm is described 
as follows: 

step 1 Initialize the start point (start), the end point (end); 
step 2 Terminate the procedure if end is arrived; 
step 3 Refresh the information of rolling window; 
step 4 call RRT-based path planning algorithm to find a local path in the region re-

stricted by the rolling window; 
step 5 Move to the goal position qgoal found by RRT-based path planning algo-

rithm; 
step 6 Return to step2; 

end

start

global path

 

Fig. 5. Process of global path planning 

The process of global path planning algorithm is illustrated in Fig. 5. It’s observed that 
global feasible path is successfully returned by successively connecting local paths 
found by RRT-based local path planning algorithm. The number of rolling windows is 
five in this experiment, far less than one-step algorithm. In this simulation test, the 
radiuses of the explored local regions are not changed in each time step, as no re-
stricted regions are not perceived all through the running procedure. Equipped with the 
effective local path planner, the planet rover doesn’t need to perceive the environment 
by sensors frequently, resulting in significant improvement of the performance. 
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4   Experimental Results 

We have implemented the proposed adaptive rolling path planning algorithm based on 
RRT exploration, and validated the algorithm on the platform of our planet rover with 
double-eyed vision sensors and six-wheeled activators. The testing environment and 
mechanical structure of the robot is illustrated in Fig. 6. 

 

Fig. 6. Experiments on planet rover 

It’s observed from Fig. 6 that the planet rover can successfully avoid the obstacles 
during the local planning process while keep the validity of the global path. The whole 
exploring area in the experiment is restricted in a square with the dimension 15*15m2, 
robot speed is 1km/h, and the comparison of computation time between original rolling 
planning algorithm and our algorithm is shown in table 1. Our algorithm gives about 3 
times improvement in the running time over the original algorithm. 

Table 1. Comparison of experiments time 

 Time(sec) 

original algorithm based on  
Rolling Windows 

194.4 

improved algorithm based on the 
goal-oriented heuristic RRT 

76.2 
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5   Conclusion 

We have presented a novel adaptive path planning algorithm for the planet rover in 
uncertain environment based on rolling window and RRT algorithm. Firstly we  
presented an effective representation of the local environment, which is suitable for 
planning procedure. Next, the rolling windows methodology has been introduced 
which is able to plan an avoidance path in simple environment. A more efficient local 
path planning method based on the goal-oriented heuristic RRT algorithm is applied 
to rapidly find a local feasible path in the rolling window, resulting in substantial 
improvement of the performance. The global collision-free path is generated by  
successively connecting local feasible paths when continuously pushing the rolling 
window toward the end position. The experimental results demonstrate the validity of 
the proposed method. The maximum permitted regions of the local path planning can 
be adaptive adjusted by the historical explored information, which forms the unique 
feature of our planner. 
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Abstract. This paper investigates the planning and control of biped
walking along curved paths on unknown and uneven terrain. For
widespread use of biped robots, the capability of walking on unknown
and uneven terrain is essential. The description of uneven terrain, as
the basis of discussion, is presented in terms of the spatial relationship
between the world frame and the robot local frames. Then the princi-
ple and implementation of walking pattern planning are given phase by
phase. Feedback controllers, including the phase switching controller, the
stabilizing controller and the foot landing controller, are also designed to
guarantee stable and agile walking. The motion planning, path follow-
ing, and controller design are discussed within the identical framework,
such that various walking behaviors can be generated with few walking
parameters modified. Some results of simulation and experiments per-
formed on the LOCH robotic platform are given to show the effectiveness
of the proposed approach.

1 Introduction

Biped robots have been the focus of both academic and industry community for
decades. The biped, compared with robots in other forms, features the potential
to walk stably and agilely like human beings, which comes with prominent ad-
vantages in autonomous exploration and environment adaption [1]. Great efforts
have been made to turn the potential into reality, and people have seen many
encouraging progresses, such as the ASIMO [2], HRP [3] and HUBO [4].

At the same time, in terms of biped walking, plenty of efforts have been made
toward human-level motion capability. Related subjects include biped walking
stability [5,6], walking pattern generation [7,8,9,10], navigation and autonomous
exploration[11], and biped walking on uneven terrain [12,13,14,15]. These re-
searches independently investigate the biped walking from different point of
view, and the proposed approaches are effective for particular occasions. How-
ever, successful application of biped robots in real world simultaneously requires
the capability of stable walking, path following and environment adaption. The
objective of this paper is, therefore, to discuss these problems within an identical
framework.

M. Xie et al. (Eds.): ICIRA 2009, LNAI 5928, pp. 1032–1043, 2009.
c© Springer-Verlag Berlin Heidelberg 2009



Planning and Control of Biped Walking along Curved Paths 1033

Recently Nanyang Technological University is developing a low cost humanoid
robot, LOCH. It is built up with the intention of developing an adult-sized hu-
manoid robot, which is skillful, knowledgeable and affordable. The robot mea-
sures 1.8 meters in height, and weighs 80 kilograms. It is capable of dexterous
manipulation and complex biped locomotion, and it also features effective vision
system and linguistic interaction ability. Issues about the system design have
been presented in[16]. This paper aims to give a theoretical approach that will
enable the LOCH robot to accomplish complex locomotion on uneven terrain.

Walking on unknown and uneven terrain remains a challenging problem, in
which the environment adaptability is the major concern. In the proposed work,
the description of uneven terrain is presented first. The posture of the robot
pelvis is determined from sensory feedback. Then the unevenness of the ter-
rain is described in terms of the spatial relationship of the foot frame and the
world frame. On the basis of this description, the walking pattern generation
and compliant control are designed to be adaptive to terrain conditions.

Approaches of path planning fall into three catalogues: offline trajectory plan-
ning, offline trajectory planning with online feedback compensation and online
trajectory planning. The offline planning causes the robot fail to duly respond
to external events. In the proposed framework, an online planning scheme is
designed in such a way that motion trajectories are generated phase by phase.
Thus the walking pattern can be flexibly modified to accommodate changes in
the environment.

The remainder of the paper is organized as follows. Sect. 2 presents the setup
of coordinate frames and the description of uneven terrain. Sect. 3 and Sect. 4
respectively describe the principle of trajectory planning and controller design.
Sect 5 gives the simulation and experiment results, and Sect. 7 is the conclusion.

2 Preliminaries

2.1 Setup of Coordinate Frames

In this paper we consider a 7-link robot that is shown in Fig 1. Each hip has
three degrees of freedom (DOF), each knee has one DOF, and each ankle has
two DOF. Such a distribution of DOF is employed by the majority of existing
humanoid robots. For the purpose of describing the walking behavior, we set up
coordinate frames for the world and for the pelvis and dual feet.

{XY Z} is the world frame with the {XY } plane parallel to the horizontal
plane. {x̄ȳz̄} moves together the pelvis with ȳ pointing to the front and x̄ point-
ing to the left. {x̃ỹz̃} locates at the left ankle. ỹ points to the front along the
sagittal middle line of the foot and x̃ points to the left. Similarly {x̂ŷẑ} is at
the right ankle. For simplicity the frames {XY Z}, {x̄ȳz̄}, {x̃ỹz̃} and {x̂ŷẑ} are
respectively denoted by {W}, {PV }, {LF} and {RF}.

2.2 Walking Cycle and Phases

Biped walking is a periodic phenomenon, and every walking cycle is composed of
four phases (see Fig 2). Phase 1 and Phase 2 comprise the first step, and Phase
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Fig. 1. Setup of coordinate frames

3 and Phase 4 comprise the following. The roles of dual legs in every walking
cycle are described in Table 1. The walking planning is done phase by phase.
That is, the planning for every single phase is performed only when the walking
progress has reached the end of the previous one. By dong this, the robot is able
to change walking parameters in adaption to external conditions at the end of
each phase.

Fig. 2. Phases in a walking cycle

2.3 Description of the Uneven Terrain

When walking on unknown and uneven ground, the robot adopting walking
patterns that are planned for even terrain is probable to overturn. The walk-
ing pattern must be generated according to the terrain conditions to guarantee
walking stability. Then we are facing the problem of how to describe the uneven
terrain. Throughout a stable walking process, at least one foot is on the ground
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Table 1. Roles of dual legs in a walking cycle

Left Leg (grey) Right Leg (black)

Phase 1 Push Support
Phase 2 Swing Carry
Phase 3 Support Push
Phase 3 Carry Swing

and only the area beneath this foot affects the walking behavior. In view of
this fact, it’s reasonable to use the corresponding foot frame as the indicator of
terrain unevenness. First we give some notations below.

1. Relative to frame {W}, the frame {LF} is described by the homogeneous
transform W

LF T , which has the form

W
LF T =

[
W
LF R W

LF P
0 0 0 1

]
(1)

W
LF R is the rotation matrix and W

LF P is the origin coordinates of {LF} relative
to {W}. Extending the notations to frames {RF} and {PV }, we obtain
W
RF T , W

PV T , RF
W T , PV

W T , etc, and the rotation matrices and origin coordinates
thereof.

2. Given a rotation matrix R, the corresponding Euler angles are denoted by
(γ(R), β(R), α(R)).

3. Given a group of Euler angles (γ, β, α), the corresponding rotation matrix is
denoted by R(γ, β, α).

Assume W
PV R is detectable with sensory feedback. This assumption can be satis-

fied by the installation of a three-axis gyro or an inclination sensor on the robot
trunk. The origin coordinates of the pelvis frame, W

PV P , can be calculated using
a certain navigation technique. Then we obtain W

PV T . At the same time, with
forward kinematics, PV

LF T and PV
RF T are also available at any instant by reading

joint angles. Then we have

(
W
LF T
W
RF T

)
=

(
W
PV T PV

LF T
W
PV T PV

RF T

)
(2)

During the walking process, as soon as either robot foot has established firm
contact with ground, the homogeneous transform W

LF T or W
RF T , whichever corre-

sponds to the foot on ground, is known and will remain unchanged till the next
swing action. Utilizing this property, we present the following proposition.

Proposition 1. The inclination of terrain is described by the homogeneous
transform that relates the frame of the foot on ground to the world frame, as
computed by (2).
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3 Walking Pattern Planning

3.1 Dynamic Planning of the Curved Path

Path planning is performed at the beginning of Phase 2 and Phase 4. Plenty of
methods can be used to generate paths for different tasks, and here we assume
the path has been generated and denoted by P (ρ) = (XP (ρ) YP (ρ)) where
ρ ∈ [0 ρend]. The path is described within the {XY } plane of the frame {W},
and satisfies Assumption 1 and Assumption 2. Assumption 1 means the path
starts from the current position and ends at the goal position, and Assumption
2 means the velocity is continuous along the path.

Assumption 1. P (0) corresponds to the initial location of the robot, and
P (ρend) corresponds to the final location.

Assumption 2. P (ρ) is first order differentiable with respect to ρ. P ′(0) has
the same direction with the initial orientation of the robot.

3.2 Dynamic Planning of the Pelvis for Phase 1

In Phase 1 both feet of the robot are on the ground. The left leg is the push leg
and the right leg is the support leg. According to the inverted arm model, we
select the frame {RF} as the base frame and {PV } as the tool frame. That is,
the motion of the pelvis is described relative to {RF}. As shown in Fig 3, the
position and orientation of the pelvis are denoted by a 6 × 1 vector p(t). The
first three rows of p(t) are the Cartesian coordinates and the last three rows are
the Euler angles.

From the figure we can find that p(0) and p(tm) are right above the inner
borderline of the supporting polygon. Their positions are determined in con-
nection with the walking speed. If the robot walks at full speed, p(0) is at the

Fig. 3. Pelvis trajectory for Phase 1
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right upper corner of the left supporting polygon, and p(tm) is at the left lower
corner of the right supporting polygon. If the robot marches in place, p(0) and
p(tm) are both in the middle of the corresponding borderline. In this context the
supporting polygon is not necessarily the foot outline. It can be smaller than
the foot outline to achieve static walking with some stability margin, and can
be smaller to achieve dynamic walking.

The clamped 3rd order polynomial interpolation is used to generate trajec-
tory. p(0) can be calculated by forward kinematics, and ṗ(0) is known from the
previous walking cycle. The other boundary conditions are given in (3)–(5).

p(tm) =

⎛
⎜⎜⎜⎜⎜⎜⎝

RF
W T

⎛
⎝W

RF T

⎛
⎝

(
1
2 − q

)
lf

wf

2
0

⎞
⎠ +

⎛
⎝ 0

0
hp

⎞
⎠

⎞
⎠

γ (Rp(tm))
β (Rp(tm))
α (Rp(tm))

⎞
⎟⎟⎟⎟⎟⎟⎠

(3)

ṗ(tm) =
[

I3 0
0 0

]
1
tm

(p(tm) − p(0)) (4)

q =
ls

2lmax
s

+
1
2

(5)

In (3)–(5), lf and wf are respectively the length and width of the physical
supporting polygon. hp is the desired hip height. ls is the step length and lmax

s

is the maximal step length allowed. Rp(tm) is the orientation matrix of p(t) at
instant t = tm, which satisfies

Rp(tm) = RF
W R W R

(
0 0 α

(
W
RF R

))
(6)

3.3 Dynamic Planning of the Foot Landing Position

In Phase 2 the left leg swings from the current pose to a new one, thus we
must plan the landing position before the swing starts. Suppose {LF} and
{RF}, relative to the X − Y plane, are described respectively by {(Xl, Yl, θl)}
and {Xr, Yr, θr}, which can be obtained by extracting the x-coordinate, the y-
coordinate and the roll angle from W

LF T and W
RF T . Then we give the following

proposition.

Proposition 2. Relative to the {XY } plane, the spatial description of the robot
at the jth step is denoted by (7) or (8), whichever is leading along the walking
direction and corresponds to the foot on ground.

Pj :

⎛
⎝Xj

Yj

θj

⎞
⎠ =

⎛
⎝Xl + ws sin θl

Yl − ws cos θl

θl

⎞
⎠ (7)
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Pj :

⎛
⎝Xj

Yj

θj

⎞
⎠ =

⎛
⎝Xr − ws sin θr

Yr + ws cos θr

θr

⎞
⎠ (8)

With Proposition 2, we present the following algorithm to search for landing
positions of the swing foot. Suppose the current robot location Pj corresponds
to ρj in the path.

1. Set the desired step length lds and the maximal turning angle allowed for
every single step δmax

θ . Let ρt = ρj .
2. ρt = ρt + δρ.
3. |P (ρ) − Pj | < lds? If yes, goto 4, otherwise goto 5.
4. � (P (ρ) − Pj) < δmax

θ ? If yes, goto 2, otherwise goto 5.
5. Pj+1=P (ρt − δρ), θj+1 = � (P (ρ) − Pj), ls = |Pj+1 − Pj |.

After we obtain Pj from this algorithm, the landing position can be accordingly
computed using (7) or (8), which depends on the swing foot being the left foot
or the right one.

3.4 Dynamic Planning of the Pelvis for Phase 2

In Phase 2, the left foot is the swing foot and the right foot is the carry foot.
According to the inverted arm model, we select the right foot as the base link,
and the right hip as the end effector. The planning is described relative to {RF}.

As shown in Fig 4, p(tm), p(tmid) and p(T/2) are critical points. The boundary
conditions can be determined using geometric relationship in the similar way as
in Phase 1.

3.5 Dynamic Planning of the Swing Foot

Because of the unevenness of terrain, the landing process must be handled care-
fully to avoid foot-ground collision. If the foot hits ground earlier than expected,
the ground reacting force will be a serious threat to stability. To the contrast, if
the swing foot cannot reach ground in the end, the robot is probable to overturn
in the following phase. In view of these facts, we partition Phase 2 into two
subphases: Subphase 2A and Subphase 2B.

Subphase 2A is a free swing phase, in which the swing foot moves until it
reaches its nominal final pose, or hits the ground earlier than expected. The
description of trajectory is relative to the frame {PV }. As shown in Fig 4, three
critical points are involved in the planning. The boundary conditions can be
determined from geometric relationship. If the swing foot hits the ground earlier
than expected, Subphase 2A is terminated immediately and Subphase 2B will
accordingly be started. Physically several on/off sensors are installed on the foot
outline for collision detection.

In Subphase 2B, the motion of the swing foot is controlled by the landing
controller. In the second half of Phase 2, the pelvis moves down along the Z-axis
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Fig. 4. Planning of swing trajectory for Phase 2

direction. By dong this, the pelvis exerts a downward push force on the swing
foot. At the same time the landing controller provides the compliant landing
capability, thus the posture of the swing foot is forced to be compliant with the
terrain. Once firm ground contact is reported by pressure sensors on the foot
sole, the swing foot will keep its posture till the next phase starts. If the swing
foot cannot reach ground at the end of Subphse 2B, the walking process will be
redirected to the safe pose.

4 Control System Design

4.1 Phase Switching Controller

In a walking process, the phase switching is distinguished into normal switch-
ing and emergency switching. The flowchart of phase switching and the critical
instants are shown in Fig 5.

In normal switching, the phases are assembled in the sequence of Phase 1
→ Phase 2 → Phase 3 → Phase 4 → Phase 1. The switching instants in every
walking cycle are respectively tm, T/2, T/2+ tm and T . In emergency switching,
which is used to handle emergency stop requests, the switching controller will
redirect the walking procedure towards the safe pose by setting lds = 0 and hs = ε
with ε → 0. Then the robot will first switch into the mode of marching in place
to conquer the inertial force and then stop walking almost immediately.

4.2 Stabilizing Controller

Stability control is intended to overcome unexpected external disturbances and
adapt to changes in walking conditions, and thus guarantee the walking stability.
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Fig. 5. Flowchart of phase switching

According to the inverted arm model and the leg stability concept, the principle
of stabilizing control is illustrated in Fig 6. If the inverted arm outputs an active
force −Fa at the robot hip, the reacting force Fa can be used as the control
input for the stability control of lower body. The computation of Fa can be
based on monitoring the real-time ZMP, the upperbody inclination or other
stability criterion.

4.3 Foot Landing Controller

Foot landing controller is intended for compliant landing for Phase 2 and Phase
4. Suppose the effect of gravity has been compensated, the sensor reading relative

Fig. 6. Inverted arm and the stabilizing control
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to the foot frame is denoted by (fx, fy, fz, τx, τy, τz), and output of the landing
controller is (Δz, Δy, Δx, Δγ , Δβ). Taking the x-coordinate of the left foot in
Phase 2 for example, the output of the left foot landing controller satisfies

cxΔ̇x + kxΔx = PV fx (9)

where PV fx is the x-component of the detected force, relative to a frame that is
fixed on the left ankle and has the same orientation as {PV }. c is the damping
coefficient, and k is the stiffness coefficient. The output of the landing controller
is used to control the landing foot directly.

4.4 Inclination Detector

Once the swing foot has landed firmly, the inclination detector is activated to es-
tablish the homogeneous transform description of the swing foot relative to {W}.
The firm landing is reported by the pressure sensors mounted on the sole. At this
critical instant, the output of the foot landing controller (Δz , Δy, Δx, Δγ , Δβ)
will be locked. Then the terrain inclination can be detected using Proposition 1.

5 Simulation and Experiments

First we examine the proposed method for path following. Given a circular path
and a sinusoidal path, we obtain Fig 7 that shows the planned steps along the
paths. It can be found from these steps that the robot position (marked by
cross) moves forward exactly along the given paths. At the same time, the robot
orientation changes gradually by modifying the orientation of the swing foot.
It’s clear that the landing position planning method is feasible in dealing with
different situations.

As even terrain is the special case of uneven terrain, in the following, we test
the planning and control scheme through biped walking on even terrain first. For

Fig. 7. Planning of the landing position of swing feet
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this case, the landing time of the swing foot is predictable, and the Subphase 2B
and Subphse4B are bypassed. Both simulations and experiments on the LOCH
robot platform [16] have been carried out. The videos of the experiments can be
found on http://picasaweb.google.com/lochrobot/Desktop, and thus will not be
given here. From the above results, we can conclude that the presented scheme
is effective for biped walking and path following on even terrain.

Fig. 8. Snapshots of the simulation for biped locomotion on uneven terrain

For the case of uneven terrain, simulations have been performed and the
snapshots are given in Fig 8. From the snapshots it can be seen that the robot
is able to walk stably, and thus we come to the conclusion that the proposed
scheme is effective for biped locomotion on uneven terrain. Further experiments
for uneven terrain are still in progress, and the results will be given in future
publications.

6 Conclusion

This paper studies the planning and control of biped walking for following curved
paths. Principle and implementation of path following, walking pattern genera-
tion and control system design are discussed in the frame of curved path follow-
ing on uneven ground. The proposed scheme is able to generate various walking
behaviors with different parameters specified. Simulation and some experiment
results validate the effectiveness of the proposed scheme.
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Abstract. In recently, study on skiing turn is researched from various view-
points. And the mechanism of the skiing turn using the skiing robot is clarified 
now. However, those mechanical models derived by using the approximate  
expressions don’t match to an alpine skiing turn. Therefore, to provide further 
details of theoretical consideration, the passive type skiing robot is developed. 
The influence on the skiing turn such as the position of gravitational center and 
the shape of skiing are examined by using this robot. In this paper, it reports on 
their experimental results. 

Keywords: Ski, Passive skiing turn robot, Human-Robot interaction, Mechanism. 

1   Introduction 

At present, many studies of turning [1]-[10] while skiing are being conducted on 
various viewpoints such as coupled problems that might result from combinations of 
skis and skiers, simulation of various modes of turning using robots, consideration of 
mechanical characteristics of skis, and possible loads burdening the skier’s body 
when a ski turn is made. Specifically in studies using a ski robot, the body positions 
taken when a turn is made are reproduced using a robot based on the corresponding 
human body positions taken in the same situation. Such studies are undertaken to 
clarify the dynamics of different turns. However, because every mechanical model of 
turning thus derived from these studies is solving nonlinear differential equations with 
many approximations made simultaneously, the results do not fully represent the turns 
that an actual skier would make, nor do they explain anything of the velocity of turn-
ing. Furthermore, such mechanical models are so complex that, practically speaking, 
it is difficult for skiers to use the results to improve their ability as athletes in any 
Alpine event. 

Under these circumstances, we considered the actual turn positions that skiers 
would make during Alpine skiing. We then analyzed the dynamics of every turn made 
during an Alpine skiing giant slalom competition and produced a passive-turn type of 
ski robot with a simple structure. Using the robot, we checked on how each turn might 
be affected by the skier’s centre of gravity, by the timing of the skier’s weight shift, 
and by the ski shape. Consequently, we examined the dynamics of ski turning to help 
skiers improve their abilities as athletes. 
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2   Alpine Ski Turning 

Mainly, Alpine ski turning is a carving turn that is made with the skier’s upper body 
bent forward, creating some angle between the snow surface and the ski with the skis 
bent simultaneously. To make that turn possible, the ski assumes a form by which its 
middle part is curved or hollowed, so to speak, which is called the side curve. Then 
the turn is made with the skis standing sideways against the snow surface, thereby 
using the side curve to the greatest degree possible (hereinafter, the angle taken  
between the snow surface and the ski is called the edge angle). The turn uses the cen-
trifugal force resulting from the ski sliding speed while not losing any speed. The turn 
finally uses the arc-shaped trajectory that the ski itself creates. In the past, using 
straight skis, turns used to be made by skidding turns, which enable skidding of the 
skis created by a revolving motion of the skier’s legs with the outside leg directed 
inward during the turn. 

In carving turns made during Alpine ski competitions, in which the speed is crucial 
for competition, a sharper turn than that of a side curve can be achieved. However, in 
skidding turns, which necessitate a revolving motion of the skier’s legs, the left and 
right legs are not aligned in the same direction. If they were aligned as parallel, they 
would cause a skid that would suppress the turn speed. 

Fig. 1 shows carving turn behaviour during an actual competition. Fig. 1a is of a 
high-school-aged girl who is the number-one ranked skier in Akita prefecture, Japan. 
Fig. 1b portrays a fourth grade elementary school pupil who started competition less 
than a year ago. Defining a start point at which the centre of a skier’s waist part is 
shifted from the right side of the ski to the left side, a top point at which the skis are 
directed straight downward, and a finishing point at which the centre of the skier’s 
waist part is shifted from the right side of the ski to the left side, it is readily apparent 
that the athlete depicted in Fig. 1a reaches her top point just beside the flag gate, 
whereas the athlete portrayed in Fig. 1b reaches the top point after having passed the 
flag gate, causing the finishing point to be delayed. Looking at the respective body 
positions of the athletes during the turn, it is apparent that the athlete in Fig. 1a is 
making a turn keeping some angle between the snow surface and the skis while bend-
ing her skis. 

3   Passive-Turn Type of Ski Robot 

3.1   Composition of Ski Robot 

Next we examine a carving turn. To do so, we have produced a passive-turn type of 
ski robot that can use some angle between the snow surface and the skis by shifting its 
centre of gravity. Using it, we will verify experimentally how much impact is attribut-
able to ski turning by the ski shape difference or by the centre of gravity position 
difference. The passive-turn type of ski robot is presented in Fig. 2. 

The robot is made entirely of ABS resin. It weighs 50 g with skis attached. The 
robot is structured such that its legs and the body are connected by hinges, with its left 
and right legs separated stably using a support bar attached at the body part. Because 
the connections are made using hinges, the body part can move freely sideways. Then  
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Fig. 1. Turn of alpine skiing 
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Fig. 2. Structure of passive turn type ski robot (50g) 

 
we set the gap separating the left and right skis using the support bar such that the 
edge angle can be as great as ±35 deg. Each robot leg is connected firmly with a ski 
so that each leg is always perpendicular to each associated ski surface in its width 
direction, enabling determination of a ski edge angle as a result. Six white markers are 
attached to the robot, each at a different location; they are used for image analyses. 
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3.2   Form of Ski 

Fig. 3 shows two pairs of skis, each of which is made of ABS resin. They are 1 mm 
thick, 170 mm long, and 35 mm wide at the front end and back end, with respective 
side curve radii R of 400 mm and 800 mm. 

Because the ski robot we use for this experiment cannot bend the skis as a real 
skier can, we created and used two pairs of skis, each with a different side curve ra-
dius R, by which we were able to assume that the skis were bent. 
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Fig. 3. Design of ski 

4   Experiments 

4.1   Method of Measurement 

In the experiment using the passive-turn type of ski robot, we made measurements 
using three different CCD cameras and performed three-dimensional motion analyses. 
Fig. 4 shows the experiment. The X-, Y-, and Z-axes are presented also in Fig. 4. We 
placed one camera at the front part of the ski slope; the other two were placed respec-
tively at 45 deg left and right from the front part. The slope angle was set to 25 deg. 

We chose to use a carpet (0.9 m × 1.8 m) as a ski slope, with its fluff height suffi-
cient for the skis to retain contact when a ski edge was angled. Stainless tape was 
placed on the lower surfaces of the skis to facilitate sliding. The ski direction ω was 
set on the slope along the Y-axis. 

During the experiment, we observed the ski trajectory, the ski speed, and the tim-
ing of the centre-of-gravity shift. We verified it by making the ski robot turn one 
direction after another continuously while trying to use its body height of between 40 
mm and 50 mm and its skis with side curve radii R of 400 mm and 800 mm. Initially, 
the skis were oriented to ω＝0°. 

4.2   Experimental Results and Examination 

Fig. 5 presents results of the experiment in which the sliding trajectories of the ski 
robot were compared for waist heights of 40 mm and 50 mm, with the ski side curve 
radius R of 400 mm. Fig. 6 shows a similar comparison for radius R of 800 mm. 
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Fig. 4. Experimental setup 

The right leg sliding start point was at the origin 0. The right leg trajectory coordi-
nate points are expressed numerically with the X-coordinate (positive) on the right-
hand side and Y-coordinate (positive) on the downward side, as viewed from the 
bottom of the slope. 

Changing the side curve from R=400 mm to R=800 mm, it was recognized that the 
turn radius achieved by the robot increased accordingly along the curve connecting 
three points: the starting point of the turn; the top point, at which the skis were di-
rected straight downward; and the end point of the turn. Using the robot’s waist height 
of 50 mm, the turn radius was doubled from 280 mm to 560 mm, which was propor-
tional to the doubled side curve radius R. 

 

Fig. 5. Experimental results (Side Curve : R400mm) 

Furthermore, changing the robot’s waist height from 40 mm to 50 mm to find a pos-
sible impact caused by changing the centre of gravity in that way, we found that the 
turn cycle increased. However, although we found a difference when we used the side 
curve radius R=800 mm, we found no difference from the turn radius of R=400 mm.  
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Fig. 6. Experimental results (Side Curve : R800mm) 

Therefore, we conclude that the turn radius was determined based on the ski shape as 
long as the turn was made with no ski skidding. Next we examine the fact that the 
turn radius varies from a constant R=800 mm according to the waist height difference. 
First looking at the ski direction ω at each of the start point, top point, and finish 
point, it is apparent that the higher the waist part is, the larger ω we have. That phe-
nomenon is explainable: the skis tend to skid because of failure to catch the slope 
steadily as the centre of gravity position increases, even when we have a fixed edge 
angle and a fixed amount of centrifugal force. 

 

Fig. 7. Edge angle and switching time (Side Curve : R400mm) 
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Fig. 7 shows the relationship of the edge angle with the ski position over time for 
cases in which the side curve radius R=400 mm and the waist heights are 40 mm and 
50 mm. Considering the time duration in which the turn finishes completely from one 
direction to another, we recognize that it is shorter and that the turn cycle is smaller 
when we have a lower waist part. 

5   Conclusions 

In conclusion, to elucidate the dynamics of ski turning, we produced a passive type of 
turn robot that was able to make turns continuously, merely by shifting its centre of 
gravity position. Using it, we examined the possible impact on the turn of different 
positions of centres of gravity and different side curves. The salient results are the 
following. 

・ The smaller the side curve is, the smaller the turn radius. The position of the 
centre of gravity has little relevance. 

・ A higher centre of gravity increases the turn cycle, causing the skis to skid more 
easily, increasing the turn radius, and lengthening the necessary duration for 
turning. 

・ Based on these results, for a carving turn in actual Alpine skiing, we verified that 
the skier would be able to make a quicker turn by reducing the side curve radius 
R by stepping down on the skis harder during the turn, and by lowering the  
centre of gravity. 
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Abstract. In recent years, with the advancement of electronic and control tech-
nologies, robots are being designed not only to perform dangerous or automated 
tasks, but also to serve in other fields such as education, entertainment, clean-
ing, security, tour guiding, and environmental exploration. Among the various 
types of robots, walking robots are less stable than wheeled ones. Moreover, it 
is also known that controllers, when required to multiplex and generate PWM 
signals for controlling servo actuation, may fail to handle multi-axis control and 
other external tasks simultaneously. Therefore, robots intended for both sensing 
and communication purposes are typically designed as wheeled robots rather 
than walking robots. This study aims to develop a low-cost walking robot that is 
capable of exploring the environment in a walking manner and transmitting  
environmental information to the computer end through a Bluetooth module. In 
this study, a hexapod robot is designed as a test carrier and is integrated with a 
single chip and a variety of sensing devices for environmental detection. The 
single chip is coupled with a CPLD, which controls the actuation of servos and 
thereby enables locomotion of the hexapod robot. More particularly, the single 
chip is coupled with ultrasonic sensors, infrared sensors, a biaxial accelerome-
ter, an electronic compass, a temperature sensor, an infrared human-body  
sensor, and a Bluetooth module so as to realize a moving device capable of 
walking and high-sensitivity sensing. A digital man-machine interface is also 
designed in this study for transmitting information sensed by the single chip to 
the computer end, thus allowing a user to apply the information as needed. 

Keywords: Robots, Servo, CPLD, PWM, MCU. 

1   Introduction 

The locomotion of a walking robot composed of a plurality of servos is characterized 
by the number of legs and is therefore identified as biped, tripod, quadruped, hexapod, 
or multi-legged. Due to the plurality of servos, a walking robot has more degrees of 
freedom and is more adaptive to the surroundings than a wheeled robot. Now that the 
existing environment is not suitable for wheeled robots to move around, it is the walk-
ing robots that will have the most effective use in human society in the long run.  
                                                           
* Corresponding author. 
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Furthermore, while a wheeled robot advances without any anticipatory actions, a walk-
ing robot is designed to move in imitation of living creatures. Therefore, the move-
ments of a walking robot can be anticipated according to our own (human) experience 
and are less likely to evoke a sense of threat to us [1]. Hexapod and multi-legged  
robots are mechanical walking devices having six and more than six legs, respectively. 
These robots exhibit high stability, can move on bumpy ground, and are therefore more 
studied. The very first walking robot equipped with a complex control system is the 
“Hexapod”, which was designed by McGhee et al. of Ohio State University in 1978 
and further developed by Waldron and Song in 1984 into the hexapod Adaptive  
Suspension Vehicle (ASV), whose assembly was completed in 1985. One year later, 
after the installation of control software in 1986, the first hexapod robot with a com-
plex control system was born. In 1988, Umesh analyzed and designed an isotropic leg 
mechanism for ASV, wherein the items for analysis include degree of freedom, posi-
tion, velocity, and acceleration. Although the resulting robot was not so agile as those 
developed by others, the relatively inexpensive mechanical components and the simple 
control device used in Umesh’s robot started a trend for low-cost robots [2]. 

Nowadays, several research institutions are dedicated to the development of walk-
ing robots, and it is believed that significant advances will some day be achieved that 
allow walking robots to work not only for but with humans. The research of the biped 
robot combines different disciplines such as mechanism, mechanics of machinery, 
electronic engineering, control engineering, biological engineering, and robotics. The 
major research content includes: the design of the leg mechanism, gait planning, 
walking track, and balance & control theories. In 1977, Gollidary & Hemani adopted 
Langrangian’s dynamics theory to deduce and linearize the mathematic model of the 
kneeless biped robot to analyze its stability, manipulability, and observability. In 
1980, Miyazaki & Arimoto applied the Singular Perturbation method to categorize the 
dynamic behaviors of the biped robot into the fast mode and slow mode, and designed 
the controller based on the method. In 1986, Railbert published his book 「The Bal-
ance of the Robot with feet」, which is regarded as the most pioneering and contrib-
utive research for all oil-pressure-driven robot with one, two, or four feet [3-4]. The 
robot has no body but with a high pelvis that connects the arms. It is a biped robot 
with “loaded” 12 DOF, including: 3 DOF in the hip, 1 DOF in the knee, and 2 DOF in 
the ankle. There are 5 linkages with 4 DOF from the front view, and 7 linkages with 6 
DOF from the side view. The weight of two feet is only around 5 ~ 10% of the total 
weight. If the load of the arms has little impact on the balance, and the proportion of 
the weight of the two arms to the total weight is small, the robot will be able to up and 
down the stairs, walk on a slope with less than 10% degree, turn, and step back [5]. 
Grishin et al. (1994) designed a biped robot with 2 degrees of freedom (DOF) of full 
load. The robot is composed of a pelvis and two stretched feet. Its mechanic system 
has 4 DOF, 2 spinning and 2 moving, and minus 2 restraints. The total length of the 
two feet is a constant. The pelvisis kept at the center between two feet. To prevent 
from toppling over, the leg of the robothas been installed a feet vertical to the ground. 
From the side view, it liked a 3 linkage movement. Therefore, the biped robot is able 
to walk straight on the floor. The first generation of the Japanese Honda robot was 
developed by Honda R & D Center (Hirai, 1997) [6]. A walking track for robots to 
follow is necessary before successfully driving the robot to walk or move something 
from one place to another place. There are several ways to generate the walking track. 
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One is through observing the qait of real human [7] another by instant calculation. In 
1970, Vukobratovic et al. adopted the numerical methods to calculate the dynamic 
walking track of the biped robot. Kato applied the same method to generate the dy-
namic walking track for his biped robot, WL-10RD [8-9].  

However, it takes a long time to calculate the reference track when the robot is 
walking, and it is hard to adjust to different surface. Unless the CPU can calculate 
faster or the algorithm is simplized, the numerical method still has the problem of 
slow calculation. Other methods to generate the walking track include: inputting the 
least power [10], using actuator of the neural network and using the genetic algorithm 
[11]. The DOF of the robot’s arm depends on the type of robot and flexibility like 
human arms can be achieved. There are 6 DOF in human arm-and-wrist mition. The 
upper arm around the shoulder juncture has two DOF for rotating and swinging. The 
elbow juncture has the 3rd DOF. The 4th DOF is for spinning the wrist. The 5th DOF is 
for the up and down movement of the wrist. The right and left movement of the wrist 
is the 6th DOF. Operations of the fingers and thumb are other additional DOF. The 
robot arm kinematics is about the movement operation of the robot arm during a  
period of time relative to a fixed coordinate system. In traditional analysis, the robot’s 
base is regarded as a reference point, and other movements must be based on such 
reference point. When we know about all positions of junctures and linkage on the 
robot’s arm, then we can calculate the exact position of the arm’s terminal in the 
space. This is a question about the direct kinematics. The reversed question is to  
decide the target position of the juncture and the linkage to enable the robot’s arm to 
move to the specific positions and directions in the space. The reversed question is 
more difficult and may have more than one answer [12]. Modern commercial robots 
equip with the hybrid spin and slip junctures, connected by the arm linkage or the 
wrist parts of the robot’s arm. The spin juncture controls the movement of two link-
ages in a specific degree, and the slip juncture controls only the line movement  
between the two linkages. Theoretically, other juncture relationship is possible. How-
ever, in reality, only the two junctures are adopted. The serial combination of the 
juncture and the linkage is called a chain. The chain is open or closed. Every linkage 
end of the chain only connects to a juncture point. Open chain refers to a chain that 
does not connect to linkages that are closer to the base. A chain that connects a link-
age to the prior juncture point is called the closed chain. The main type in modern 
industrial robots is the open chain [13]. The analysis and control of the robot’s arm 
requires the development of the analysis and control method. An arm with multiple 
juncture points is impacted by many force interactions and external environment, and 
it requires a more complex analysis. Researches of Paul about the homogenous trans-
formation matrix method and the coordinate transformation in the analysis of the 
robot’s kinematics are useful references [14].  

As an embodiment of modern science and technology, a walking robot involves such 
disciplines as electronics, electrical engineering, information technology, artificial intel-
ligence, control engineering, mechanics, robotic kinematics, and so on. However, de-
spite considerable progress in the past few decades in robotic research and the gradually 
maturing conditions for the development of robots, it is still extremely difficult to con-
trol the locomotion of a walking robot, which is not supported by a stationary base and 
requires highly non-linear control. In order to achieve higher stability, it is necessary to 
use a more complicated control system in conjunction with the theories of kinematics 
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and various sensors, so as to precisely control the locomotion of a walking robot. As 
there are presently a good number of research institutions dedicated to the development 
of walking robots, it is believed that significant advances will be made in the near future 
that allow walking robots to work not only for but also with humans. 

2   Objectives of Study 

It is an objective of this study to design a hexapod robot capable of walking as well as 
performing multiple sensing and communication functions. In addition, the hexapod 
robot is provided with a computer-based man-machine interface for transmitting vari-
ous sensing results to a computer at the user end. In this study, a multi-axis servo 
control device based on a CPLD is designed so as to relieve the workload of the main 
control chip and thus allow the main control chip to carry out other tasks such as 
communication and sensing. Using the CPLD for servo control achieves effective 
division of labor for controlling the robot. Hence, not only the requirements but also 
the costs for research and development of the robot are lowered. 

Servo robots have a lot of potential, and it is highly desirable for future robots to 
have various sensing abilities and intelligent functions that further broaden the appli-
cability of robots. In this study, a walking servo robot is coupled with different types 
of sensors and configured to perform a variety of pre-programmed actions, thus help-
ing humans with certain vexing, boring, and dangerous tasks. Also, the integration of 
wireless transmission with the man-machine interface of this study contributes to 
accelerating the development of, and exploring new applications for, robots. 

3   Experimental Setup 

1. Control structure 
The control structure proposed in this study includes a CPLD as the controller of 
servomotors and a single chip designed to work with the CPLD. The single chip is in 
charge of external communication with a computer, a plurality of sensors, a memory, 
and a biaxial accelerometer, such that the entire system can be effectively controlled 
even when different tasks are executed at the same time. Referring to Fig. 1 for a 
structural diagram of the control system of this study, an MCU serves to communicate 
with the CPLD and external devices while the CPLD controls the motion of servomo-
tors. In this study, a dedicated servo interface device is designed with VHDL (Very 
High Speed Integrated Circuit Hardware Description Language) so as to provide syn-
chronous control over the 32-axis servos. Fig. 2 is an analysis diagram of the 32-axis 
PWM pulse signals generated in this study. As shown in Fig. 2, the PWM signals for 
all axes are synchronous and have a fixed period of 20ms. 

2. Design of Tilt Sensor 
The hexapod robot of this study uses Memsic MX-2125 for sensing the tilt of the test 
carrier. The sensor outputs a pulse signal (in PWM format). According to the draw-
ing, the output period of T2 is fixed at 10ms at 25°C, and the output period of T1 is 
5ms when horizontal. As the Memsic MX-2125 sensor detects a tilt, the width of T1 
changes accordingly, but the width of T2 remains. Therefore, the tilt angles of the two 
axes can be obtained by measuring the width of T1 signal. 
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Fig. 1. Structural diagram of control system 

 

Fig. 2. Analysis diagram of PWM signals 

3. Integration of Servos and Components 
The servomotors for use in this study are GWS S03T manufactured by GWS of Tai-
wan. The torsion of the motor is as high as 7.2kg/cm when the operating voltage is 
4.8V, and 8kg/cm when the operating voltage is 6V. On the other hand, the rotation 
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speed of the motor reaches 0.33sec / 60deg when the operating voltage is 4.8V, and 
0.27sec / 60deg when the operating voltage is 6V. The test carrier, i.e., the hexapod 
robot, of this study is made essentially of 12 servomotors, a specially designed alumi-
num plate, and several screws and copper posts, as shown in Fig. 3. 

 

Fig. 3. Physical embodiment of the robotic mechanism 

4   Results and Discussion 

3-1 Principle of Motion and Gait Design of the Hexapod Robot 
The hexapod robot of this study uses 12 servomotors and is enabled to walk by power 
output from the servos in conjunction with connecting rods in the robotic mechanism. 
While the focus of this research is on electric control, the hexapod robot of this study 
must have the ability to move forward. Hence, we gathered and analyzed information 
on gaits of existing hexapod robots and obtained a relatively simple gait sequence, as 
shown in Fig. 4, which is the sequence used in this study to simplify the gaits of the 
designed hexapod robot. 

6. Electromechanical Integration of the Hexapod Robot 
After completing the design and manufacture of the required mechanisms and cir-
cuits, all the components, modules, and motors are put together to complete the hexa-
pod robot of this study, as shown in Fig. 5. The hexapod robot is capable of sensing 
obstacles (via the ultrasonic and infrared obstacle sensing circuits), temperature,  
human body (via the infrared sensors), tilt (via the biaxial accelerometer), and  
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Initial Position

Raise foot 1,3, 5
Stretch out foot 2, 4, 6

Foot 1,3 move forward
Foot 4, 6 move back

Scretch out foot 1, 3, 5
Raise foot 2, 4, 6

Foot 1,3 move back
Foot 4, 6 move forward

Foot 1,3 move forward to center
Foot 4, 6 move back to center

Recycle Loop

Finish one step
 

Fig. 4. Gait sequence of the hexapod robot 
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azimuth (via the electronic compass), as well as wireless remote control (via a 
433MHz wireless receiver module). Additionally, a wireless Bluetooth module trans-
mits all the sensing results to the man-machine interface at the computer end to facili-
tate information integration. The man-machine interface of this study also enables the 
plotting of simple topographic maps. 

 

Fig. 5. The completed hexapod robot 

Fig. 6 and Fig. 7 illustrate the relative positions of the sensors and the CPLD. On 
the upper circuit board, the infrared human-body sensing module is at the lower right, 
the electronic compass is at the left, and the biaxial accelerometer is at the center. In 
addition, the 433MHz RF wireless receiver module is coupled to the upper circuit 
board from above, and each of the front, left, and right ends of the upper circuit board 
is provided with an ultrasonic sensor and an infrared sensor. Moreover, a DS-1821 
temperature sensor is at the lower left of the upper circuit board while the wireless 
Bluetooth module is at the upper right. The lower circuit board is the CPLD of this 
study. The CPLD is coupled with the controlled servos (test carrier) after the afore-
mentioned sensors are connected to the single chip, thus completing the design of this 
study. 
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Fig. 6. Sensors of the hexapod robot 

 

Fig. 7. Location of CPLD of the hexapod robot 

7. Integration of the Map-Making Man-Machine Interface of the hexapod robot 
In this study, the man-machine interface at the computer end and related programs are 
developed and written with Visual Basic. The programs allow the computer to com-
municate with the hexapod robot and control the locomotion thereof. On the other 
hand, the robot transmits the sensing results to the computer via the wireless Blue-
tooth module. The sensing results to be collected by the computer include the ultra-
sonic and infrared sensing results, ambient temperature, tilt angles, and data from the 
electronic compass. These sensing results are then used to plot a virtual planar space. 
Referring to Fig. 8 for the homepage of the man-machine interface designed in this 
study, a user is prompted to select the appropriate COM PORT and then press “Start 
Connection” to enter the function interfaces listed in the menu on the top. The three 
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major function interfaces are an environment-sensing interface, a map-making inter-
face, and a motion-editing interface. 

 

Fig. 8. Homepage of the man-machine interface of the hexapod robot 

Fig. 9 illustrates the environment-sensing interface of the hexapod robot. Once this 
interface is activated, the hexapod robot is connected to the computer and transmits 
thereto the various information obtained by the sensors. The sensing results are pre-
sented by patterns of different colors so as to indicate whether there are obstacles in 
front of or to the left or right of the hexapod robot. Tilt angles of the hexapod robot in 
the X- and Y-directions are also shown, in addition to the temperature around the 
robot. A description of all the sensing statuses is provided on the right-hand side of 
the man-machine interface. 

 

Fig. 9. Environment-sensing interface of the hexapod robot 
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Fig. 10. Ultrasonic and infrared sensing diagrams of the hexapod robot 

 

Fig. 11. Environment-sensing statuses of the hexapod robot 

Fig. 10 provides ultrasonic and infrared sensing diagrams of the hexapod robot. 
The diagram on the left shows that all the infrared obstacle sensors at the front, left, 
and right ends of the hexapod robot have positive detection results. In other words, 
there are objects in all these three directions. The diagram on the right shows that the 
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ultrasonic obstacle sensors at the front, left, and right ends of the hexapod robot also 
have positive detection results, indicating the existence of objects in the three direc-
tions. Besides, the infrared human-body sensing result is shown at the lower part of 
each diagram with a red color, meaning that a human body is detected. 

The patterns in Fig. 11 indicate that all the sensors have positive detection results. 
More specifically, the bright green color indicates the positive detection results of the 
ultrasonic sensors, the blue color indicates the positive detection results of the infrared 
sensors, and the red color indicates the positive detection result of the infrared human-
body sensor. In addition, ambient temperature and tilt angles of the hexapod robot are 
shown at the lower part of the diagram. 

Referring to Fig. 12 for the motion-editing interface of the hexapod robot, a photo-
graph of the test carrier, i.e., the hexapod robot, designed in this study is displayed at 
the left of the interface. As the photograph corresponds to control items of the central 
motor, the interface serves to control the same motor. A user may input the desired 
moving angle of the motor or directly pull the bar below the motor to actuate the 
corresponding motor of the hexapod robot in real time. The simple operation interface 
not only provides a user-friendly motion-editing environment, but also stores data of 
the edited motion so as to build a motion database of the hexapod robot for further 
editing. 

 

Fig. 12. Motion-editing interface of the hexapod robot 
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5   Conclusions 

A servomotor control interface based on a CPLD is designed in this study. The de-
vice, which is directly integrated with a single chip, can precisely generate the desired 
pulse width for PWM and thereby control the servos of the hexapod robot of this 
study. A man-machine interface program at the computer end is also designed in this 
study for detecting the environment, plotting simple topographic maps, and perform-
ing servo motion control. The control method proposed in this study significantly 
reduces the workload of an MCU and thus allows the MCU to communicate with 
external devices. In addition, the control method of this study enhances synchronism 
between servos and is hopefully instrumental in further studies and relevant verifica-
tions. Commercially available robots capable of making topographic maps and avoid-
ing obstacles are mostly wheeled robots, which fail to function properly on non-planar 
topography. This study, however, uses a hexapod robot for environmental explora-
tion. The hexapod robot not only adapts to non-planar topography, but also detects 
and transmits the sloping conditions thereof to a computer so as to store the detected 
data and plot simple topographic maps accordingly. Nevertheless, the experiments of 
this study were conducted on specific, but not all, topographic conditions. For exam-
ple, tests were not carried out on bumpy ground. Therefore, this study may be further 
extended by performing tests on various ground conditions. 

Besides, the servomotor conversion device of this study simplifies servo control 
and reduces the power otherwise required by the single chip for servo control, thus 
allowing the single chip to work with more external sensors and accomplish more 
communication tasks. While the sensors employed in this study include ultrasonic 
sensors, infrared sensors, a biaxial accelerometer, and an electronic compass, it is 
desirable for subsequent studies to incorporate more sensing functions such as the 
measurement of humidity and altitude, or to integrate with mechanical sighting  
functions. It is hoped that this study will find applications in the exploration of extra-
terrestrial planets or unknown environments and make considerable contributions to 
mankind. 
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Study on Mine Rescue Robot System 
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Abstract. Mine rescue robot system consists of the carrier robot and the explo-
ration robot. After the incident, the rescue robot system can instead of rescuers 
to enter the mine, collect environmental information of the scene of accident. 
This paper introduces the structure and components of the carrier robot and the 
exploration robot, and analyse separately their kinematics, find out the motion 
control parameters. Accordance rescue robot with the workplace, put forward 
the autonomous navigation method based on coal mine geographic information 
system, and finally to a simple example of the path searching process.  

Keywords: Rescue robot, kinematics analysis, autonomous navigation. 

1   Introduction 

In recent years, coal mine accidents have frequently happened in the world, the level of 
mine rescue is relatively lagged, and varieties of the rescue works are still mainly ma-
nual. Many units launched a variety of coal mine accident rescue robots, and some of 
them have developed prototypes of mine rescue robots. Xi'an Science and Technology 
University is one of them. In 2006, Xi'an Science and Technology University has 
launched the based research on mine rescue robot autonomous navigation and intelli-
gent control in the National Natural Science Foundation's support, now have developed 
the mine rescue robot system, which can enter the mine tunnels instead of human after 
a explosion of methane or dust etc happened in coal mines, to obtain the concentrations 
of methane, carbon monoxide, oxygen and other gas and temperature, humidity and 
other environmental information of the scene of accident. Using the information col-
lected in the scene of accident from robot systems, the first-hand data of the accident 
scene can be provide to ground rescuers timely and accurate. It can provide reliable 
information for effectively mine for emergency relief, to reduce casualties and property 
losses, but also for the scientific analysis of gas explosion during the fire disaster of the 
spread of mixed-gas law, under the conditions of a multi-hazard disaster coupled into 
the incident and expansion of the conditions and factors to provide the raw data of the 
study. 

2   The Mechanical Subsystem 

According to the status that mine accidents usually occur in the working face away 
from the mine entrance. The coal mine rescue robot system adopts two-stage robot 
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structure. It is shown in fig.1. The first-stage robot is a carrier robot that adopts the 
wheel-type mobile structure. The second-stage robot is exploration robot that adopts a 
complex-crawler robot. After a mine accident, the first-stage robot carries the second-
stage robot along the underground transport orbit moving fast to the nearest place 
where the accident happened. If the first-stage robot is obstruction by obstacles or the 
orbit is damaged. It can not continue to move forward, then open the gate, and the 
second-stage robot leaves the first-stage robot from the appropriate position, moves 
on with the features of itself navigation, autonomous mobile etc, till near the scene of 
accident, and collects the environmental information of the underground. 

 

Fig. 1. The rescue robot system 

2.1   The Structure Design of the Mechanical Subsystem 

The carrier robot mechanical structure is made up of running gear 1, removing ob-
stacle device 2, tank 3, sensors 4 and landing gear components 5 etc, as shown in 
fig.2. The running gear is composed of four wheels, and is driven by a explosion-
proof motor, and its bound to run the track by orbit. There is only one degree of free-
dom for the one-dimensional space. The removing obstacle device can clear some 
obstacles on the orbits. The tank is separated into two parts from top to bottom. The 
lower part is placed for a driven motor, a reducer, a power, control subsystem, drive 
components etc, and the upper part is placed for the exploration robot and a variety of 
sensors. The landing gear is mainly used for the exploration robot to leave and back 
the carrier robot.   

 

Fig. 2. The carrier robot 

By modular design method, the exploration robot was designed a symmetrical 
modular structure [1]. It is shown in Fig.3, among them, (a) shows the structure of the 
exploration robot, (b) and (c) are shown its three-dimensional model of difference 
attitude. The robot includes left and right main track modules 1 and 2, a front-right 3, 

the exploration robot

the carrier robot

running gear 1

2 removing obstacle

4 Sensors

5 landing gear 

tank 3
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a front-left 4, a back-right 5, a back-left 6 six swinging arms track modules and a box 
7. The middle box can be load a variety of detection instruments and equipments for 
completing the mission, which is an exploration robot carriage platform. 

 

(a) 

             

(b)                                      (c) 

Fig. 3. The exploration robot 

Each track module includes a motor, a decelerator, a track and some assist devices. 
Each main track is independently driven by a main motor, a reducer and a pair of 
bevel gear installed in the middle box, and is shown in Fig.4. Two main track mod-
ules commonly realized translational and rotation of the exploration robot. Each arm 
track is independently driven by an arm motor, a reducer and a pair of bevel gear to 
achieve rotation to the 360° around itself axis. Removing the driver-side structure of 
the main drive motor and reducer drive, encoder, meshing bevel gears, and it is the 
robot driven end structure [2]. 

The exploration robot has six degrees of freedom, namely 2-dof translational and 
4-dof swing. The two main motors that was fitted in the middle box driver the six 
tracks come true the translational motion in any direction and rotation around the Z 
axis, the other four motors within the box respectively drive the four swinging arm 
tracks, the arm tracks accomplish main act of walk, such as grade climbing, obstacle 
crossing, fording, stepping upstairs with the main track etc. 

2.2   The Kinematic Analysis of the Mechanical Subsystem 

The mine rescue robot system is including of the carrier robot and the exploration 
robot two-stage robot structure. When explosive accidents happen in a mine, the robot 
system is sent in the mine, they advance in the underground tunnel by its own charac-
teristics. In mine entry of away from the working face, the damage usually is smaller.  
 

back-left module 5 front-left module 3

box 7

back-right module 6 front-right module 4

left main track module 1

right main module 2

Y

X
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Fig. 4. The schematic diagram of the track module 

The carrier robot can be high-speed operation along the orbit, which carriage the 
exploration robot, and clear the smaller obstacles on the orbit using its removing  
obstacle device. So on, until the orbit is damaged, or is obstructed from greater ob-
stacles, or the track direction can not fill demand. The carrier robot will stop and  
expand the landing gear, and the exploration robot away the carrier robot from the 
landing gear. 

The exploration robot is crawler robot, with the exception of the ground with walk, 
turn any angle, but also in the common of the body and the arms to achieve climbing 
stairs, obstacle crossing, fording, crossing groove trenches, stand by itself and other 
functions.  

1.  The kinematic analysis of the carrier robot 
The carrier robot bears the task that long-rang fast-moving and carry the exploration 
robot. Sine the carrier robot can only move along orbits, its move is hold in by the 
orbit and the motor. If the motor speed is ݊ሺݐሻ, and the exterior size of the carrier 
robot is ܽ ൈ ܾ, the distance between left and right wheel is ݈, the wheel radius is ݎ. 
The angle between the orbit and the horizontal axis is ߠሺ݅ሻ, and between the vertical 
plane (Z axis) angle is ߚሺ݅ሻ, the position and the posture of the carrier robot in the 
mine coordinate system is: 

ூܲ ൌ ሾݖ  ݕ  ݔ ሿ்ߠ ൌ ݂ሺ݈, ,ݎ ,ߠ ,ߚ ሻ. (1)ݐ

discretization is: 

௞̂݌ ൌ ቎ߠݖݕݔ቏ ൌ ௞ାଵ݌ ൅ ݌∆ ൌ ൦ݔ௞ିଵݕ௞ିଵݖ௞ିଵߠ௞ିଵ൪ ൅ ൦∆ߠ∆ݖ∆ݕ∆ݔ൪. (2)

 

bevel gear
arm motor

reducer
main motor encoder

main toothed belt pulley

arm toothed belt pulley

swinging arm 

axis

box



 Study on Mine Rescue Robot System 1069 

If the mapping is from the mine coordinate to the robot coordinate system: 

ܴሺߠሻ ൌ ൦     ܿݏ݋ ߠ ݊݅ݏ ߠ 0 0െ ݊݅ݏ ߠ ݏ݋ܿ ߠ 0 0      0 0 1 0      0 0 0 1൪. (3)

There is ோܲ ൌ ܴሺߠሻ ூܲ  , where ோܲ  is the position and the posture of the robot in the 
robot coordinate system, ூܲ  is the position and the posture of the robot in the mine 
coordinate system. The forward kinematic model of the carrier robot is: ሶܲோ ൌ ܴሺߠሻൣݔሶ ሶݕ    ሶߠ ሶݖ    ൧் ൌ ܴሺߠሻ ቂଶగ௥௡௜ 0 0 ሶߠ ቃ. (4)

where ߠ is hold in by the orbit.

 2. The kinematic analysis of the exploration robot 
The exploration robot adopt crawler configuration. Its body is driven by around the 
two main motors. Although there are four pulleys, but only two main motors drive, so 
the Kinematic analysis is the same as the two differential driving wheels which has 
two additional contact points [3].  

The two differential driving wheels curved line of the exploration robot as YR-axis 
of the robot coordinate. The line that through the center of the robot perpendicular to 
YR-axis as XR-axis of the robot coordinate, and let the point R of the robot as the 
reference point for the robot position, as shown in Fig.5. The position and the posture 
of the exploration robot in the mine coordinate system may be expressed as: 

ூܲ ൌ ሺݔ ݕ ሻ். (5)ߠ

If the drive wheel radius of the robot is the equal of r, the distance between the two 
wheels is l, the speed of two driving wheels are n1 and n2. According to the principle 
of differential velocity, the linear velocity ݒோ and the angular velocity ߱ோ in the robot 
coordinate system as follows:  ቊ vୖ ൌ πrnଶ ൅ πrnଵωୖ ൌ ଶ஠୰୬మ୪ െ ଶ஠୰୬భ୪ . (6)

According to the principle of rigid body translational, the robot movement can be 
seen as rotation that the body around instantaneous center P, the rotation radius R is: 

 

Fig. 5. The mine coordinate system and the robot coordinate system 
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ܴ ൌ ௩ఠ ൌ ௟ሺ௡మି௡భሻଶሺ௡మି௡భሻ. (7)

its ranges is : [0 ∞）. 
So the robot equations of motion can be expressed as [4]: 

ܸ ൌ ቎ݔሶூݕሶூߠሶூ቏ ൌ ቈܿݏ݋ ߠ ݊݅ݏ0     ߠ     0    0       1 ቉ ቂ߱ݒ ቃ ൌ ቈܿݏ݋ ߠ ݊݅ݏ0    ߠ     0     0      1 ቉ ቈ ݈ݎߨ2ݎߨ           ݎߨ   െ ݈ݎߨ2 ቉ 

       ൌ ቎ݎߨ ݏ݋ܿ ߠ ݎߨ ݏ݋ܿ ݎߨߠ ݊݅ݏ ߠ ݎߨ ݊݅ݏ ଶగ௥௟ߠ െ ଶగ௥௟ ቏ ቂ݊ଵ݊ଶቃ. (8)

It can be shown, the differential-driven robot system is the overall control system, via 
controlling the two drive wheels speed n1 and n2, can indirectly control the robot li-
near velocity v and the angular velocity ߱, and achieved the motion of the robot in 
at any position and attitude. At the same time, the differential drive robot system is 
non-linear time-invariant systems too. The constraint conditions is xሶ sinθ െ yሶ cosθ ൌ0, so assumptions in the analysis to it is pure rolling between the main track of the 
exploration robot and the ground, and no lateral sliding. 

3   The Navigation Way of the Mine Rescue Robot System 

Navigation of mobile robot is often used to describe the environment and self-perception 
via sensors, and realize the voluntary movement of their own goal-oriented in obstacle 
environment. Navigation includes environmental modeling, self-localization and path 
planning of the content [5]. 

Environmental model is the basis for robot navigation. Mine rescue robot works 
under the ground, and the geographic information of the mine is known, but there are 
lots of change after occurred accident, in which the original rules tunnels, there may 
occur the larger the deformation, become impassable and even the original access 
road will be added a number of obstacles ... 

Mine rescue robot maximum speed of not less than 2Km/h. Considering that the 
damage of the tunnel shape and surface is limited to certain regions by accidents, and 
these changes can be only consider basis of the original tunnel. Therefore, to ensure 
that the speed of robot, the mine rescue robot navigation method adopt navigation 
based on geographic information system (GIS) of the mine. 

The navigation based GIS should be completed in the computer before the robot 
system enter into the mine. Its main ideas is using the graph theory express the mine 
tunnels, and using the network analysis method seeking the shortest distance and the 
best path from the wellhead to the scene of accident. The process is shown in Fig.6. 

Assuming that there is a simple map of the mine tunnel, and is shown in Fig.7. The 
vertex set V of the graph is contain the endpoints and intersection points of a tunnels, 
the edge set E of the graph is contain edge each tunnel, so a coal mine tunnel can be 
expressed by graph G = (V , E) to indicate, then the adjacency matrix of the graph G 
can be expressed as: [6] 
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Fig. 6. The process of the navigation based GIS 

a୧୨ ൌ ൜x୧୨，if v୧v୨ א EሺGሻן , other . (9)

where ݔ௜௝  is the weighted value considering the length, tilt, currency of tunnel and 
other factors prevailing factor. The Fig.7 (a) is a schematic diagram of a coal mine 
tunnel, and (b) is the tunnel graph with weighted value, point A is the entrance and 
point O is the scene of accident. According the above method, its adjacency matrix 
with weighted value is: 

. 

(10)
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Fig. 7. A schematic diagram of coal mine tunnel  
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From the entrance A to the other vertex of the shortest path computation process of 
change in vector D as follows: 

(11)

where the weighted value in the box express the shortest path to the starting point of the 
A, the position of weighted value express the corresponding vertex. the → express has 
been found that the vertex of the shortest path. So this can be derived from point A to 
point H of the shortest path as follows: A-C-D-G-I-K-J, the Path weighted value is 1110. 

4   Conclusion 

Mine rescue robot using two-stage robot system can effectively improve the efficien-
cy of rescue and shorten rescue time. The autonomous navigation method GIS-based 
can plan out the best path close to a scene of accident before the rescue robot system 
go down the mine. Through coordination control the motor speed of the robot, com-
plete the motions of the rescue robot in coal mine tunnel. With the sensors in the ro-
bot, the exploration robot can realize obstacle avoidance, obstacle crossing, climbing, 
fording, crossing groove and such as sports in barrier-free environment. At present, 
the prototypes of the carrier robot and the exploration robot have developed, and 
laboratory testing under way. 
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Abstract. A hybrid functional electrical stimulation (FES) rehabilita-
tion system for locomotion is proposed in this paper. It has a hierarchical
structure. In upper level, brain-computer technology (BCI) is used to
acquire the subject’s intention. In middle level, central pattern genera-
tor (CPG) is designed to generate appropriate rhythmic motor patterns.
CPG is triggered by BCI command, and send control patterns to lower
level. In lower level, FES technique is used to activate the muscles, and
drive the lower limbs to achieve the expected movements (i.e. locomo-
tion). The whole system is developed according to the general nervous
structure of human being. The hybrid system aims at developing a neuro-
prosthetic bridge for the impaired nervous system of paralyzed patients.
Some preliminary results on BCI are given.

Keywords: Functional electrical stimulation, brain-computer interface,
central pattern generator, rehabilitation system, locomotion.

1 Introduction

Functional electrical stimulation (FES) is a popular technique used widely in re-
habilitation engineering. It uses electrical current of low level to excitable tissue
to supplement or replace function that is lost in neurologically impaired individ-
uals [10]. This is a broad definition, and the targeted excitable tissue is skeletal
muscle in our work.

Generally, a complete FES system contains four parts: controller, stimula-
tor, musculoskeletal system (patients), and sensors. The kernel is the controller,
whose role looks like the brain in human nervous system. The controller can reg-
ulate the stimulation pattern for stimulator with the feedback information. At
present, various artificial control techniques have been applied into FES system
such as PID control, model based control, sliding-mode control, fuzzy logic con-
trol, artificial neural network control, optimal control and so on [18]. However,
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nearly all the controller design is derived from the classic traditional algorithms,
which are merely developed by the researchers. The patient’s own intention is
not included. Therefore, the “functionality” is limited in some sense.

The ideal and ultimate objective of a neuroprosthetic or rehabilitation system
should construct a bridge in such a routine “brain =⇒ spinal cord =⇒ muscle”.
Although this is a long-term dream for the researchers, it at least inspires us to
provide a rudimental design using such an idea.

The promising technology of brain-computer interface (BCI) and central pat-
tern generator (CPG) may give us possible solutions. BCI can acquire the inten-
tion from the human brain, and CPG can mimic the nervous function of spinal
cord. The stream line is given as follows: CPG is triggered by BCI command;
FES is controlled by CPG; FES activates the muscles and generates movements
in the end. The general idea is illustrated in Fig. 1.

Fig. 1. General idea of a hybrid FES rehabilitation system for locomotion. It has a
hierarchical structure. Upper level: BCI decodes the EEG signal and get the com-
mand. Middle level: CPG is triggered by BCI command, and generates the stimulation
patterns for FES. Lower level: FES activates the muscles concerned.

A brief review on BCI and CPG is given in the following subsections. The
methodology of each component of the whole system is discussed in Section 2,
especially the algorithm for EEG-based BCI is given in detail. Preliminary result
on EEG signal processing is given in Section 3. In the end, we make a conclusion
and provide our future work in Section 4.
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1.1 BCI Technology

BCI is developing rapidly in recent years. It is a communication system between
human brain and external environment [15]. Researchers analyze the signals
acquired from the brain using some specific algorithms. Some useful information
may be distilled, for example, predicting the motion intention. BCI is successfully
applied to control robotic arm using information from monkey brain [9], [14]. It
becomes the leading-edge research topic since 2000. An upsurge arises using
BCI to control external devices, such as communication system, wheelchairs,
prostheses and so on [2], [15].

BCI in nature is a kind of technique, which contains magnetoencephalogra-
phy (MEG), positron emission tomography (PET), function magnetic resonance
imaging (fMRI), invasive electrophysiological method (e.g. ECoG), optical imag-
ing, and electroencephalography (EEG) [15]. EEG is an important type of BCI,
it is adopted by many researchers because of the noninvasive, economic, conve-
nient and easy-to-use properties. Our work also adopts EEG in the BCI design.

In order to acquire the expected information from raw EEG signals. Many
EEG signal processing methods are developed [7]. For feature selection, there
are common space pattern (CSP), autoregressive (AR) / adaptive autoregressive
(AAR) parameters, time-frequency features, and inverse model-based features.
For pattern recognition, there are linear discriminant analysis (LDA), support
vector machine (SVM), artificial neural network (ANN), nonlinear bayesian clas-
sifiers (NBC), and nearest neighbor classifiers (NNC) etc.

Is it possible to apply BCI technique into FES system? The answer is positive
and the pioneer work was accomplished by group of Prof. Pfurtscheller at Graz
University, Austria [11], [12]. Later, some researchers are devoted to developing
BCI-FES system [1], [3]. In Asia, there are two groups working at this research
topic at Hongkong Polytechnic University [8] and Nanyang Technological Uni-
versity [13] respectively.

Since the study of BCI-FES is still at the initial stage at present, there exist
some big problems. First, the accuracy of pattern recognition for EEG signals
needs improvement, and the movement dimensions that can be classified by EEG
are still low (at most 2 dimensions with 4 directions). Second, BCI can only give
the discrete simple commands that is very difficult to realize the continuous
movements using FES. Third, the FES part in previous work is relatively too
simple, a feedback loop is needed for better movement control. Fourth, a com-
plete evaluation especially clinical evaluation of the BCI-FES system are still
lacking.

1.2 CPG Technology

Neuroscience has already found that CPG is a type of neuronal circuit existing
in the spinal cord of vertebrate [4]. CPG can generate the motor patterns for
rhythmic movements (walking, flying, swimming etc.) independently without the
continuous support from brain. CPG can also work without sensory feedback,
but sensory feedback can enhance the adaptive ability of CPG.
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In general, CPG may be classified into two types: biological CPG and engineer-
ing CPG. In neuroscience, researchers aims at exploring CPG at a microscopic
level based on experiments in vivo, the different electrochemical ionic channels
in neurons are studied. This kind of CPG has complex structure and numer-
ous parameters, for example, the lamprey CPG [4]. Another direction targets
the mechanism of CPG at a macroscopic level, i.e. the key function of CPG is
mimicked while the structure is simplified. This kind of CPG can be analyzed
mathematically and easy for the practical application. There are several clas-
sic models of engineering CPG, such as Matsuoka oscillator [17], Van der Pol
oscillator, Hindmarsh-Rose model, Morris Lecar model and so on [6]. It should
be noted that Hodgkin-Huxley model is the foundation for all these models.
Engineering CPG is used to simulate the rhythmic movements for animal mod-
els such as fish, lamprey, lizard, cockroach etc; engineering CPG is also applied
widely for robotic control such as biped, multi-leg robot, snake-like robot, and
swimming robot [5].

Based on the previous research, some interesting properties of CPG are found.
It has the strong robust stability properties of limit cycle behavior. The smooth
online modulation of trajectories can be acquired by tuning the parameters of
the dynamical system. The entrainment phenomenon is a useful feature when
CPG is coupled with a mechanical system. Much less amount of calculation
is required for movement control because of the coordination of physical parts
induced by the rhythmic movements. During recent years, adaptive mechanism
offers CPG with more powerful functions.

Although CPG has some advantages in purpose of control, it is rarely used in
FES system before. Our previous work has provided the rudimental exploration
on designing FES control system based on CPG [19]. We find CPG is specially
suitable for FES control. (1) FES is a type of neuroprosthetic technology. CPG
just “copy” the function from neuronal circuit in spinal cord. It is in accordance
with the nature of neuroprostheses. (2) Our project focuses on studying FES
waking control. Walking is a typical rhythmic movement that is controlled by
CPG in spinal cord of the healthy person. (3) FES application inherently has
significant time delay. For realtime control, predictive and adaptive functions
are desired for controller design. CPG can serve as a feedforward controller with
adaptive mechanism, which can meet the FES demand exactly. (4) CPG network
is very suitable for the movement control involved with multi-muscle and multi-
joint. It is a good alternative to extend the current FES application from single
joint to multiple joints using CPG network.

2 Methodology

All the previous research regarding BCI-FES system focuses on the upper limb
movements [1], [3], [8], [11], [12], [13]. Their controlled objective is different
from ours. Our work targets the lower limb movement (i.e. walking). Different
from upper limb movements that are totally controlled by brain, spinal cord
circuit plays a main role in lower limb movements (i.e rhythmic movements) in
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healthy persons. If we wish to achieve an ideal movement for upper limb such
as lifting, reaching and grasping for paralyzed patients using BCI-FES system,
the continuous control signal from brain must be achieved. Obviously, this is an
impossible mission especially for EEG-based BCI at present. If we target the
control of lower limb movements, the task becomes possible.

2.1 General Scheme

The feasibility of the hybrid system is discussed at first. According to the survey
in previous section, the current research level of EEG-based BCI is still low,
and only simple movement intentions in 2-dimension can be classified. But this
will not affect our general idea. Since CPG can work independently without
continuous supraspinal input, a simple command (e.g. stop or start) from the
brain is enough to trigger it. CPG can deal with the continuous control for
walking in the subsequent process.

The main work will be conducted at five levels as shown in Fig. 2 that includes
EEG signal processing, CPG design, simulation study (based on musculoskele-
tal model), feedback information processing, and FES experiment. The EEG
processing has four steps: (1) EEG data acquisition. The appropriate channels
should be selected according to the type of signals wanted. (2) EEG feature se-
lection. (3) EEG feature extraction and preprocessing. (4) EEG classification.
For CPG design, there are three problems should be resolved: (1) CPG network
design, (2) CPG parameter setting (3) CPG adaptive mechanism.

In simulation study, a musculoskeletal model of lower limb will be developed.
It serves as a controlled plant, and test the performance of the system proposed.
Feedback information is important for CPG design. The feedback information
could be EMG, joint angle (angular velocity) or other motion signals. The exper-
imental work is a hard and tedious task. Hardware and software platform should
be developed. Healthy subjects will take part in the early evaluation of the hy-
brid FES system. Patients are also expected to be recruited, and the clinical test
will be performed under help of doctors.

2.2 BCI Algorithm

The previous research has shown that mu or beta rhythms could be good signal
features for EEG-based BCI communication [15]. Movement or preparation of
movement will make a decrease in mu and beta rhythm that is named as “event-
related desynchronization” (ERD). On the contrary, there is a rhythm increase
after movement and with relaxation named as “event-related synchronization”
(ERS). ERD and ERS do not need actual movement, they can occur with imag-
inary movement or movement intention. These features are very suitable for the
paralyzed patients.

Common space pattern (CSP) is proved to be suitable for the ERD detection.
It is a type of supervised spatial filtering methods for two-class discrimination
problems, which finds directions that maximize variance for one class and at the
same time minimize variance for the other class. In this work, CSP is adopted.
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Fig. 2. General plan of the proposed FES system. It contains five parts: BCI processing,
CPG design, simulation study, FES experiment, and feedback system.

The CSP algorithm is briefly introduced as follows. Let X i
d, d ∈ 1, 2 denote

the zero-mean EEG recordings of trial i, class d, and its dimension is N × M ,
with N number of channels and M number of samples in time. The normalized
spatial covariance of this trial can be written as

Ri
d =

X i
dX

i∗
d

trace(X i
dX

i∗
d )

(1)
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where * indicates the conjugate transpose of a matrix (transpose for real matrix)
and trace(·) means the sum of elements on the diagonal of a matrix. For each
class, the normalized covariance matrices are averaged over trials,

Rd =< Ri
d >, d ∈ 1, 2 (2)

The sum of the two averaged normalized covariances is

Rc = R1 + R2 (3)

Rc can be decomposed as
Rc = UcλcU

∗
c (4)

where Uc is the matrix of eigenvectors and λc is the diagonal matrix of eigenval-
ues. The whitening transformation matrix is given as

P =
√

λ−1
c U∗

c (5)

Rc can be whitened by P as
I = PRcP

∗ (6)

where I denotes the identity matrix. Let’s transform R1 and R2 as

Sd = PRdP
∗, d ∈ 1, 2 (7)

then S1 and S2 share common eigenvectors, and the corresponding eigenvalues
for the two matrices sum up to 1. If

S1 = Bλ1B
∗ (8)

then
S2 = Bλ2B

∗, λ1 + λ2 = I (9)

It means that the eigenvector with largest eigenvalue for S1 has the smallest
eigenvalue for S2 and vice versa. The rows of W are called spatial filters, and
the columns of W−1 are called spatial patterns. EEG recordings of trial i can
be decomposed with W as

Zi = WX i (10)

After the decomposition, the components most suitable for discrimination are the
first and last few rows of Z. The normalized log-variances of these components
are used as features. Linear classifiers can be used to classify these features.

In this paper, Fisher’s LDA classifier is used. The brief description about
the algorithm is given. If μ1 and μ2 are the means of two classes, and their
corresponding covariance matrices are

∑
1 and

∑
2. The weight of LDA classifier

is
w = (

∑

1
+

∑

2
)−1 · (μ1 − μ2) (11)

and the bias is
b = −wT · (μ1 + μ2

2
) (12)
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Fig. 3. Electrode positions for raw EEG collection. ‘GND’ means ground electrode,
and ‘Ref’ means reference electrodes. The best three channels are from C3, C4 and Cz.

where wT means the transpose of vector w. For each feature vector x, the
classifier output is and the bias is

y = wT · x + b (13)

If y > 0, then x is classified into class 1, other class 2.
The parameter set is defined as Θ = {μ1, μ2,

∑
1,

∑
2}. In order to update the

classifier, Θ should be updated. In a supervised way, where each trial before the
current time is given a label. If x(t) is the latest feature vector and its label is
known, Θ can be updated as

μi(t) = μi(t − 1) · (1 − UC) + x(t) · UC (14)
∑

i
(t) =

∑

i
(t − 1) · (1 − UC) + (x(t) − μi(t)) · (x(t) − μi(t))T · UC (15)

where i is the true label of x(t), and UC is the update coefficient.

3 Experimental Work

Some preliminary results on EEG signal processing are given in this section.

3.1 EEG Data Collection

EEG signals were recorded using a SynAmps system (Neuroscan, USA). Signals
from 21 channels over the related motor areas were recorded. The grounding
electrode was mounted on the forehead and reference electrodes on the left and
right mastoids. The electrodes were placed according to the extended 10/20-
system (see Fig. 3). Horizontal and vertical EOGs were recorded for the purpose
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Fig. 4. Subjects imagine the left leg (or right leg) to move. This intention may be
detected from EEG, and trigger CPG as a command “start to walk”.

of artifact detection, and were not used for classification. The EEGs were first
filtered by the recording system in a 5-30Hz frequency band, and the sampling
rate was 1000Hz. Before feature extraction and classification, the signals were
down-sampled to 200Hz and refiltered by a 50-order FIR filter in 8-30Hz fre-
quency band. By the high-pass filtering, low-frequency EOG artifacts were also
removed.

There are 2 subjects taking parts in the data collection. The subjects will
imagine to initiate right or left leg to walk as shown in Fig. 4. The experimental
procedure is given as follows. The subjects were seated in a comfortable armchair
about 2m in front of a computer monitor. They were instructed to keep still and
avoid blinking during a trial. At the beginning of each trial, the screen was black.
After 1 second, a fixation cross appeared in the center of the screen. Another
second later, an arrow pointing to either left or right was added to the cross
indicating the imagination of left or right leg movements. The arrowed cross was
showed until the end of the 5th second. During this time period (from the 2nd
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Fig. 5. Features based on CSP about left leg movement. Red stars indicate the features
of “left leg movement”, blue stars indicate the features of “no movement”.

second to the 4th second), the subject had to imagine left or right leg to move.
After an random interval varying from 1.5 to 2.5 seconds, the next trial began.
The sequence of left and right trials was randomized and the chance for each
class was flat. There were five runs in each session and three sessions for each
subject. All data were saved for later analysis.

3.2 Results

Subject 1 imagined the left leg to move. There are two states: start walking
and no walking. The result of EEG feature classification of Subject 1 is shown
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Fig. 6. Error rate of classification (LDA method) on EEG feature of left leg movement
vs. no task
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in Fig. 5. The error rate of classification is shown in Fig. 6. We found the rate
of accuracy is about 75%. However, the rate of accuracy is only about 65% for
subject 2.

We also performed the study on classification for the two imaginary states
of initiating left leg or right leg to walk. The results are not satisfactory. The
possible reason is that the corresponding areas of motor cortex in charging of
left leg and right leg movements are too close, since they are both located in the
central area of brain cortex. Further exploration will be conducted on this issue.

4 Conclusion and Future Work

In this paper, we proposed the idea to develop a hybrid FES rehabilitation system
for locomotion. Both CPG and BCI technologies are incorporated and assem-
bled harmoniously. A neuroprosthetic bridge in such configuration is expected
to develop in future.

The current work is focused on the processing of EEG-based BCI. The
preliminary results are presented. However, more effortful work are needed to
improve the algorithms in order to get more accuracy EEG command. Frequency-
weighted method (FWM) is considered to apply into CSP feature extraction. An
unsupervised adaptation approach based on variational Gaussian mixture model
(VGMM) will be proposed for LDA classification. Also, more experimental work
will be conducted to collect EEG data from more subjects to test the perfor-
mance of algorithms.

CPG design is not discussed in this paper. Actually, we have done much work
on CPG including the theoretical work [16], [17] and the application [19]. If the
work of BCI part is satisfactory, we will connect CPG with BCI, and then the
kernel of FES system can be developed. After that, evaluation of such a hybrid
FES system will be performed on a musculoskeletal model.

In the end, it will be tested on healthy subjects or paralyzed patients. Obvi-
ously, this is a long journey, but we are quite optimistic about such a promising
and interesting research direction.
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Abstract. The structure and function system of a practical robotic
manipulator applied to nursing robot has been developed. According
to the development requirements of practicality and low cost, a 4-DOF
lightweight manipulator was firstly designed. Then its kinematics model
was established to obtain the forward and inverse kinematics solutions.
As to the manipulator control system, CAN-bus architecture was uti-
lized to implement communication between the main control system of
robot and the joint control unit of manipulator. Taking the terminal
gripper controller as an example, the modular circuit design and the con-
crete communication rules were emphatically introduced. Furthermore,
based on the service task of grasping water cup, a series of core techni-
cal schemes on camera calibration and object location were put forward
under the measurement condition of monocular vision to achieve visual
servo control. The experimental results show that the manipulator can
preliminarily realize the predetermined service functions.

Keywords: Service robot, robotic manipulator, CAN-bus, monocular
vision, object grasping.

1 Introduction

The rise and popularization of robot technology has already caused a great
transformation in many fields of science and technology. Especially from the 90s
of last century, robot has not just played a significant role in industrial fields, its
application situation has also expended to non-industrial fields. Various robots
applicable for service and entertainment have entered families, which gradually
become an important part in people’s daily lives.

The development of service robot is a research focus of current robot domain.
Many valuable international research results have been generated in recent years.
A 5-DOF lightweight manipulator applied to home or work situation of the el-
derly and the disabled was developed by University Carlos of Madrid in Spain.
Its self-bring control system can adapt to many situations [1]. A multi-function
health wheelchair was developed by National Institute of Standards and Tech-
nology in the United States. It can help the aging populations, stroke victims and
wheelchair dependents to move independently, to lift themselves and even to do
rehabilitation training [2]. During the cooperative research between University
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of Southern California in the United States and Electronics and Telecommunica-
tions Research Institute in the Republic of Korea, the vision perception process of
personal service robot was divided into three stages: self-location, long range peo-
ple detection and tracking, and short range human interaction [3]. Also targeting
at improving the perception ability of service robot, researchers in University of
Essex in the United Kingdom put forward that face recognition can be combined
with other surface characteristics to distinguish unknown people effectively [4].
A robot being able to recognize and collect waste in office-like environment was
developed by researchers in “POLITEHNIC” University of Bucharest in Roma-
nia. The robot can establish three-dimensional virtual map to realize interaction
with other robots and people through stereo vision [5].

Presently, with the accelerated aging process of humans, extensive attention
has been put on the development of service robot for the elderly and the disabled
[6,7]. In China, the National High Technology Research and Development Pro-
gram (863) has encouraged the cooperation of R&D institutions and enterprises
to develop some conception prototypes, which can designate the great prospects
of home service robot. The Service Robot Laboratory in School of Mechanical
Engineering, Southeast University, participated in the research projects and had
obtained preliminary results [8,9,10]. Based on these forward researches, we will
present a novel development of a robotic manipulator system which is applied
to nursing robot to grasp water cup for humans.

2 Mechanical Design and Kinematics

2.1 Requirements and Schemes

The project requires that the single manipulator should be of simple mechanism
and low cost, and combined with control system and vision system, it can real-
ize fetching cup, pouring water and some other services based on transformed
household appliances. The final schemes are as follows:

1. The 4-DOF configuration of the manipulator includes: the shoulder parallel
movement, the shoulder rotation, the elbow rotation and the wrist rotation round
the arm axis. The terminal gripper is designed as humanoid style.

2. The major material of the manipulator is aluminum profile, which not only
guarantees structure lightness and attractive appearance, but also has enough
stiffness. The length of the manipulator is around 60 cm.

3. The majority joints of the manipulator are driven by DC servo motors. The
action of the gripper is controlled by a servo rudder, which has small volume
and can be easily mounted and controlled, and thus system cost is reduced.

4. The design weight of the manipulator is around 1.5 kg (not including devices
mounted on the robot mobile platform). The weight of water cup for grasping
is around 0.5 kg.

2.2 Mechanical Design

The manipulator structure is shown in Fig. 1, and the parts in circles are joints.
The shoulder joint shown in Fig. 2 has characteristics as follows.
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1. The aluminum profile with sectional area of 60 mm × 60 mm is used for
fixed installation, and the guide is mounted on inner side surfaces. In order to
prevent deformation of the open profile, C shaped parts are designed to connect
two side surfaces of profile into integration.

2. The length of the guide support frame is 200 mm, and the moving distance
of shoulder should not exceed 40% of it, which means around 70 − 80 mm.
In order to prevent excessive movement, proximity switch mounting holes are
designed on the screw-nut, and proximity sensors are used to set limit position.

3. The servo motor controlling the parallel movement of shoulder is fixed
under the support frame. The height of the screw-nut in the vertical direction
can be adjusted to make the installation of screw and motor easily. In order to
prevent jitter during motor rotation, the other end of the screw uses a rolling
bearing as fulcrum.

4. The shoulder rotation is directly driven by a servo motor to eliminate
possible errors. The barbell shaped motor axle sleeve is designed to be embedded
in the internal aluminum profile of arm, which can transmit torque and at the
same time improve stiffness of the shoulder joint.

The structures of the elbow joint and the wrist joint are shown in Fig. 3. The
turbine worm reducer realizes right angle turning of the elbow motor motion,
and it is fixed on both end face and side face. In addition, another four aspects
are concerned in the design. Firstly, the connection part of the upper and lower
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arms does not generate interference during motion process. Secondly, the offset
distance between the upper and lower arms is zero, which is convenient for
kinematics calculation. Thirdly, the lengths of the upper arm and the low arm
are designed as equal to be human-like. Fourthly, strut bars are embedded in
the open profile to improve stiffness.

The structure of the terminal gripper is shown in Fig. 4. The simultaneous
motion of the two gripper pieces is realized through a pair of gears with the same
modulus, and under the condition of determined center distance, the tooth num-
ber of gears is increased to reduce transmission error brought by tooth backlash.
The material of the gripper is stainless steel with a thickness of 1 mm, which is
light and firm. A rectangular hole is designed on the gripping surface for mount-
ing contact sensor to realize force control during object grasping. The maximum
dimension of the terminal gripper is 64 mm.

2.3 Kinematics

The kinematics coordinates are established in Fig. 5. The origin of manipulator
coordinate system is located at the intersection of the shoulder rotation axis and
the upper arm axis, when the shoulder is at the initial place.

Here, we can establish the transformation matrix between adjacent coordinate
systems as follows. Among them, θ1, θ2 and θ3 are rotation angles of the shoulder,
the elbow and the gripper.
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A0
1 =

⎡
⎢⎢⎣

cosθ1 −sinθ1 0 0
0 0 1 d

−sinθ1 −cosθ1 0 0
0 0 0 1

⎤
⎥⎥⎦ . (1)

A1
2 =

⎡
⎢⎢⎣

cosθ2 −sinθ2 0 l1
sinθ2 cosθ2 0 0

0 0 1 0
0 0 0 1

⎤
⎥⎥⎦ . (2)

A2
3 =

⎡
⎢⎢⎣

0 0 1 l2
sinθ3 cosθ3 0 0
−cosθ3 sinθ3 0 0

0 0 0 1

⎤
⎥⎥⎦ . (3)

Then, the whole kinematics transformation matrix from the origin of the ma-
nipulator coordinate system to the final gripper coordinate system is obtained.
Pay attention to that s donates sin, c donates cos, c12 donates cos(θ1+θ2), and
s12 donates sin(θ1+θ2).

A0
3 =

⎡
⎢⎢⎣
−s12s3 −s12c3 c12 c12l2 + c1l1
−c3 s3 0 d

−c12s3 −c12c3 −s12 −s12l2 − s1l1
0 0 0 1

⎤
⎥⎥⎦ . (4)

Furthermore, we suppose the predetermined posture matrix of the terminal grip-
per has the following form.

P =

⎡
⎢⎢⎣

nx ox ax px

ny oy ay py

nz oz az pz

0 0 0 1

⎤
⎥⎥⎦ . (5)

Therefore, the forward and inverse kinematics solutions of the manipulator can
be derived.

A0
3 = P. (6)
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2l1l2

) pz > 0, θ2 < 0; pz < 0, θ2 > 0
θ3 = arccos( ox

−sin(θ1+θ2)
)

d = py

(7)

Finally, the initial pose of the manipulator should be determined before executing
the grasping function. Because what the motors utilize are incremental encoders,
the current angle can not be obtained directly. Therefore, stop blocks mounted
on the joints are designed. Once the robot starting, each motor rotates with the
appointed direction, and the motor controller can determine whether the joint
has already moved to the limit position or not by detecting current change. If
the answer is yes, motors will be controlled to rotate an appointed angle in the
opposite direction, thus the pose initialization is completed. Preliminary exper-
iments show that the terminal gripper can arrive at the predetermined points
in the debugging process, which lays a solid foundation for further realization of
visual servo control.

3 Manipulator Control System

The manipulator control system is based on ARM and DSP. The task of ARM
is to control robot motion, while DSP is applied to vision image processing, and
the communication of them is implemented through HPI interface. We utilize the
servo motor controller SDA11 provided by MAXON company, and it saves a lot of
time in developing manipulator servo motor controller in the initial experiments,
for these kinds of controllers involve a lot of technological details in dynamics of
mechanical system. Therefore, we would only emphatically introduce the design
of the terminal gripper controller, which is used to control the servo rudder. The
interaction between main control board of robot and the gripper control unit is
achieved through CAN-bus.

The function diagram of the gripper control system is shown in Fig. 6. LPC2119
produced by Philips is chosen as the core chip. It is a 16/32 bit ARM7TDMI-S
CPU which supports the functions of real-time simulation and embedded trace,
and it has two independent CAN interfaces.

The control circuit of the gripper control system includes power module, CAN-
bus module, debugging module, servo rudder control module and sensor module,
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etc. Among them, CAN-bus module can be divided into three parts: LPC2119
(integrated CAN communication controller), 6N137 (high speed photoelectric
coupler) and 82C250 (CAN-bus transceiver). Sensor module is designed as an
external interrupt model, which means that the grippers do not stop closing
during grasping until the contact sensor generates signal informing LPC2119
that the object has been grasped.

The program structure of the gripper control system includes CAN commu-
nication program, interrupt service routine, servo rudder control program and
main program. The main program calls the CAN communication program to
complete instruction reception and transmission, uses the interrupt service rou-
tine to response to external sensor signal, and controls the gripper action through
the servo rudder control program. The instruction format is shown in Table. 1,
and attention should be paid to that Addrc is module address and Addrz is host
address.

Table 1. CAN-bus communication instruction format

Instruction format Host transmission Return value

Address setting 0x00 Addrc Addrz Addrc Addrz
Motor operation 0x08 Dir Angle Addrc 0xaa
Position acquisition 0x01 0x00 0x00 Addrc Angle
Instant stop 0x09 0x00 0x00 Addrc 0xbb
Zero resetting 0x06 0x00 0x00 Addrc 0xcc

According to above CAN communication rules, the terminal gripper can ro-
tate a certain angle instructed by the main control board of the robot. The
motion of the servo rudder is smoothed by a cubic polynomial interpolation,
and the velocity is also regulated by decreasing the change rate of PPM signal.
After experimental test, the practical gripper satisfies the design requirements
on precision and torque, and it can complete the task of grasping water cup for
humans.
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4 Vision System Scheme

In this paper, one camera is utilized to configure the robot to obtain the space lo-
cation of object, which plays an important role in guiding path planning. There-
fore, the vision system model should be established.

4.1 Camera Calibration

The monocular vision system uses a wide-angle camera to extend the visual view.
It is well known that the imaging distortion (see Fig. 7 (a) (b)) should firstly
be corrected before camera calibration. When the external parameters are still
unknown, the basic method of calibration is to use a standard labeled graph,
which here is referred to a printed 7 × 9 checkerboard.

(a) Theoretical image. (b) Actual image. (c) Distortion correction image.

Fig. 7. Imaging distortion and its correction

According to the distortion model, we only consider the radial distortion while
the tangential distortion and the high order terms are ignored. The ideal and
actual locations of image points are fitted according to the camera distortion
model, and the distortion factor can be calculated with Ordinary Least Square
(OSL) method. Substitute the actual coordinates of each pixel to the equations
above, and then the theoretical coordinates can be obtained. Furthermore, move
the gray value of actual coordinates to theoretical coordinates, and the completed
corrected image is shown in Fig. 7(c). As the image is stretched, blank pixels
are generated, and their values can be determined by linear interpolation of
adjacent pixels. Finally, a linear calibration is implemented with the modified
camera model, and the transformation form from the imaging coordinate system
to the space coordinate system is shown as follows.

xd =
[xd1

xd2

]
= (1 + kc1r

2 + kc2r
4 + kc5r

6)xn +
[2kc3xy + kc4(r2 + 2x2)
kc3(r2 + 2y2) + 2kc4xy

]
. (8)

zc

⎡
⎣

u
v
1

⎤
⎦ =

⎡
⎣

ffu −ffucosθ u0

0 ffv/sinθ v0

0 0 1

⎤
⎦ [

R t
]
⎡
⎢⎢⎣

xw

yw

zw

1

⎤
⎥⎥⎦ . (9)
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4.2 Object Location

The study of object location is carried on through the procedures such as thresh-
old segmentation, connected domain extraction, object recognition, and object
location. The chosen algorithm is balanced between efficiency and precision.

The threshold segmentation is primarily based on an operation of grayscale
image. But generally, as a result of bad illumination and complex background,
the object can not be fully extracted from the image background through
grayscale image threshold segmentation, which affects the further image analy-
sis. Therefore, we adopt a color segmentation method, and YUV coding of a PAL
camera is used to directly set the threshold values of chromatism components
Cr and Cb. The preliminary experiments demonstrate the robustness of color
segmentation to different illumination, and the object can still be segmented
from even more complex background.

As to connected domain extraction, the interval list algorithm is utilized and
its core idea is as follows. The connected domain is regarded to be composed
by line segments, and each line segment can be represented by its two ending
points. While scanning the image, encode the line segments for interval lists,
make the same label to line segments in the same connected domain, and then
region extraction is accomplished. The conventional algorithm need to scan the
image four times, however, in order to improve efficiency in each scanning time,
during programming we combine related procedures when scanning the adjacent
rows. Firstly, detection on connected domain is carried on rightly after the start-
ing point and the ending point are attained, and the same label is assigned to
the connected line segments in the current and the upper line. If a line segment
in the current line is connected to multiple line segments in the upper line, es-
tablish equivalence relation to these labels of line segments, and then represent
all these line segments using the minimum label. Secondly, rescanned the image
for endowing uniform labels to the connected line segments with equivalent la-
bels, and then all the connected domains can be obtained. Finally, the connected
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Fig. 8. Object location for manipulator grasping
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domain with area smaller than a predetermined threshold value is excluded in
advance so as to reduce calculation load of further object recognition.

When the connected domain extraction is finished, the vision system recog-
nizes a cylindrical water cup according to its geometrical property. Width and
height of the connected domain are calculated to obtain the ratio of them, and
center of the connected domain is calculated to use the symmetry property as
a help to object recognition. As to object location, the prior knowledge (the
real size of the water cup) is needed to obtain depth information when only one
camera is utilized. The concrete procedures are listed.

1. The lens imaging model is shown in Fig. 8 (a), and the relationship among
focal length, object distance and image distance can be donated as 1/f =
1/m + 1/n. When m � n, n can be approximately regarded equal to f , and
then the pinhole imaging model is obtained. The camera intrinsic parameters
have been calibrated, thus the focal length f has already been determined. Then
the distance l from the upper surface of the water cup to the origin of camera co-
ordinate system can be determined using proportion relation between the upper
surface geometry size of the water cup and its imaging size. The position infor-
mation of object in XY plane of the camera coordinate system can be provided
by coordinate difference between the projection center and the camera principle
point in the imaging plane.

2. As Fig. 8 (b) shows, XY plane is the imaging plane, Z axis is the optical
axis of camera, and n′ is the projection of symmetry axis n of the water cup in
the imaging plane. Because the projection of a space circle is generally an ellipse,
α = sin−1(b/a) is the angle between the symmetry axis n and the imaging plane,
where a is the projected long axis and b is the projected short axis. Then in Fig. 8
(c), under the condition of knowing camera pitching angle β, the object depth
can be determined by z0 = lsin(α − β).



Introduction to the Development of a Robotic Manipulator 1095

Fig. 10. The nursing robot prototype

3. Finally, the manipulator coordinate system and the camera coordinate sys-
tem should be established transformation relation through a fixed point on the
robot platform, and each joint angle can be obtained through solving the inverse
kinematics equations. Thus, the preliminary visual servo control of manipulator
has been achieved, and the whole working procedure architecture of the nursing
robot is shown in Fig. 9.

5 Conclusions and Future Work

Based on prophase research achievements of the service robot prototype for the
elderly and the disabled, we have further developed a robotic manipulator sys-
tem applicable to nursing robot, and this paper mainly introduces its mechanical
structure, control system and vision scheme. Currently, the robot prototype is
shown in Fig. 10. It is an autonomous mobile platform with double manipula-
tors. The left manipulator is applied to accomplishing the functions of grasping
water cup and pouring water, etc; while the right manipulator is designed as
a parallel linkage mechanism with the characteristic of spatial decoupling, and
more complex functions can be realized through the dual-arm interaction. The
mobile platform of the service robot utilizes differential drive system, and it in-
cludes two independent universal wheels and two wheels driven separately by
two servo motors. The arrangement of wheels is in diamond shape, which means
that both lines connecting two drive wheels and two driven wheels are diagonals
of the diamond with intersection at the center point of the round mobile plat-
form, thus can enable the robot to rotate around its own axis so as to enlarge
workspace of the manipulator. The future work will mainly lie in improving the
robot intelligent, so that it can accomplish service tasks under more complex
indoor environment.
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Abstract. Due to the advantages of more intensiveness, long duration, 
repeatability and task-orientation, robot-assistant training has become a promising 
technology in stroke rehabilitation. Comparing to the end-effector guided robots, 
exoskeleton robots provide better guidance on the posture of upper extremity, 
especially during movements with large ranges. Regarding the upper extremity, 
the natural coordination called shoulder rhythm is the most challenge to the 
ergonomic design of shoulder exoskeleton. Based on kinematic analysis of 
movement of shoulder complex, a nine degree-of-freedom exoskeleton 
rehabilitation with six degree-of-freedom shoulder actuation mechanism is 
proposed. In order to verify the manipulability of the proposed robot during 
assisting patient with performing activities of daily living (ADLs), the 
performance criteria, i.e., dexterity measure and manipulability ellipsoid, are used 
to evaluate and compare with human upper extremity. The evaluated result 
confirms the ergonomic design of shoulder mechanism of the rehabilitation robot 
on providing approximate dexterity matching that of human upper extremity in 
ADLs.  

Keywords: Exoskeleton rehabilitation robot, upper extremity, ergonomic 
design, matching dexterity. 

1   Introduction 

Among the patients admitted to hospital for neurologic diseases, the most of survivors 
who suffer from serious neurologic disorders are evoked by stroke. Nowadays the 
stroke is the leading cause of disability[1]. There is a strong belief that early 
mobilizations, such as passive stretching and moving the joints through a full range of 
motion, is beneficial to prevent joints contracture and improve the state of the illness 
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[1]. In order to recover motor function, the therapy for rehabilitation should be long 
duration, intensive, repetitive and task-oriented[2].  

Obviously, the manually assisted movement training has many limitations to meet 
these criteria. First the therapists are likely to be fatigue during the labor-intensive 
training. The training duration would be terminated in advanced, and then the training 
sessions, are often shorter than required to gain an optimal therapeutic outcome. The 
one-to-one manually training in medical center is also expensive in the sense of 
long-term session. Finally, manually assisted training can not guarantee the quality of 
repetitive movement and it is difficult to give the quantitative evaluation of functional 
performance and progress of patient outcomes. In contrast, the robot assisted 
movement training is immune from these problems. Rehabilitation therapy with robot 
can give more accurate and effective stimulation to the neuromuscular system for 
promoting the progress of neuro-plasticity. So far, many rehabilitation robots have been 
developed[3] [4] [2, 5, 6]. The end-effector based robots have been widely studied 
[7-9]. Due to needless of rotation axis alignment between robot joints and human joints, 
this type of rehabilitation robots are easier to realize. Unlike the end-effector based 
robots, the exoskeleton robots [2, 3, 6, 10-12], should have to ensure their technical 
rotation axis in consistent with human rotation axis for safe and comfortable training. 
This requirement brings difficult on designing adaptable structure to different body 
size. However, because the exoskeleton therapy robot can entirely determine the 
posture of upper extremity, it is more suitable for task-oriented training. Moreover, it is 
possible to separately control the torque applied to each joint of the upper extremity and 
prevent the possibility of hyperextension by mechanical stops. The possibility to 
control the interacted reaction force and torque between shoulder joint and elbow joint 
is essential, especial for patient with glenohumeral subluxation and flaccid paralysis. 

On implementation of exoskeleton rehabilitation robot, the most involved work is to 
deal with the shoulder mechanical structure to ensure automatically match the center of 
glenohumeral joint (CGH) which has no fixed position. Several groups presented their 
simplified design of shoulder mechanism. The work in [6] proposed reduced DoF 
design of shoulder joint for specified training movement. The principle of three 
orthogonal axes crossing one point was used to design the shoulder joint for realizing 
ball-socket movement[10] [3, 6, 13]. These designs assume that CGH is relatively fixed 
in the shoulder region. The shoulder girdle rhythm was not considered during humerus 
elevation[14], therefore, the harmful pressure resulted from interference and 
misalignment between the robot link and human bones will emerge. The ARMin-II in 
[2] introduced one vertical translation DoF in their shoulder mechanism, however, this 
improvement is just approximation of the movement of CGH, because the real 
trajectory CGH in frontal plane is not exactly linear. Carignan et al [15] proposed a 
shoulder rehabilitation exoskeleton which considered the scapula motion. The shoulder 
girdle translation relatively to the thorax was approximated by a single rotary joint with 
front-to-back axis. This design can not give enough flexibility to realize shoulder 
rhythm. Since shoulder girdle movement is significantly dependent on rotation of 
sternoclavicular (SC) joint, it is seems useful to provide the shoulder mechanism with 
some additional DoFs to match the SC joint. To address this issue, two different 
exoskeleton rehabilitation mechanisms developed in [11, 16] have divided the shoulder 



 On the Design of Exoskeleton Rehabilitation Robot 1099 

 

mechanism into two parts: inner part and outer part. The inner structure corresponding 
to the SC joint has 2 DoFs whose crossing point approximate to the SC joint, and the 
outer structure corresponding to the GH joint has 3 DoFs whose crossing point 
approximate to the CGH. However, according to the kinemactic analysis of shoulder 
complex [14], the length of shoulder girdle is variable during the humerus elevation. 
The fixed link length between inner structure and outer structure can not match the 
mobility of human limb. Without actively match the movement of shoulder girdle, it is 
not possible to prevent interference between the robot link and human bones, nor is 
there a means to properly regain strength and coordination of the shoulder girdle. The 
purpose of this study is to analyze the motion of human shoulder girdle and to present 
an ergonomic design of rehabilitation robot with shoulder mechanism to match GH 
joint motion as much as possible. 

2   Method 

2.1   Ergonomic Design of Shoulder Actuation Mechanism  

The large range of motion of upper extremity significantly roots from the flexibility of 
shoulder complex. During humeral elevation, the clavicle rotates at the SC joint, the 
scapula rotates at the acromioclavicular joint and slides on scapulothoracic joint, tilting 
the glenoid fossa upwards. It is a complex movement with no fixed centre of rotation 
[14] [17]. In fact, if the shoulder girdle has no motion ability, the humerus cannot be 
elevated more than 120 degree. 

SCGH

elbow

wrist

Simplified 
shoulder girdle

humerus

forearm

y

x

                           

SCGH

elbow

wrist

clavicle

humerus

forearm

y

x

scapula

AC

Shoulder girdle

 

             (1) Simplified shoulder girdle       (2) Anatomical shoulder girdle of human 

Fig. 1. Two definitions of the kinematic chain of human shoulder girdle. The global reference 
coordinate system of two kinematic chain parallels to the thorax coordinate system[18] but 
locates in marker SC. 
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In current literature, there is no shoulder rehabilitation mechanism considering the 
length change of the shoulder girdle. Most of the current devices were less than 5 DoFs 
[2, 15, 16] in the shoulder mechanism with the objective that used the lowest number of 
DoFs possible to allow for full exercise therapy of the shoulder complex[15]. However, 
this simplification gives birth to the non-ergonomic interface with human. 

In this paper, the shoulder girdle of human is simplified as a variable-length link 
with 2 rotary DoF at the SC joint and 3 rotary DoF at the GH joint. This simplified 
strategy is similar with the presentation in [19]. The figure 1 gives the sketch of 
simplified shoulder girdle and un-simplified shoulder girdle of human upper extremity. 

According to the simplified shoulder girdle of human, the exoskeleton shoulder 
rehabilitation mechanism should not only provide the rotation of elevation/depression 
and protraction/retraction but also have the additional DoF to match the length 
variation of shoulder girdle. Under this requirement, a 9-DoFs exoskeleton 
rehabilitation robot with 6-DoFs shoulder mechanism has been developed. The robot 
prototype and mechanism principle are showed in figure 2.  

    

1θ

2θ

3θ
4θ

5θ

6θ

7θ

 
         (1) Prototype of rehabilitation robot            (2) Mechanical principle of the rehabilitation  
                                                                              robot 

Fig. 2. A 9-DoFs exoskeleton rehabilitation robot with 6-DoFs shoulder mechanism 

In the proposed rehabilitation robot, two arc guides (① and ⑥) were used to 
implement the rotational movement around axis which is internal embedded in the 
human body, i.e. protraction/retraction of SC joint and internal/external rotation of 
humerus. The rotational DoFs (① and ②) are used to assist the shoulder girdle for 
elevation/depression and protraction/retraction, the translational DoF ③ corresponds to 
the length change of simplified shoulder girdle, and the DoFs (④, ⑤ and ⑥) are use to 
implement the sphere movement of GH joint. In the elbow joint, two passive joints 
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(⑧: one translation plus one rotation ) are designed to compensate the misalignment 
between exoskeleton elbow joint and human elbow joint during elbow flexion [11]. 
Obviously, when the patient were taken for training, the CGH of human upper 
extremity can be automatically matched with the rotational center of joints ④, ⑤ and 
⑥ via the coordination of joints①, ②and ③ .The intersection of the axes of joint ① 
and joint ② is assumed to be coincident with incisura jugularis of patient during 
rehabilitation training. In this proposed prototype of rehabilitation robot, all active joint 
are actuated by pneumatic muscles through housing cables. In order to realize 
bidirectional movement, each active joint is actuated by dual pneumatic muscles. The 
separately driving unit which includes pneumatic muscles, housing cables, and 
automatic cable tension mechanism is not provided due to the limited space in this 
paper. The mechanism is supported by external carriage to eliminate the pressure on 
human body. 

2.2   Movement Relationship between Human Joint and Robot Joint 

Due to the inevitable vertical and horizontal misalignments between robot elbow joint 
and human elbow joint, the rotation angle of robot joint is minor different from that of 
human elbow joint. The general relative position between robot forearm and human 
forearm can be illustrated in figure 3. 

 

Fig. 3. Three configurations of the robot elbow joint during human elbow flexion 

The relationship of flexion/extension angle between robot elbow eθ  and human 
elbow eα  is given by: 

2 2 2
1

2 2

2 2 2
1

2 2

cos ( ),  
2

                                  ,  

cos ( ),  
2

e

s L f

L s h

s L f

L s h

π λ β π λ

θ π λ β π λ

π λ β π λ

−

−

⎧ Δ + −− − < −⎪
Δ +⎪⎪= − = −⎨

⎪ Δ + −⎪ − + > −
⎪ Δ +⎩

 (1)



1102 W. Chen et al. 

 

2 2 2 2 2 2 22 2 ( ) ( ) cos( )L s h f s h h f λ β= Δ + + − Δ + ⋅ + +
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1tan ( )e

h

f
β α −= −  (4)

where sΔ  is the center displacement between human elbow joint and robot elbow joint 
along the vertical direction, and f is the initial length of robot forearm, and h is the 

horizontal displacement between robot forearm and human forearm at the initial 
posture. The passive translation and rotation of joint ⑧, if denoted separately by 

χΔ and 8θΔ , can be written by: 

L fχΔ = −  (5)
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Fig. 4. The movement of human shoulder girdle and robot shoulder girdle in horizontal plane 

The protraction/retraction between robot shoulder girdle and human shoulder girdle 
is minor different due to the inequality between radius of arc guider ① and distance 
from CGH to the axis of prismatic joint ③. Because distance from CGH to the axis of 
prismatic joint ③ is relatively constant (this distance is denoted to be r), in horizontal 
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plane, it could be considered that the axis of prismatic joint ③ is co-tangent to arc 
guider (the radius is denoted to be R) and the circle whose center is CGH . 

As showed in figure 4,  sgL  and sL  are the initial length of human shoulder girdle 

and robot shoulder girdle separately, sLΔ and sgLΔ  are the variation of  sL and  sgL  

separately. The relationship of protraction /retraction angle between robot shoulder 

girdle sθ  and human shoulder girdle sα  is given by: 

1tan ( )s s
s s

L L

R r
θ φ α − + Δ

= + −
−

 (7)

1tan ( )sL

R r
φ −=

−
 (8)

2 2( ) ( )s s sg sgL L L L R r+ Δ = + Δ − −  (9)

The elevation/depression angle of robot shoulder girdle is similar to the angles of 
human shoulder girdle because the two shoulder girdles are coincident in front plane. 
The three Euler-angles of GH joint of the robot are similar to Euler-angles of human 
GH joint. 

3   Kinematic Analysis of the Proposed Rehabilitation Robot 

Although the proposed prototype of rehabilitation robot has the potential to assist 
human by performing ADLs, the ability of matching dexterity of human upper 
extremity during assistance is essentially important and needed to verify. Here we 
utilize two performance criteria to evaluate the robot dexterity, i.e., dexterity measure 
and manipulability ellipsoid. In order to compare the kinematic performance of the 
rehabilitation robot with the human upper extremity, the kinematic models of the 
rehabilitation robot and human upper extremity are introduced in following sections. 

3.1   Kinematic Models of the Proposed Rehabilitation Robot and Human Upper 

Extremity 

The formula of exponential product was used to model the robot and human upper 
extremity. In these two kinematic models, the wrist was considered as the end-effector. 
The local anatomical coordinate system of human upper extremity follows the proposal 
of ISB [18]. As showed in figure 1, the configuration of the end-effector in the reference 
frame is:  

1 1
ˆˆ

0
n ne e θθ= ξξg g  (10)

where 0 (3)∈g SE  is the initial configuration of end-effector in the reference frame. 
6 1

i
×∈ ℜξ ( 1, ,7i =  for robot and 1, ,10i =  for human upper extremity.) is the  
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rotation twist corresponding to each joint. For human upper extremity, the twist set 
( 1ξ , 2ξ , 3ξ )corresponds to the SC joint in Y-X-Z order, twist set 

( 4ξ , 5ξ , 6ξ )corresponds to the AC joint in Y-X-Z order of joints , twist set ( 7ξ , 8ξ , 9ξ ) 

corresponds to the GH joint in Y-X-Z order, and twist set ( 10ξ , 11ξ ) corresponds to the 

flexion/extension and pronation/supnation of elbow joint. The table 1 lists the needed 
Kinematic parameters of robot and upper extremity. 

Table 1. Kinematic parameters of robot and upper extremity 

Robot Human upper extremity 

Initial length of robot shoulder girdle sgL Clavicle length cL  

Length of robot humerus  rhL Scapula length gL  

Length of robot forearm rfL Humerus length hL  

Initial length of robot shoulder girdle sgL Forearm length fL  

0g  

0

0 0 0 1

rh rf

sg

L L

L

∗

⎡ ⎤
⎢ ⎥− −⎢ ⎥
⎢ ⎥
⎢ ⎥
⎢ ⎥⎣ ⎦

E
0g

0

0 0 0 1

h f

c g

L L

L L

∗

⎡ ⎤
⎢ ⎥− −⎢ ⎥
⎢ ⎥+
⎢ ⎥
⎢ ⎥⎣ ⎦

E  

1ξ , ( )0 0 0 0 1 0
T

1ξ  ( )0 0 0 0 1 0
T  

2ξ  ( )0 0 0 1 0 0
T− 2ξ  ( )0 0 0 1 0 0

T  

3ξ  ( )0 0 1 0 0 0
T

3ξ  ( )0 0 0 0 0 1
T  

4ξ  ( )0 0 1 0 0
T

sgL− − 4ξ  ( )0 0 0 1 0
T

cL−  

5ξ  ( )0 0 0 0 0 1
T

5ξ  ( )0 0 1 0 0
T

cL  

6ξ  ( )0 0 0 1 0
T

sgL− 6ξ  ( )0 0 0 0 0 1
T  

7ξ  ( )0 0 0 0 1
T

rhL− 7ξ  ( )0 0 0 1 0
T

g cL L− −  

8ξ  ( )0 0 1 0 0
T

g cL L+  

9ξ  ( )0 0 0 0 0 1
T  

10ξ  ( )0 0 0 0 1
T

hL−  
* 3 3×∈ℜE  is identity matrix. 

11ξ  ( )0 0 0 1 0
T

g cL L− −  

 
The Jacobian matrix 6 7( ) ×∈ℜJ θ of the model (10) is represented by: 

[ ]1 2( ) n
′ ′=J θ ξ ξ ξ  (11)

ˆˆ 1 11 1( )i ii ie e θθ − −
′ = ξξξ Ad ξ

 
,
 

2i n=  (12)
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where 7n =  for robot and 11n =  for upper extremity. The matrix 6 6
( )

×∈ℜgAd  which 

transforms twist from one coordinate frame to another is known as adjoint 

transformation associated with (3)∈g SE  [20]. The linear space velocity and angular 

space velocity of end-effector, according to the definition in  [20] , corresponds to the 

first three rows and the last three rows of ( )J θ . Here we denote the linear velocity 

by ( )vJ θ . The dexterity measure [21] corresponding to the linear velocity of 

end-effector is: 

det[ ( ) ( )]T
v vω = J θ J θ  (13)

where ω  is the dexterity value at the configuration θ . The value of the measure ω  
describes the dexterity of the robot at a certain configuration. The bigger the measure 
ω  is, the better the motion ability for the robot at a certain configuration is. In order to 
compare the dexterity measure between upper extremity and robot, the dexterity 
measure is normalized by: 

min( )

max( ) min( )

ω ωω
ω ω
−=

−
 (14)

However, the dexterity measure is only a scalar index corresponding to certain 
configuration of the robot; the motion ability of the end-effector along different 
directions at current configuration can not be revealed directly. Fortunately, we can 

make use of the equation 1T =θ θ  to define a supersphere in the joint space. The 
supersphere will be mapped into an ellipsoid in the manipulation space. The ellipsoid is 
referred to as manipulability ellipsoid which is similar to the force superellipsoid 
defined by Xiong [22]. The equation of the manipulability ellipsoid corresponding to 
the linear velocity is defined by 

1( ) 1T T
v v

− =v J J v  (15)

where the vector 3 1×∈ℜv  is end-effector’s linear space velocity following the 
definition in [20]. The volume of the manipulability ellipsoid has been proved 
proportional to the dexterity measure in [22]. The direction along longest principle of 
the manipulability ellipsoid is the most dexterous motion direction for the robot at a 
certain configuration. If the manipulability ellipsoid approximates to a sphere, then the 
motion ability along all direction is almost same and the corresponding configuration of 
the robot is referred to as the optimal kinematic configuration. 

3.2   Kinematic Performance Evaluation 

A healthy subject with height 175h cm=  was employed as the reference to determinate 
the size of the robot structure. Moreover, other necessary assumptions which simplify 
the movement of different subjects were needed and listed as: 
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1). The movement of shoulder girdle is independent of the internal/external 
rotation of humerus  

2). The glenohumeral joint movement is similar between different individuals 
who have the same body size. 

3). Assume that the movement of shoulder girdle is spontaneous and without 
conscious control during humeus elevation. 

The initial length of robot shoulder girdle sgL  is 195mm , the length of robot humerus 

rhL  is 334mm , the length of robot forearm rfL  is 231mm  and the other two 
dimensions relatively to the robot shoulder girdle are 150R mm=  and 90r mm= . The 
dimensions of misalignment between robot elbow and human elbow are given by: 

14s mmΔ = , 6h mm= . In this section, two representative activities highly frequently 
involved in daily living, i.e., combing hair and touching contra lateral shoulder, are 
used to evaluate the motion ability of the robot. The natural movements of each 
anatomical joint of upper extremity were recorded by the motion capture system 
(VICON, Oxford Metrics Ltd, UK). ALL the bony local coordinate systems follow the 
ISB recommendation. The angle mapping from human upper extremity to robot is 
given by equations(1), (6) and(7). The normalized dexterity measure (13) and 
manipulability ellipsoids (15) of the proposed rehabilitation robot and human upper 
extremity are given by figure 5 and figure 6. In these two figures, the robot is 
represented as simplified mechanism for representation simplification when 
visualizing the human postures.  

As showed in figure 5 and figure 6, four representative stages were marked out by 
red color point and the corresponding manipulability ellipsoid of upper extremity and 
robot are given. The dexterity measure of the proposed rehabilitation robot is well 
matched to that of upper extremity before upper extremity reaching the optimal 
dexterity posture, i.e. stage 3. In this duration, the motion ability of the robot in space is 
approximately consistent with upper extremity. The configuration of the robot at upper 
extremity’s optimal configuration, i.e., stage 3, provides the robot with approximate 
dexterity with that of upper extremity. Relatively large deviation between robot and 
upper extremity, especially at the end of tasks, i.e., stage 4, is found after the upper 
extremity leaving the optimal configuration. However, the motion ability of robot still 
have relatively better motion ability along other direction which are indicated by the 
less oblateness of manipulability ellipsoids. During the period from stage 3 to stage 4, 
the dexterity of the proposed robot is smaller than that of human upper extremity. This 
dexterity deviation may result from the simplified structure of shoulder girdle of the 
robot and one DoF less than the human elbow joint. At the optimal configuration of 
upper extremity, the most dextrous direction of robot is along direction from left upper 
side to right lower side with respect to the tested subject, and this most dexterous 
direction is consistent with the movement of human upper extremity in the duration of 
the tasks. 
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4   Discussion and Conclusion 

To our knowledge, matching the dexterity of upper extremity as much as possible in 
ADLs is essentially significant and basic requirement on designing ergonomic 
rehabilitation robot with the characteristics of safety and comfort. The proposed 
evaluation method in this paper gives insight into the dexterity distribution of upper 
extremity in ADLs. By comparing the dexterity of rehabilitation robot with that of 
human upper extremity, this paper provides an alternatively effective method for 
evaluating the design of ergonomic rehabilitation robot. The proposed rehabilitation 
robot for upper extremity therapy is verified to be approximately ergonomic during 
assisting upper extremity with performing ADLs.  
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Fig. 5. The normalized dexterity measure and manipulability ellipsoid of robot assisting subject 
with combing hair 

In conclusion, the main results obtained in this paper are as follows: 

1) An exoskeleton rehabilitation robot based on the analysis of shoulder complex 
is proposed which consists of seven active joints and two passive joints. The shoulder 
girdle rhythm of human is considered and ergonomically implemented by two rotary 
joint and one prismatic joint allowing a self adaptation to the shoulder girdle 
movement. 
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2) A kinematical model of human upper extremity is represented. The kinematic 
performance of the robot is evaluated and compared with the human upper extremity. 
The mapping relationship of joint angles from upper extremity to the robot is 
established which enable employ the kinematic data from human limb to drive the 
robot for assisted therapy. 

3) The suitability of the proposed robot to the acute phase rehabilitation is 
confirmed by investigating the ability of robot on dexterity matching with human upper 
extremity in ADLs. 

We are now conducting to improve the mechanical design for more suitable therapy in 
clinic environment. The inverse kinematics and motion planning of the robot also will 
be carried out to reduce the dependency on the motion capture system for realizing 
human-like trajectory. 
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Fig. 6. The normalized dexterity measure and manipulability ellipsoid during robot assisting 
subject with touching lateral shoulder 
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Abstract. This paper presents a new concept for rough terrain navigation of 
rovers. The proposed design has reduced number of joints and links from exist-
ing suspension concepts. The suspension mechanism is derived from planar 
four bar mechanism and hence we present the singularity and trajectory analysis 
of the proposed mechanism. We derive the quasi-static equations of motion of 
the rover and a linear programming based approach is proposed for the opti-
mum wheel motor torque control. Efficacy of the proposed mechanism is 
proved by simulations on undulating terrains as well as on terrains having dis-
continuity. 

Keywords: Four bar mechanism, singularity, linear programming and  
dynamics. 

1   Introduction 

To design an effective suspension mechanism with minimum design and control 
complexity is the focus of the research here. Past research on wheeled all terrain vehi-
cles has led to the development of two types of suspension mechanisms: active and 
passive. Passive suspension rovers adapt passively to the underlying by the virtue of 
contact forces and hence do not require any actuators for controlling the internal con-
figuration of the vehicle thus significantly reducing the control architecture. Rocky7 
[1] is one such vehicle which utilizes one of the simplest suspension mechanisms 
called rocker bogie. But the climbing ability and specially the lateral stability is lim-
ited as compared to shrimp[2,9] which utilizes a more sophisticated design derived 
from the four bar mechanism to enhance climbing ability. But as sophistication in-
creases the number of joints and links also increases significantly increasing the over-
all complexity and weight of the system. In general joints are heavy parts and can 
easily lead to trouble in space environments [3]. Passive suspension rovers are usually 
multi wheel drive system [MWD] e.g. some rovers such as Lunokhod [4] and Mar-
shakhod [5] have 6 or more wheels. Some other passive suspension mechanisms can 
be found in [10],[11] which are basically modifications of rocker bogie suspensions. 
Though the system has higher degree of mobility the system is intended to be heavier 
and hence not ideally applicable to medium to small scale rovers. Moreover the 
closed kinematic structures of passive suspension rovers pose additional constraint on 
the kinematic analysis and motion planning of the  robot. Hence the aim of this paper 
is to significantly reduce the kinematic complexity by reducing the number of joints 
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and closed loops but without compromising with the climbing ability of the rover. On 
the other hand active suspension rovers are kinematically simple but employ complex 
control architectures to command the actuators controlling the internal configuration 
of the rover. These control architectures critically depend on number of sensor inputs 
which can be easily corrupted by noise in uncertain environments. Owing to this rea-
son the focus of the research here is concentrated on passive suspension with an aim 
to reduce the overall complexity of the design while maintaining the same obstacle 
climbing ability. We present the trajectory and singularity analysis of the mechanism 
proposed and a wheel motor torque control technique under quasi-static conditions. 
Efficacy of the proposed suspension is proven by extensive simulation on rough  
terrains. 

2   Kinematic Model of the Rover 

The kinematic mode of the rover is shown in figure1. It consists of two planar mecha-
nisms on two sides of the chassis. The front wheel on both sides is connected to the 
end of the fork which is derived from the four bar mechanism. The common back leg 
is attached to the chassis through some compliance in the form of rotational joint 
passively controlled by torsion spring of high spring constant. This is one of the nov-
elties of the design because unlike other designs such as [2] where back leg is directly 
connected by rigid joint, we introduce some compliance between the back leg and the 
wheel. This modification allows the rover to have some level of adaptability on  
uneven terrains even while moving backward. The other important novelty of the 
proposed design is the reduction in number of joints and links. The Planar view of the 
robot with its joints is shown in figure2. All designated joints are revolute with 5, 6, 7  
being the actuated joint for driving the wheels and joint 4 being controlled passively 
by a torsion spring. The number of joints is 16 in total and number of bodies (exclud-
ing ground) is 15. A similar functioning design found in [2] employs 18 bodies and 22 
joints. Joints are generally heavier and critical part because they have maximum ten-
dency of failing and hence corresponding decrease of the number of joints in the  

 

  

Fig. 1. Kinematic model of the rover Fig. 2. Front view of the rover 



 A Novel Five Wheeled Rover for All Terrain Navigation 1113 

 

proposed design not only reduces the overall weight of the system but also increases 
the reliability of the system. 

3   Kinematics of the Fork 

The fork with its geometrical parameters is shown in figure 4 

  

Fig. 3. Geometry of the Fork Fig. 4. Breaking the mechanism at point C 

We are interested in finding out the trajectory of point X as the link AB is rotated 
to a particular angle. This simulates the situation encountered while the front fork is 
climbing the obstacle. We analyze the optimisable parameters from the trajectory plot 
of X. To generate the trajectory of point X considering joint A to be the input angle 
we derive the two loop closure equations for the four bar mechanism ABCD  
following the work of [6] and is briefly reviewed here. Consider the four bar mecha-
nism to be broken at point C which will result in two planar 2R and 1R serial kine-
matic chain. This is shown in figure 4. Since the mechanism has been broken at point 
C passive variable C will not appear in the loop closure constraint equation. We have 
from figure 4 

1 2cos( ) 2 cos( )y a p a p q= + +                                                                    (1) 

1 2sin( ) 2 sin( )x a p a p q= + +                                                                      (2) 

3 4 2cos( ) cos( )y a s a a p q+= + +                                                                 (3) 

3 2sin( ) sin( )x a s a p q= + +                                                                         (4) 

1 2 4 3 2cos( ) 2 cos( ) cos( ) cos( )y a p a p q a a s a p q= + + = + + +                    (5)      

1 2 3 2sin( ) 2 sin( ) sin( ) sin( )x a p a p q a s a p q= + + = + +                              (6) 

from equation (5) and (6) we can eliminate the passive variables q, s and get x and y 
as a function of active joint variable p. We solve equation (5) and (6) using non linear  
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Fig. 5. Trajectory of the point X of the Fork 

methods such as Newton’s method.  The deduced trajectory of point X is shown in 
figure 5. 

From the trajectory of the fork we can see that for y co-ordinate varying from -110 to 
-90 there is very minimal variation in the x co-ordinate i.e. the slope during that part of 
the trajectory is almost 900. This signifies that for step like obstacles to the height of 
20cm the fork will show a smooth climbing sequence with minimal loss of contact with 
the vertical surface of the step. For obstacles of height greater than 20cm the fork will 
show smoother climbing for lesser slope angles which will decrease with corresponding 
increase with obstacle diameter. Moreover the actual climbing ability of the fork will 
depend greatly on the overall dimension of the fork as well as of the whole rover. 

4   Singularities of the Fork 

A singularity analysis of the fork will enable us to make provision for its prevention 
by incorporating some mechanical stoppers at those positions to prevent the mecha-
nism from reaching that state. To derive the point of singularity we follow the work of 
[6]. We have from closed loop ABCD of figure the following two loop closure con-
straint equations.  

1 1 2 4 3cos( ) cos( ) cos( ) 0a p a p q a a sη = + + − − =                                           (7) 

2 1 2 3sin( ) sin( ) sin( ) 0a p a p q a sη = + + − =                                                    (8) 

In equation (7) and (8) we have q and s as passive variables and p as active variables. 
Differentiating both the equations with respect to time and writing them in matrix 
form yields 

1 2 2 3

1 2 2 3

sin( ) sin( ) sin( ) sin( ) ( / )
( ( )/ ) 0

cos( ) cos( ) cos( ) cos( ) ( / )

a p a p q a p q a s dq dt
d p dt

a p a p q a p q a s ds dt

− − + − + +⎡ ⎤ ⎡ ⎤⎡ ⎤
+ =⎢ ⎥ ⎢ ⎥⎢ ⎥+ + + −⎣ ⎦ ⎣ ⎦⎣ ⎦

           (9) 
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Let 
1 2

1 2

sin( ) sin( )

cos( ) cos( )

a p a p q
K

a p a p q

− − +⎡ ⎤
= ⎢ ⎥+ +⎣ ⎦

 , 
* 2 3

2 3

sin( ) sin( )

cos( ) cos( )

a p q a s
K

a p q a s

− + +⎡ ⎤
= ⎢ ⎥+ −⎣ ⎦

 

The singular positions can be found by equation 

*

det[( )] 0K =                                                                                    (10) 

which reduces to  

2 3 2 3a  a  cos(s) sin(p + q) - a  a  cos(p + q) sin(s) = 0                          (11)  

2 3sin( ) 0a a p q s+ − =                                                                     (12)  

Or , 1p q s n nπ+ − = =                                                                   (13) 

Also from figure 3 we have  

( ) 4p q r sπ π+ + + − =                                                                    (14) 

So 2r π=                                                                                        (15) 

Which means that the link 2 and 3 are parallel or B,C,D are in straight line. This can 
be prevented by adding a stopper a joint C which will allow for the restricted rotation 
of joint. 

5   Quasi-Static Analysis of the Rover 

In this section we prepare a quasi-static model of the rover and solve the inverse  
problem where the orientation of the chassis and wheel ground contact force vectors  
are given and we are required to compute the feasible set of motor torques that can be 
applied to this system under equilibrium and no-slip constraints. In real life situations  
orientation of the chassis can be easily determined from sensors such as accelerome-
ters and gyroscopes. At the wheel ground contact point two sets of forces are acting, 
normal and traction forces as shown in figure 6. 

 

Fig. 6. Forces at the wheel ground contact point 
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We assume that the normal force unit vectors are known. This is a valid assump-
tion if the rover is equipped with tactile wheels as proposed in [7]. The traction force 
can be calculated by the methodology proposed in [8]. Let Ψ, α and β be the pitch, roll 
and yaw angles respectively of the chassis about the global { }G  axes. The local and 

global frames ({L},{G}) are shown in figure1 respectively. The resultant rotation 
matrix relating position vectors and the force components at various points to the 
reference frame of the chassis is: 

( ) ( ) ( )z y xR R R Rβ α ψ=                                                (16) 

Where )(ψxR , ( )yR α and ( )zR β are the rotation matrices corresponding to the Euler 

angles about the X , Y and Z axes respectively 

From Fig.6 the forces acting at the thi wheel of the vehicle from the chassis (Local 
frame {L}) reference frame are 

i) The normal force 
T

iL xi yi ziN N N N⎡ ⎤= ⎣ ⎦  

ii) The traction force 
T

iL xi yi ziT T T T⎡ ⎤= ⎣ ⎦  

We assume that the motion of the vehicle to be non-holonomic in nature i.e the veloc-
ity of the vehicle along the direction perpendicular to the wheels is negligible. This is 
shown to be satisfied in the results and simulations section. And hence from the chas-
sis reference frame   we have 

0≈xiT and 0>yiT . 

Under no slip conditions we have {1, 2,3, 4}iL i iLT N iμ≤ ∀ ∈
  

                        (17) 

Where iμ is the coefficient of friction between the point of contact of thi  wheel 

and the terrain. 

Since iLT is always perpendicular to iLN  we have ( , ) 0iL iLdot T N =    

⇒ 0xi xi yi yi zi ziN T N T N T+ + =
 
                                                                                    (18) 

From (17) 

iL i iLT Nημ= ⇒ 2 2 2 2 2( )xi yi zi i iLT T T Nημ+ + =                              (19) 

Where     0 1η< ≤  

If 0iLN ≠ then any one of the components 0,, ≠ziyixi NNN , In general 

0≠ziN ,as long as the wheels remain in contact,  then from (18) and (19) we get 

2
2 2 2 2( ) xi xi yi yi

i iL xi yi
zi

N T N T
N T T

N
ημ

+⎡ ⎤
− = + ⎢ ⎥

⎣ ⎦
                              (20) 

Simplifying the above we get in the form: 
2 0yi yiaT bT c+ + =                                                 (21) 
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Solving the above quadratic equation we get 

2 2

i iL zi
yi

zi yi

N N
T

N N

ημ
=

+
   and  

2 2

i yi iL zi
zi

zi zi yi

N N N
T

N N N

ημ−
=

+
 

Now   the unit vectors of iLT  and iLN in the global reference frame are

 
ˆ [ ]TiL
i Xi Yi Zi

iL

T
t R t t t

T
= =

                       

                   (22) 

and  

                                     

(23) 

          

Where i iLT RT= and i iLN RN= are the traction and normal forces at the point contact 

in the global reference frame.

 To get the moment arm vectors we use the following procedure. We get the vector 
connecting the wheel ground contact point to the centre of the chassis by first consid-
ering a planar view of the mechanism and then multiplying the arm vector hence 
derived with the rotation matrix combining the roll and yaw angles. This is exempli-
fied by figure8 which shows the planar view of the suspension which is nothing but 
the projection of the suspension in the pitch plane. 

  

Fig. 7. Orientation on an arbitrary terrain Fig. 8. Planar projection of the suspension 
mechanism 

As shown in figure7 P represents the point of attachment of the chassis. Vi repre-
sents the radius vector form the centre of the mass to the wheel ground contact point of 
the ith wheel. The planar projection showing the link and geometrical parameters are 
shown in figure8. It is to be noted that the first four wheels are symmetrical with each 
other. So the link parameters for the front part of the suspensions on both the font and 
back side are same. lα and lβ are the angles made by the corresponding links on the 
front and αr and βr on the back side of the suspension mechanism and. The radius 
vector of the wheels in the pitch plane are given by the following expression 

1 1 2sin( ) sin( )l lV x a aα β= −                                                         (24) 

ˆ [ ]TiL
i Xi Yi Zi

iL

N
n R n n n

N
= =
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1 2 1cos( ) cos( ) sin( ).l l lV y a p aβ β α= − −                                    (25) 

2 4 7 8sin( ) cos( ) sin( )l l lV x a a aβ α α= + −                                    (26) 

2 8 7 8cos( ) sin( ) sin( )l l lV y a a aα α α= + −                                     (27) 

3 1 2sin( ) sin( )r rV x a aα β= −                                                        (28) 

3 2 1cos( ) cos( ) sin( )r r rV y a p aβ β α= − −                                    (29) 

4 4 7 8sin( ) cos( ) sin( )r r rV x a a aβ α α= + −                                    (30) 

4 8 7 8cos( ) sin( ) sin( )r r rV y a a aα α α= + −                                    (31) 

The radius vectors in the global reference frame are given by  

( ) 12.5
( ) ( )* ( 1) 0 . {1,2,3,4}

2.5

T

i
z y

nix
Vix i

rfai R R R H W r niy i
Viy i

niz

β α +

⎡ ⎤
⎡ ⎤−⎡ ⎤ ⎢ ⎥= + − + ∀ ∈⎢ ⎥⎢ ⎥ ⎢ ⎥−⎢ ⎥⎣ ⎦ ⎣ ⎦ ⎢ ⎥⎣ ⎦   

where H and W are the width and depth of the chassis in global x and z direction re-
spectively, r represents the wheel radius and nix, niy, niz represents the unit vector f 
normal forces in the global frame 

Let [ ]T
tXi tYi tZim m m , [ ]TnXi nYi nZim m m be the unit moment vectors due to iT and 

iN respectively.  

Hence the quasi-static equations that relate the normal and traction forces to the forces 
on the chassis of a three dimensional (3D) suspension vehicle can be put in the form: 

.A C D=                                                      (32) 

where  

1 1 2 2 3 3 4 4[ ]TC T N T N T N T N=
 

T
zyxzyx MMMFFFD ][=  

⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥

⎦

⎤

⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢

⎣

⎡

=

44332211

44332211

44332211

44332211

44432211

44332211

nztznztznztznztz

nytynytynytynyty

nxtxnxtxnxtxnxtx

netznetznetznetznetznetznetznetz

netynetynetynetynetynetynetynety

netxnetxnetxnetxnetxnetxnetxnetx

mmmmmmmm

mmmmmmmm

mmmmmmmm

ntntntnt

ntntntnt

ntntntnt

A
  

The above set of equations are under-constrained in the sense that they have more 
number of variables than equations. To reach a unique solution we solve the follow-
ing optimization problem. 
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min( )S ,
4

1
i

i

S T
=

= ∑                                                                   (33) 

Subjected to the following constraints 

0 {1, 2,3, 4}iN i≥ ∀ =                                                                (34) 

{1, 2,3, 4}i i iT N iμ≤ ∀ =                                                           (35) 

min max( . ) {1,2,3,4}i i iT r iΓ ≤ ≤ Γ ∀ =                                              (36) 

Where (34) corresponds to the constraint that the wheel maintains contact with the 
ground always, (35) corresponds to the no-slip constraint and (36) corresponds to the 
constraint that the torque required to generate the required traction is between 

min
iΓ and max

iΓ . 

6   Simulations and Results 

Simulations were performed using Matlab and Msc Visual Nastran. Extensive simula-
tions for 5-wheeled rover on uneven terrain were performed. Maximum coefficient of 
friction and maximum torque requirement were selected as the major parameters for 
evaluating the performance of the mechanism. We set the maximum permissible 
torque of the motor at 4N-m.The coefficient of friction between the wheel and terrain 
was varied and minimum co-efficient of friction required to overcome the given ter-
rain was noted for the proposed suspension mechanism.  Figure9 shows 5-wheeled 
rover climbing a terrain with 700 degree discontinuity about two times the wheel di-
ameter. The plot of the wheel motor torques is shown in figure 10. 

       

Fig. 9. 5-wheeled rover climbing a sample terrain 

As can be seen from figure10 the maximum torque reading comes out to be around 
0.8 N-m when the fourth wheel is climbing the obstacle. The coefficient of friction 
between the wheel and the terrain was kept at 0.5 which was to be found to be the 
minimum for the rover to climb over the given terrain. Figure11 shows the satisfac-
tion of the non-holonomic constraint i.e the rover’s velocity along the direction  
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Fig. 10. Wheel torques in N-m 
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Fig. 11. Velocity Vx of the chassis 

perpendicular to the wheel is shown to be negligible in the plot which justifies our 
assumption that 0≈xiT  

Figure 12 shows the 5-wheeled rover traversing on a fully 3D terrain which has 
slopes in all three orthogonal directions. The minimum coefficient of friction re-
quirement for this terrain went up to 0.7. The increment in the requirement of the 
coefficient of friction was to ensure minimum lateral slippage of the wheels since the 
terrain also includes lateral slopes. The plot of wheel motor torques for the terrain is 
shown in figure13. 

As can be seen from figure13 that the maximum torque requirement of the rover 
has increased to 2.6 N-m, this follows from the fact that due to the complexity of the 
terrain there is corresponding increase in the amount of traction force required to 
maintain equilibrium of the system. 
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Fig. 12. 5-Wheeled rover on a 3D Terrain 
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Fig. 13. Wheel torques for 3D terrain in N-m 

7   Conclusions and Future Work 

In this paper we have proposed a new five wheeled passive suspension rover which is 
deduced from the current existing suspension mechanism Shrimp by significantly 
reducing the number of joints and the number of wheels but yet maintaining a good 
terrain adaptability. The compliance added to the back wheel is an added novelty in 
the proposed mechanism. A quasi-static model for wheel motor torque control was 
presented. Uneven terrain simulations confirm the efficacy of the proposed mecha-
nism. The future work is related to the development of the rover and analyzing path 
tracking capability of the rover in a fully 3D rough terrain. 
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Abstract. Wafer-handling robot is an important IC equipment in wafer manu-
facturing system. As such robot works in vacuum environment, there is a high 
requirement for the sealing device of it. Magnetic fluid rotary seal shows the 
effectiveness in machinery operating in a vacuum chamber, and the advantages 
of simple design, low friction and zero leakage at almost any rotation speed. This 
paper deduces the seal differential pressure formulas for magnetic fluid rotary 
seals. A coaxial twin-shaft magnetic fluid seals for wafer-handling robot is de-
signed, of which the important structure parameters are optimized, the magnetic 
flux density distribution in the sealing gaps is analyzed and the pressure resis-
tance of inner and outer shaft is calculated. Finally, a wafer-handling robot 
equipped with coaxial twin-shaft magnetic fluid rotary seals and bellows seal is 
devised. It is shown that this kind of robot can enhance the grade of vacuum and 
cleanliness in wafer processing system. 

Keywords: Wafer-handling robot, magnetic fluid, seals, coaxial twin-shaft, 
magnetic field. 

1   Introduction 

In general, a wafer’s production is required a dust free vacuum environment to prevent 
the surface of the wafer from pollution and achieve higher IC integration levels. So the 
wafer-handling robot working in semiconductor cluster tools need to be free of dust 
during operation [1], [2]. To isolate pollution source from the vacuum chamber, a 
reliable hermetical technique is crucial for wafer-handling robot. 

Magnetic fluid seals serve to keep magnetic fluid inside a gap when subjected to a 
magnetic force. They ensure total sealing with no need to come into contact with the 
sliding surface [3]. Compared with traditional mechanical seals, magnetic fluid seals 
have unique characters of zero leakage, lowest contamination level, minimal friction 
torque requirements and no maintenance required [4], [5]. Considering above advan-
tages, magnetic fluid seal is appropriate for the sealing of torque transmission in ul-
trahigh vacuum, highly clean, hazardous or corrosive environments, especially in 
semiconductor processing equipment.  
                                                           
∗ Corresponding author. 
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As an important kind of wafer-handling robot, the R-θ robot shown in Fig.1 has three 
DOF (R, θ and Z) to fulfill the mission of transporting wafer among processing units in 
vacuum environment [6]. To achieve the DOF of R and θ, two rotational motions need 
to be transmitted from atmosphere to vacuum chamber by the aid of reliable rotary 
sealing device. Then, pulleys and belts are used to drive the robot arms to achieve the 
desired motion. It’s obvious that magnetic fluid seal is a good choice for rotary her-
metic seal of wafer-handling robot. In this paper, an R-θ robot is devised, and the de-
sign of coaxial twin-shaft magnetic fluid rotary seals will be introduced emphatically. 

 

Fig. 1. The model of wafer-handling robot: 1- Back arm; 2- Wafer holder; 3- Forearm; 4- Flange; 
5- Enclosure 

2   Magnetic Fluid Seals 

The common structure of monaxial magnetic fluid rotary seals is shown in Fig.2. The 
device normally consists of bearings, magnetic pole pieces, permanent magnetic ring, 
magnetically permeable rotary shaft and magnetic fluid [7]. Its working principle is: the  
 

 

Fig. 2. The typical structure of monaxial magnetic fluid rotary seals: 1- Magnetic circuit; 2- 
Housing; 3- Permanent magnetic ring; 4- Pole piece; 5- Rotary shaft; 6- Magnetic fluid 
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magnetic pole pieces, the permanent magnetic ring, and the magnetically permeable 
rotary shaft compose a closed magnetic circuit. Because of the magnetic energy in the 
permanent magnetic ring, a strong magnetic field is generated in the gaps between 
rotary shaft and magnetic pole pieces, and holds the magnetic fluid in gaps tightly. The 
magnetic fluid kept in gaps forms "O"-rings, which lock gaps and achieve sealing [8], 
[9]. When the magnetic fluid seal makes isolation for the two chambers whose pres-
sures are different, it’s the magnetic fluid that withstands the superfluous pressure. 
With the increasing of superfluous pressure, the sealing becomes difficult. 

In general, magnetic fluid is treated as continuous and incompressible, according to 
the ferrohydrodynamic analysis, the ferrohydrodynamic Bernoulli equation is repre-
sented as [10] 

                    constBdBMghp
B

=−++ ∫0
2* )(

2

1 ρρν                    (1) 

Where *p is the pressure in the magnetic fluid, ρ  denotes the flow velocity, M is the 

magnetization of magnetic fluid, B is the magnetic flux density, g is the acceleration 

of gravity, ghρ is the gravitational potential with a height h  measured relative to the 

reference level for the gravitational potential. 

 

Fig. 3. The microcosmic schematic diagram of magnetic fluid rotary seals 

The seal pressure differential between high pressure side and low pressure side, with 
reference to Fig.3, can be maintained under a rotating shaft condition. The seal pressure 

differential 43 ppp −=Δ can be estimated by the static equilibrium equation in (1), 

assuming that the gravitational force is ignored and the magnetic fluid in the sealing 
gap is in a static state with a condition of the magnetic field to be tangential at the 
interface, With the magnetic condition at the interface, there would not be a magnetic 

pressure jump, so that 3
*
1 pp = and 4

*
2 pp = . Thus, the seal pressure differential can 

be estimated by 

              ∫=−=−=Δ
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Where 1B and 2B are the magnetic flux density on the left and right surfaces respec-
tively. PΔ is a pressure differential held by one stage of the magnetic fluid seals. 
When 1B reaches the maximum value maxB and 2B reaches the minimum 
value minB and the total magnetic fluid is in the saturation, a differential pressure sus-
tained by the seal reaches the maximum 

               )( minmaxmax

max

min

BBMdBMp s

B

B s −==Δ ∫                          (3) 

On the basis of formula (3), we can obtain the seal differential pressure formulas as follow 

)( minmax
1

BBMp
N

i
stotal −=Δ ∑

=

                                     (4) 

Where totalpΔ is the maximum burst pressure sustained by the magnetic fluid rotary 

seals, sM is the saturation magnetization of magnetic fluid, N is the number of seal 

stages, maxB  and minB are the maximal and minimal value of the magnetic flux density 

in the magnetic fluid respectively. 
Equation (4) shows that the maximum seal pressure differential can be increased by 

optimizing following parameters:  
First, the number of seal stages N should be as large as possible. But a large number 

of seal stages will result in complicated structures. In addition, for the same seal length, 

a high N value will result in a relative high value for minB which will reduce the gain in 

seal pressure per seal step [11]. Therefore, we choose eight stage seals in the design of 
this paper. 

Second, the material constant sM should be as high as possible. But the magnetic 

fluid with high sM will bring a high cost in the design of sealing device. In this  

research we choose a lower vapor pressure magnetic fluid with saturation magnetiza-

tion sM =30 KA/m. 

The last design parameter that should be maximized is minmax BB − . Using finite 

element simulations of the magnetic flux density within the sealing gap, we can opti-
mize this parameter by varying structure parameters of magnetic rotary seals, and this is 
what we investigate in this paper. 

3   Coaxial Twin-Shaft Magnetic Fluid Rotary Seals 

The generic structure of coaxial twin-shaft magnetic fluid rotary seals is shown in 
Fig.4. For monaxial magnetic fluid rotary seal, when the stage number and the per-
manent magnet volume are fixed, the magnetic field distribution in the sealing gap is 
determined by the tooth parameters such as the sealing gap g , the tooth width t , the 

slot width s and the tooth height h . In the paper “A Study of Magnetic Fluid Rotary 
Seals for Wafer Handling Robot” [12], we analyzed the relationship of the seal pressure 
differential and the tooth parameters. According to that paper, the tooth parameters can 
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Fig. 4. The generic structure of coaxial twin-shaft magnetic fluid rotary seals: 1- Magnetism 
isolating housing; 2- Outer magnetic poles; 3- Outer permanent magnetic ring; 4- Magnetic 
conductive sleeve of outer shaft; 5- Magnetism isolating outer shaft; 6- Inner permanent mag-
netic ring; 7- Inner magnetic poles; 8- Magnetic conductive inner shaft. 

Table 1. Tooth parameters of the coaxial twin-shaft magnetic fluid seals 

Tooth parameter numerical 
value  

Sealing gap (g) 0.1 mm 
Tooth width (t) 0.6 mm 
Slot width (s) 3 mm 

Tooth height (h) 2 mm 

be fixed in the design of coaxial twin-shaft magnetic fluid rotary seals. Table.1 shows 
the fixed tooth parameters. 

Besides tooth parameters, the axial relative position of two permanent magnetic 
rings, magnetic conductive sleeve of outer shaft and magnetism isolating outer shaft are 
all main factors that influence sealing performance. Optimize the structure parameters 

of above factors is significant for getting a high minmax BB − which determines the 

sealing property of coaxial twin-shaft magnetic fluid rotary seals. 
In this paper, we use magnetic finite element method program (ANSYS10.0) to 

analyze and optimize the structure parameters of sealing device. The seal model con-
structed by us is two-dimensional and axis-symmetrical, it includes NdFeB magnet (the 
permanent magnet), stainless steel (pole piece and inner shaft), aluminum (sleeve and 
outer shaft) and atmosphere. The material parameters for NdFeB are: the remanent 
magnetic induction Br =1.20 T, the coercivity Hc=935 KA/m, the differential perme-
ability MURX=1.02. The grade of stainless steel is NO.10, it’s B-H curve is shown in 
Fig.5. As magnetism isolating material, aluminum’s differential permeability is 
MURX=1.00, which is as same as that of atmosphere. 

As magnetic fields generated by inner and outer permanent magnetic rings affect 
with each other, the axial relative position of two rings is an important factor that in-
fluences sealing performance. In this paper, four different models shown in Fig.6 are  
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Fig. 6. Four different models of twin-shaft magnetic fluid rotary seals 

analyzed by the software of ANSYS10.0. If the radial thickness of outer shaft and shaft 
sleeve are designed as 14 mm and 6 mm, the analyzing results are presented in Table.2. 

From Table.2, we can summarize that model 1 has relative poor hermetic per-
formance compared with other three models. The differentia of △Ptotal between model 
2, 3 and 4 is very small. In view of retrenching axial size of sealing device, we choose 
model 2 as final design. 

The function of magnetism isolating outer shaft is to insulate the mutual influence 
between magnetic fields generated by inner and outer magnetic rings. If the radial 
thickness of outer shaft was too small, the influence between magnetic fields will be-
come severe and the inner △Ptotal will be small. On the other hand, an oversize outer 
shaft will add the radial size of the whole sealing device. So it is very important to 
choose a right size for magnetism isolating outer shaft. Fig.7 illustrates the relationship  
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Table 2. The analyzing results of four different models 
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totalPΔ  

(Mpa) 

1 12.589 3.884 2.61 9.691 2.364 2.20 
2 12.849 3.846 2.70 10.341 2.620 2.32 
3 12.883 3.801 2.72 10.364 2.858 2.33 
4 12.911 3.769 2.74 10.402 2.562 2.35 

of the inner seal pressure differential and the radial thickness of outer shaft when the 
radial thickness of shaft sleeve is 6 mm. It’s obvious that 10 mm is the right size for the 
radial thickness of magnetism isolating outer shaft. 

0 5 10 15 20 25
0.0

0.5

1.0

1.5

2.0

2.5

In
ne

r 
S

ea
l P

re
ss

ur
e 

D
ife

re
nt

ia
l (

M
P

a)

Radial Thickness of Outer shaft (mm)  
Fig. 7. Inner seal pressure differential versus radial thickness of outer shaft 

Magnetic conductive outer shaft sleeve’s function is to permit transit of magnetism 
and ensure an adequate magnetic field in the sealing gaps. A right radial thickness size of 
outer shaft sleeve can insure a high outer △Ptotal and pinch the radial size of sealing 
device. Fig.8 illustrates the relationship of the outer seal pressure differential and the 
radial thickness of outer shaft sleeve when the radial thickness of outer shaft is 10 mm. 
We can confirm that the right value for the radial thickness of outer shaft sleeve is 9 mm. 
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Table 3. Parameters of the coaxial twin-shaft magnetic fluid seals 

Parameters 
Inner 
shaft 

Outer 
shaft 

Shaft diameter 35 mm 80 mm 

Stage number 8 8 

Sealing gap 0.1 mm 0.1 mm 

Tooth width 0.6 mm 0.6 mm 

Slot width 3 mm 3 mm 

Tooth height 2 mm 2 mm 

Inside diameter of permanent magnet 45mm 110mm 

Outside diameter of permanent magnet 60mm 120mm 

Axial length of permanent magnet 10mm 10mm 

Radial thickness of outer shaft 10 mm 

Radial thickness of outer shaft sleeve 9 mm 

As the axial relative position of two rings and the radial thicknesses of outer shaft 
and outer shaft sleeve are confirmed, all important parameters of coaxial twin-shaft 
magnetic fluid seals can be designed, which are shown in Table.3. On the basis of these 
parameters, we construct the seal model shown in Fig.9 in ANSYS10.0. 

 

Fig. 9. The seal model constructed by ANSYS10.0 

By analyzing the constructed seal model, we can gain the magnetic flux-distribution 
plot in the cross sections of the gap, shaft, soft magnetic pole piece, permanent magnet 
and surrounding air region, which is shown in Fig.10. The effects of fringing, leakage 
and nonlinearity can easily be seen. 

The magnetic induction vector of seal structure is shown in Fig.11, from which we 
can see the flow of magnetic induction vector. The color of vector reflects the intensity 
of magnetic induction. It’s obvious that the intensity under pole pieces is relatively 
high. 
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Fig. 10. Magnetic flux-distribution plot for magnetic fluid rotary seals 

 

Fig. 11. The magnetic induction vector of seal structure 

Fig.12 shows the distribution of the magnetic flux density in the sealing gaps under 
the pole piece. It is easy to make out that the maximum flux density is under tooth and 
the minimum flux density is under slot. 
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Fig. 12. The distribution of the magnetic flux density in the sealing gaps 
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According to eq.4, the seal capacity can be numerated on the basis of magnetic field 
distribution. If Ms was evaluated as 30 K A/m, the △Ptotal of inner and outer shaft can 
be calculated as follow: 

Inner shaft:  
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From calculating, the △Ptotal of inner and outer shaft are all about 2.7 Mpa. The coaxial 
twin-shaft magnetic fluid rotary seals designed in this paper can meet the sealing re-
quirements of vacuum in wafer processing system. 

The final design of coaxial twin-shaft magnetic fluid rotary seals for wafer-handling 
robot is illustrated in Fig.13. 

 

Fig. 13. The final structure of coaxial twin-shaft magnetic fluid rotary seals: 1- Nut; 2- Inner 
sleeve; 3- Magnetic fluid rotary seals of inner shaft; 4- Bearing of inner shaft; 5- Magnetism 
isolating outer shaft; 6- Inner shaft; 7- Outer end cover; 8- Bearing of outer shaft; 9- Outer sleeve; 
10- Magnetic fluid rotary seals of outer shaft; 11- Magnetic conductive sleeve of outer shaft; 12- 
Magnetism isolating housing; 13- Inner end cover. 

4   A Wafer-Handling Robot Equipped with Coaxial Twin-Shaft 
Magnetic Fluid Rotary Seals 

The wafer-handling robot designed in this paper belongs to the polar coordinate robot, 
and can finish R (radial linear) movement, θ (rotary) movement and Z (vertical) 
movement. R, θ and Z movements are driven by AC servomotors. The robot can hold 
wafer by vacuum absorbing system. 
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The robot’s R movement is illustrated in Fig.14. Based on the principle of epicyclic 
gear system, the rotation angles of three rotary shafts shown in Fig.14 are designed to 
be 1:-2:1, so the R movement of end-effector can be achieved by the rotation of back 
arm. This movement is in charge of radial linear transmission of wafer. Fig.15 shows 
the robot’s θ movement. When the back arm and the big belt pulley of back arm are 
driven at the same speed and rotary direction, the small belt pulley of back arm keeps 
still relative to O2-axes because of movement coupling, thus the θ movement around 
O1-axes can be achieved in the precondition of no R movement. This motion enables 
the wafer to be transferred among wafer processing units in the circumferential  
direction. 

 

Fig. 14. Schematic diagram of wafer-handling robot’s R movement: 1- Back arm; 2- Big belt 
pulley of back arm; 3- Isochronous cincture of back arm; 4- Small belt pulley of back arm; 5- 
Small belt pulley of forearm; 6- Isochronous cincture of forearm; 7- Wafer hand; 8- Big belt 
pulley of forearm; 9- Forearm 

 

Fig. 15. Schematic diagram of wafer-handling robot’s θ movement: 1- Big belt pulley of back 
arm; 2- Back arm; 3- Small belt pulley of back arm 

To realize above R and θ movements of robot, we let the torques of two AC ser-
vomotors be transferred into vacuum by the aid of coaxial twin-shaft magnetic fluid 
rotary seals. Fig.16 is the descriptive diagram of R movement, the AC servomotor is 
joined to the outer shaft of seal device by harmonic reducer and isochronous cincture, 
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and the upper side of outer shaft is connected to the back arm body directly. So the R 
movement can be achieved by the rotation of AC servomotor of outer shaft. The de-
scriptive diagram of θ movement for wafer-handling robot is shown in Fig.17. When 
the two driving AC servomotors rotate at the same direction, their torques are trans-
ferred into the inner and outer shafts of seal device respectively. The control system of 
robot can let big belt pulley and back arm body that attached on seal shafts rotate at the 
same speed to achieve the θ movement of robot. 

 

Fig. 16. Descriptive diagram for R movement of wafer-handling robot: 1- AC servomotor of 
outer shaft; 2- Harmonic reducer of outer shaft; 3- Back arm; 4- Forearm; 5- Coaxial twin-shaft 
magnetic fluid rotary seals; 6- Outer shaft 

 

Fig. 17. Descriptive diagram for θ movement of wafer-handling robot: 1- AC servomotor  
of inner shaft; 2- Harmonic reducer of inner shaft; 3- Coaxial twin-shaft magnetic fluid rotary 
seals; 4- Forearm; 5- Back arm; 6- Harmonic reducer of outer shaft; 7- AC servomotor of outer 
shaft 
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Fig. 18. Descriptive diagram for Z movement of wafer-handling robot: 1- AC servomotor of 
screw; 2- Outer shaft; 3- Bellows seal; 4- Back arm; 5- Forearm; 6- Linear bearing; 7- Immovable 
platform; 8- Movable platform; 9- Screw 

 

Fig. 19. The overall structure of wafer-handling robot: 1- Base; 2- Holder of servomotor; 3- Lift AC 
servomotor; 4- AC servomotor of outer shaft; 5- Harmonic reducer of outer shaft; 6- Big belt pulley 
of outer shaft; 7- Isochronous cincture of outer shaft; 8- Small belt pulley of outer shaft; 9- Im-
movable platform; 10- Lift plate; 11- Linear bearing; 12- Driving end of back arm; 13- Subassem-
bly of robot arm; 14- Bellows seal; 15- Magnetic fluid rotary seals; 16- Inner shaft; 17- Outer shaft; 
18- Sleeve; 19- Draw-bar; 20- Big belt pulley of inner shaft; 21- Small belt pulley of inner shaft; 22- 
Isochronous cincture of inner shaft; 23- Movable platform; 24- Harmonic reducer of inner shaft; 25- 
AC servomotor of inner shaft; 26- Screw-nut; 27- Screw; 28- Belt pulley of screw 

The function of Z movement is to adjust the vertical position of wafer hand when the 
robot take or set wafer among processing units. When the vertical movement is trans-
ferred from atmosphere to vacuum, a reliable linear seal device is also needed to isolate 
pollution source from the vacuum chamber. As a simple and effective linear seal 
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structure, bellows seal can still perform a good linear seal property in the condition of 
enduring several atmospheric intensity of pressure. In the design of this paper, we use 
bellows seal to fulfill the sealing requirement of Z movement. Fig.18 shows the de-
scriptive diagram for Z movement of wafer-handling robot. The bellows seal enclose 
the coaxial twin-shaft magnetic fluid rotary seals to form a three shafts sealing structure 
which is attached to the movable platform by draw-bars. By the aid of screw-nut pairs 
and isochronous cincture, the rotary movement of AC servomotor is transform into 
vertical movement of movable platform. As the three shafts sealing structure move 
vertically with movable platform, the Z movement of robot is realized. 

Fig.19 shows overall structure of wafer-handling robot designed in this paper. This 
robot can achieve radial linear movement, rotary movement and vertical movement to 
fulfill the mission of transferring wafer in the vacuum environment. 

5   Conclusion 

Magnetic fluid seal is an effective method for designing the rotary feedthrough of 
wafer-handling robot. This paper designs a coaxial twin-shaft magnetic fluid rotary 
seals, which has high sealing capability and can commendably meet the sealing re-
quirements of wafer processing system. A wafer -handling robot equipped with above 
seals is devised, it can enhance the grade of vacuum and cleanliness of wafer manu-
facturing environment. By using the most advanced magnetic fluid technology and seal 
design technology, magnetic fluid rotary seals can provide satisfactory performance in 
the challenging new application of wafer-handling robot. 

Acknowledgments 

This research is supported by the National Natural Science Foundation of China 
Grant#50675027 entitled “Research on Key Technologies of wafer-handling robot 
oriented to IC manufacturing” Ming Cong (PI). 

References 

1. Korczynski, E.: Design challenges in vacuum robotics. Solid State Technology 39, 70–76 
(1996) 

2. Takashi, K.: Vacuum manipulator for semiconductor manufacturing equipment. Industrial 
Robot 29, 324–328 (2002) 

3. Mitsuya, Y., Tomita, K., Takeuchi, K.: Meniscus shape and splashing of magnetic fluid in a 
magnetic fluid seal. Journal of Tribology 1999, 377–383 (1999) 

4. Ochonski, W.: New designs of magnetic fluid exclusion seals for rolling bearings. Industrial 
Lubrication and Tribology 57, 107–115 (2005) 

5. Bhimani, Z., Wilson, B.: New low cost ferrofluidic sealing challenges the mechanical seal. 
Industrial Lubrication and Tribology 49, 288–290 (1997) 



 A Study on Wafer-Handling Robot with Coaxial Twin-Shaft Magnetic Fluid Seals 1137 

 

6. Ming, C., Yumin, Z., Ying, J., Renke, K., Dongming, G.: An automated wafer-handling 
system based on the integrated circuit equipments. In: IEEE International Conference on 
Robotics and Biomimetics, ROBIO, July 2005, vol. 2005, pp. 240–245 (2005) 

7. Szydlo, Z., Ochonski, W., Zachara, B.: Experiments on magnetic fluid rotary seals operating 
under vacuum conditions. TriboTest 11, 345–354 (2005) 

8. Mitamura, Y., Arioka, S., Sakota, D., Sekine, K., Azegami, M.: Application of a magnetic 
fluid seal to rotary blood pumps. Journal of Physics Condensed Matter 20, 204–208 (2008) 

9. Raj, K., Moskowitz, B., Casciari, R.: Advances in ferrofluid technology. Journal of Mag-
netism and Magnetic Materials 149, 174–180 (1995) 

10. Rosensweig, R.E.: Ferrohydrodynamics. Cambridge University Press, Cambridge (1985) 
11. Sarma, M.S., Stahl, P., Ward, A.: Magnetic-field analysis of ferrofluidic seals for optimum 

design. Journal of Applied Physics 55, 2595–2597 (1983) 
12. Cong, M., Shi, H.: A study of magnetic fluid rotary seals for wafer handling robot. In: The 

15th international conference on mechatronics and machine vision in practice, December 
2008, vol. 2008, pp. 269–273 (2008) 



M. Xie et al. (Eds.): ICIRA 2009, LNAI 5928, pp. 1138–1145, 2009. 
© Springer-Verlag Berlin Heidelberg 2009 

A Study on the Key Technology of Autonomous 
Underwater Vehicle–AUV’s Self Rescue  
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Abstract. It is dangerous for Autonomous UnderwaterVehicle (AUV) to work 
in the deep sea. so varies of risk may be faced by an AUV when working in 
such environment. Thus, it costs a lot of humanbeing resource to develop an 
AUV while the data or the collection that attained by the working of an AUV in 
the deep sea is valuable. Especially for an AUV which carries person, the safety 
of itself is much more important. This Paper introduces an AUV underwater ro-
bot system based on MSP430 microcontroller. The technology of miniaturiza-
tion, low power consumption, airproof and reliability are given in detailed. It 
will be disastrous if the AUV is lost in the sea and, at the mean time, an expense 
of oceanic research and development. So it is extremely significant to explore 
the self-rescue system for AUV.  

Keywords: AUV, Self-Rescue System, Prediction of reliability, Low Power 
Consumption Design, MSP430. 

1   Introduction 

Autonomous Underwater Vehicle (AUVs) is one of the most development and appli-
cation underwater vehicle currently, which have excellent prospects with its own en-
ergy equipment and the active regions that aren’t limited to the length of the cable. As 
we all know, the working environment of Autonomous Underwater Vehicle (AUV) is 
very dangerous, so kinds of risk may be faced by an AUV when working in the deep 
sea. Then, it costs a lot to develop an AUV and also the data or the collection that 
attained by an AUV each time is valuable especially for a ROV which carries people, 
the safety of itself is much more important. It will be disastrous if the AUV is lost in 
the sea and, at the mean time, an expense of oceanic research and development. So it 
is extremely significant to explore the self-rescue system for AUV [1] [2] [3]. 

This article is mainly discussed the key technology of the beacon system  include 
Anti-jamming technology, small bulk technology, low cost technology, good con-
cealment and so on. 

                                                           
* The nation eleventh “Five-year Plan” – “developing the self-rescue equipment” support. 
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Fig. 1. The ThreeD model of the AUV Fig. 2. The 1000 meter depth AUV in the pool 

 

Fig. 3. the self-rescue beacon system plan. This shows the self-rescue system has three parts-
surface computer, communication system and underwater information controlling device. 

2   Component and Function of the Beaconing System 

2.1   Hardware Architecture 

As a self-rescue beaconing system, its aim is obtain the crash position Real-time in-
formation and send them to the mother ship. The underwater device gain the GPS 
positioning information of the crash AUV and do the integration and data compres-
sion. Meanwhile this position information can be transmitted to the surface computer 
at the same time by radio device. For the long working target, msp430 also deal the 
power management and time monitoring features. [2] 

2.2   Software Architecture 

The software system includes two parts, the main programmer and interruption ser-
vice subprogramme. The main programme takes charge of initialization, processing 
senor’s data, filter, processing GPS data, and checking the code. The interruption ser-
vice subprogramme’s function is receiving and sending GPS data.[4] 
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Fig. 4. The Beaconing system hardware architecture diagram 

 

Fig. 5. Multi-computers communication software schematic 

Since GPS signal relatives to frequency, analysis of algorithm's time complexity 
and space complexity is necessary for low power consumption system. 

Controlling by computer above water, it can enter into the subprogramme for data 
interception soon. 

3   Key Technology of the Self-rescue Beaconing System 

3.1   Low Cost  

In order to ensure long practical working in the deep-sea, the long-term effective is a 
very important for the beacon system. This target requires the low-power beaconing 
system.The  

(1) Micro-controller 
The battery consume of the Msp430f149 in RAM data registing only is 0.1 Aμ while 

250 /A MIPSμ in the active mode .The highest Current drain only is 50 nA  with the 

interrupt Vector working mode. As it is said, the msp430 is the lowest cost Single-chip.  
For its cpu interrupt request time can be limited in wake up 6μs. Through the rational 
programming, it is not only can reduce system power consumption, but also respond 
quickly for external events. Thus, this serial Single-chip is chosen in this project. 

(2) Lithium batteries 
In our designed circuit, we choose the lithium batteries as the power afford de-
vice.There are six groups lithium batteries, were divided into two parts.One is  
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supplied GPS and the other is wireless radio power supply. For its rated capacity is 
11AH, the nominal voltage is 3.7v, battery 0.2CA average discharge voltage. As a 
result of performance requirements, in low-power state, it can be maintained 41.56 
hours throughout the whole-day working. [5] 

 

Fig. 6. Charge time –volt relation of the power supply – 4IPIIS Lithium battery. Red line refers 
to capability, the blue line refers to volt, and transverse refers to time. These figure describe in 
the caption can be receive a long working Cycle. [7] 

(3) Battery Protection Board 
To prevent battery Excessive discharge, Battery Protection Board offers a Strategy to 
allocation of the use of batteries rationally.  

3.2   Reliability 

Reliability is a main significant System target for a longtime-harsh working environment. 
Above all, the beacon system require a high positioning accuracy and low error rate of 
the GPS Measurement. Secondly, it’s important to preclude the interfere such as tem-
perature and humidity, while the low-power MSP430 deal with GPS data. The method 
can offer a well experiment environment for CPU to accomplish accurate data acquisition 
and compression tasks. Finally, in order to essure the stability working in the deep-sea, 
the serial of GPS should be selected for all-day test to see whether or not to meet the re-
quirements of positioning accuracy. At the same time, for a long period of testing of  the 
radio transceiver to see whether it has a lower error rate or not. Through the key experi-
ment of each single components can rich the reliability of the beaconing system.[8] 

3.3  Airproof and Antijam 

Tow parts of the airproof and antijam technology: 

(1) Package the beacon GPS, wireless radio and strobe, in a sealed container ring 
hollow, while the wall is metal. The method can shield the electromagnetic interfer-
ence the between GPS and wireless radio signal communication. 

(2) GPS antenna was packaged in long or short cover glass. Sealed the bottom, Record 
the receiving data. Compare the affection data receiving in the open-air environment and 
sealed glass .Curve data relative in matlab; we can come to interfere data range. 
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3.4   Miniaturization 

Since the beaconing system is on AUV, the miniaturization should be achieved from 
three aspects.  

(1)Make it smaller in struct theory 
Under the premise of its normal working, the control circuit should be simpler and 
more practical. 

(2)Make it smaller in function 
Choose SMD and highly integrated chips because the beaconing system don’t work 
incessantly. 

The heat sink is unnecessary because the system is underwater. 

(3)Make it smaller in design 
Make electronic components on circuit board closer and use Multilayer PCB. 

4   Experiments about Self-rescue Beaconing System 

4.1   Low Power Consumption Experiments 

(1) The performance of Lithium batteries testing 
The Li-batteries ICP11S are used to do the charging and discharging experiment.  In 
the experiment, the batteries are charged by a Power Supply. Firstly, the power supply 
is set to 4.2V/cell and 0.2 CA. When the current timed down to 0.02cA, the batteries’ 
stabile voltage can reach 4.16V. Then, discharge the batteries and record the time of 
charging and discharging. Finally, repeat these steps in order to test whether the bat-
teries can meet the requirements of long hours supply. 

Experimental results show that the battery for the self-rescue beaconing system is 
qualified. 

(2) test the power chip 
The power chip is chosen for supplying to GPS, MSP430 and the A/D module of the 
radio. According to the requirements for input voltage and low power consumption, 
the power chip SPX1129M is a good choice. 

When the system is working, the battery will supply for GPS, MSP430 and other 
chips such as MAX3232 incessantly. So the performance of power chip SPX1129M 
should be tested to ensure that the current will not overload. In the experiments, we 
monitored the voltage on SPX1129M’s output port for long hours to make sure GPS 
and MSP430 can work normally. 

4.2   Software Experiment 

For the requirements of low power consumption, MSP430’s watch dog is used for 
timer’s delay. Turning system on and external reset signal would give the POR signal 
which would bring the PUC signal. Besides, timer’s overflow and security key error  
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can give the POR signal too. The POR signal starts up the watch dog, and after POR, 
MSP430 would enter into AM state. In the state, it can switch to any low-power mode 
and exit the state when it receives the interrupt signal from peripheral module. 

4.3   GPS Experiment 

(1) Experiment for GPS performance 
This experiment using radio, GPS, controller and computer could test the stability of 
GPS signal. After the series of experiments, the experimental data from each moment 
on sunny day and rainy day can be compared with the practical latitude and longitude. 

Conclusion: the weather can hardly affect GPS signal but the different moments af-
fect a lot. By the experimental data, it can be educed that the signal between 11 am 
and 2 pm is not only weak but also sometime totally wrong. 

(2)Real-time test 
Measure a circuit and a straight road by the GPS in self-rescue beaconing system and 
a handheld GPS at one time. Then, draw it by Matlab, calculate the error and get a 
method for data compensation. 

Data of measuring a 400m long circuit: 

Table 1. The data of measuring a 400m long circuit 

Method Calculated GPS data（km） 
Handheld GPS 0.373 
GPS in self-rescue system  0.343 
Actual length 0.400 

 

Fig. 7. The data after drawn by Matlab 

4.4   Cooperation Experiment in Boat Pool 

Fig. 8. shows the initial state of our security experiment stage in the boat pool of 
Harbin Engineering University. 

Fig. 9. shows the surface controller of this beaconing system, the computer receive 
and integrate the position information from GPS. 

Fig. 10. draws the final state of the beaconing system especially the float body.  
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         Fig. 8. Beaconing system in the water                           Fig. 9. Surface system 

 

Fig. 10. The final state of the beaconing system 

5   Conclusion  

In accordance with the research on the technique of underwater unmanned system 
integration and function-underwater self-safety and sampling work technology of key 
pre-research project of Department of Military Equipments. Several aspects are de-
tailed to dissertate and study. This article is based on the key technology of AUV bea-
coning system. Through half-year experiments, we can conclude that the system is 
practical. Each target is accord with the demand of the longtime-harsh ideal environ-
ment. However, there are also two aspects to improve and further study: A better 
method to boost the feature of the real time response and A better method to remove 
interference which can enhance the monitoring accuracy. 
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Abstract. Multi-circuit (extra) high-voltage transmission line places important 
role in China Power Grid. To ensure its running safety, it is better using inspec-
tion robots than helicopters or manual inspections. This paper first presents the 
mechanism of a kind of inspection robot for 220kv double-circuit transmission 
line, which has 7 degrees of freedom, designed into double anti-symmetrical re-
tractable arms, interactive sliding and suspending structure. Then build up its 
kinematics equation using D-H method. In order to solve its reverse solution, 
apply Back Propagation (BP) neural network in MATLAB. The results have 
shown the method is effective. To verify the mechanism whether is feasible, 
build up the model in CATIA, translate it into ADAMS to be simulated. The 
tests of its prototype in lab shows the simulation is correct. Pictures of the robot 
overcoming the obstacle on the horizontal line and on the jumpers are shown in 
this paper. 

Keywords: Transmission line inspection robot, Robot mechanism, Kinematics 
equation, Kinematics Simulation. 

1   Introduction 

220kv and above multi-circuit high-voltage transmission line is the main line of  
China Power Grid, which has long distance with complex geographical environment 
around and strong magnetic field. So it is a heavy task to inspect and maintain the 
line. Using inspection robots is cheaper than helicopters, and can avoid inspection 
blind zone which manual inspection can’t. Now many countries have been research-
ing on transmission line robot. 

The “Expliner” remote control inspection robot [1] developed by Kansai Electric 
Power (KEPCO, Japan) and Japan Power System Corp (JPS) can overcome spacers 
and suspension clamps on horizontal cables. It can’t move along the cables with ten-
sion towers right now. Canada Hydro-Quebec research institute(IREQ) has developed 
a remote control inspection robot called ”Linescout”[2], which can move along the 
cables with insulation strings, spacers and vibration dampers, but also can’t overcome 
the tensile tower. In [3], Zhou F, etc, introduced an inspection robot with three arms 
for 110kv transmission line. It can overcome vibration dampers, suspension clamps 
and the tensile clamps with no other obstacles on the jumpers. In [4], Sun, C, etc, 
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introduced an inspection robot with two arms for less than 500kv ground wire or high 
voltage wire. It can’t cross the tensile clamps. The inspection robot presented in [5] is 
for 220kv single bundle transmission line, which can cross the tensile clamps. 

The inspection robot presented in this paper is designed for 220kv double-circuit 
transmission line, which has spacers on the jumpers to overcome, so this research lays 
the root for developing other multi-circuit transmission lines. The robot has 7 degrees 
of freedom (DOF), which can overcome the tensile tower and other hardware. 

2   The Mechanism of Inspection Robot 

220kv double-circuit transmission line concludes double-circuit cables, suspension 
towers, tensile towers and different kinds of hardware (such like vibration dampers, 
suspension clamps, insulation strings). In it, there are spacers between the bundles and 
also on the jumpers at intervals. The line is shown in Fig.1 in details. 

 

Fig. 1. Double-circuit transmission line 

The inspection robot applies wheel mobile mechanism and double anti-
symmetrical arms.  It has eight joints, in which, the joint 8 is a imaginary joint; joint 1 
and 7 are retractable joints on the two arms; joint 2 and 6 are rotation joints of vertical 
plane; joint 3 and 5 are rotation joints of  horizontal plane; joint 4 is a translation 
joint, which makes the two arms move across. The axis of joint 1 and 7 are parallel 
with the axis of joint 3 and 5. The axis of joint 2 and 6 are horizontal, intersecting 
perpendicularly with that of joint 3 and 5. The axis of joint 4 is horizontal, intersect-
ing perpendicularly with that of joint 3 and 5. 

In order to keep the robot on the line in security and avoid it falling down, the 
gripper mechanism is designed under this circumstance. It is composed of the clamp-
ing bar (1-1), rotary pair (1-2), constraint rotary pair (1-3) and gripper jaw (1-4). The 
gripper mechanism is arranged besides the arm-wheels and symmetrically in the 
transverse direction of the cable. 

Its general mechanism schematic and the gripper mechanism schematic are shown 
in Fig.2. 

The odd (even) movable arm can slide along its relative immovable arm, which is 
driven by lead screw pair fixed in the arm. The odd (even) immovable arm can swing 
in vertical plane and rotate in horizontal plane, which are driven by worm gear pairs  
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Fig. 2. Inspection robot mechanism schematic and its gripper mechanism schematic 

fixed on and besides the slipway. The whole odd (even) arm system can slide along 
the slipway path, which is implemented by ropes with lead screw pair stimulated by 
electromotor. The gripper mechanism stalled on the top of the odd (even) movable 
arm is implemented by lead screw pair to make the gripper open and close. The 
physical prototype model of the inspection robot is shown in Fig.3. 

 

 

Fig. 3. The inspection robot model and its gripper mechanism 

The robot has 7 degrees of freedom, without the gripper mechanism and the driv-
ing wheel. Because their freedom is partial freedom, little influence to the whole robot 
kinematic analysis.  

3   7-DOF Inspection Robot Kinematic Analysis 

3.1   Kinematics Equation 

Since the robot is anti-symmetrical in structure, so we just discuss the kinematics 
under the situation that when the even arm is stable and the odd arm crosses the ob-
stacle. According to D-H method, the robot is composed of 7 linkages and 7 joints. 
The 7 linkages are even immovable arm, worm gear box, the linkage composed of 
slipway and frame, odd immovable arm, odd movable arm, the slipway and worm 
gear box of the odd arm. The 7 joints are two translation joints between odd (even) 
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immovable arm and its movable arm, two rotation joints between the immovable arms 
and the worm gear boxes, two rotation joints between worm gear boxes and slipways, 
one translation joint between the slipway of the odd arm and the frame. Follow the 
settings above, the linkages coordinates are shown in Fig.4. The linkages parameters 
are shown in Table.1. 

Coordinate {0} and {1} are congruent. The origin is fixed at the point of intersec-
tion that the translation pair of the even movable arm and the even immovable arm 
with the rotation pair of the worm gear box. 
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Fig. 4. Linkage coordinates 

Table 1. Linkage parameters 

Linkage i a i–1 αi–1 θi di 
Joint 

variables 
Value range 

1 0 0 0 d1 d1 –200 ~ 0 
2 0 90° θ2 0 θ2 –60° ~ 60° 

3 0 –90° θ3 –74 θ3 –270°~ –90° 

4 105.5 90° 0 d4 d4 –584 ~ 516 
5 105.5 –90° θ5 74 θ5 –270°~ –90° 
6 0 90° θ6 0 θ6 –60° ~ 60° 
7 0 –90° 0 d7 d7 0 ~ 200 

Coordinate {′} is transformed from coordinate {0}. Coordinate {″} is trans-
formed from coordinated {7}. The origins of them are at the center of the cable which 
under the wheel centroid. The two translation matrixes are as follows:     
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, ,x y zΔ Δ Δ are constant. 9.5, 105.5, 425x y zΔ = Δ = Δ =
 

According to the linkage coordinates and linkage parameters, the translation ma-
trixes relative to the ones before have been gotten. Then calculate the translation 
through (1), finally get the matrix (2). 

 
 
 

                  (2) 

  
 

3.2   Kinematics Reverse Solution 

Using BP neural network to solve the robot kinematics reverse solution is to train 
plenty of the samples, in order to get the non-linear mapping from the work variable 
space to joint variable space. This method can avoid formulas deduction and pro-
gramming process. 

The approach of using BP neural network is as follows: select 300 groups of joints 

variables: id
, iθ by “rand” function in MATLAB. Then the unknown in (2):  

                 can be calculated; normalize                                  by “premnmx”  function, as 
the input variable and output variable; use 3 layers BP neural network structure, set 
20,50,7 as the numbers of each layer; use “tansig”, “tansig” and “purlin” as each layer’s 
translation function, the train the network by “trainlm” function. In the network, the 
target error is 0.001, rate of learning 0.025, the maximum step 3000. After 56 steps, the 
network can get the error require. Then through the pn value using the net, anti-
normalizing function “postmnmx”, the joint variable '

id ,
'
iθ  

 can be calculated out. 

The comparison of the results from using BP neural network and the expected 
value is shown in Table.2. 

Table 2. The results from BP neural network and its error 

 d1 θ2
 θ3

 
d4 θ5

 θ6
 

d7 

Expected 

value 
−124.33 0.75401 –2.0306 68.919 –3.1524 0.83727 164.33 

BP NN 

Results  
–124.84 0.77346 –1.9801 65.563 –3.1486 0.84872 163.17 

Error 0.51 0.01945 0.0505 3.356 0.0038 0.01145 1.16 

Relative 

error 
0.41% 2.5% 2.49% 4.9% 0.12% 1.37% 0.705% 

Through the table above, the error is acceptable, and the speed is fast. So the BP 
neural network method is workable. 
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3.3   Kinematics Stimulation Analysis 

The approach to solve the kinematics simulation analysis based on the inspection 
robot prototype model is as follows: first build up the robot 3-D model in CATIA, 
also build up the cable, vibration dampers, insulation strings, etc; import the models 
into ADAMS through SimDesigner module interface to add kinematical pairs; impose 
motion drivers, do the kinematics analysis in ADAMS/View. The inspection robot 
working environment is seen as rigid. The condition to analyze is at the time when the 
robot is crossing the suspension insulation strings. 

The sequence to cross the suspension insulation strings is as below:  

 

(a) Initial position   (b) Odd arm lifts (c) Odd arm rotates 180°clockwise(CW) 

 

(d) Odd arm descends (e) Odd arm stays, others descend (f) Arms cross first time 

 

(g) Even arm stays, others lift (h) Odd arm lifts (i) Odd arm rotates180° CCW 

Fig. 5. The sequence to cross insulation string 
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(j) Odd arm descends           (k) Even arm lifts       (l) Even arm rotates180°CW 

 

 (m) Arms cross second time (n) Even arm rotates 180°CCW (o) Even arm descends 

Fig. 5. (continued) 

In order to improve the reality of the simulation, collision detection is needed. Us-
ing restriction tools in ADAMS/View can observe the collision directly. So between 
the odd arm and the insulation string, the even arm and the insulation string, we set up 
solid to solid contact. Considering the inspection robot is using two arms crossing 
each other to overcome the insulation string, so the arms will be in different restric-
tion conditions. From (a) to (j), the even arm is fixed with the cable. From (k) to (o), 
the odd arm is stimulated to be fixed with the cable, and the even arm is released from 
the full restriction situation. The change described above is written in ADAMS/Solver 
Commands. 

All the joints’ actions are settled as velocity-time functions. For example, the “gen-
eral_motion_1” is presented as the odd movable arm’s moving relative to its immov-
able arm. Its function is “–10*(STEP5( time, 0 , 0 , 1 , 1 )–STEP5( time,9 , 0 , 10 , 1 ) 
–STEP5( time, 46 , 0 , 47 , 1)+STEP5( time, 55 , 0 , 56 , 1 )+STEP5( time, 131 , 0 , 
132 , 1 )–STEP5( time, 140 , 0 , 141 , 1 )–STEP5( time, 177 , 0 , 178 , 1 )+STEP5 
(time, 186 , 0 , 187 , 1 ))”. It can be shown in Fig.6. 

The position of the two arms is important to estimate the collision. So the points on 
the centerline of the cable under the wheels’ centroid are marked. In ADAMS, the  
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Fig. 6. General_motion_1 function 

 

Fig. 7. Displacement of the odd wheel point (a-x direction displacement part, b-y direction 
displacement part, c-z direction displacement part, d-displacement) 

 

Fig. 8. Velocity of the odd wheel point (a-x direction velocity part, b-y direction velocity part, 
c-z direction velocity part, d-velocity) 

two points’ displacement and velocity can be plotted. The displacement and velocity 
of the point under the odd arm wheel are shown in Fig.7 and Fig.8. 

From the two figures we can see that the odd arm moves during 0s to 187s. Accord-
ing to the insulation string size in three directions, it is possible for the robot to over-
come this obstacle. The collision detection simulation also improves that the robot can 
overcome the insulation string. All of above show that, the robot design is feasible. 
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4   The Prototype and Its Experiment  

Use the prototype to verify the kinematical calculation above. A 220kv double-circuit 
transmission line for testing is built up of 1:1 proportion in the lab. The pictures of the 
robot crossing the insulation string on horizontal line, translating itself from the hori-
zontal line to the jumper, crossing the spacer on the jumper, shown in Fig.9 proves 
that the kinematic analysis is correct. 
 
 

   

a) The robot crosses the insulation string on horizontal line 

   

b) The robot moves from the horizontal line to the jumper 

   

c) The robot crosses the spacer on the jumper 

Fig. 9. The prototype and its test 

5   Conclusions 

In this paper an inspection robot with 7 DOF for 220kv double-circuit transmission 
line is introduced. Through the kinematics equation, its reverse solution, the kinema-
tical simulation and the test in lab, which the paper all presented, the mechanism has 
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been proved to be feasible and effective. The work in next step is to develop the inte-
grated system, including the machine vision, the multi-electromagnetic sensors, GPS-
GIS and so on, in order to make the robot be autonomous.  
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Abstract. Earth subsidence in underground mining is an unavoidable problem 
in mining production, and timely and scientific observation and early warning is 
one of the important factors in the security of mining production. Though the 
surveying robot (i.e. automatic electronic total station) can automatically  
(or semi-automatically) monitor ground deformation for underground mining, 
the stability of the station location (monitor base station) has great impact on 
the monitor precision and when the measurement vision is covered, the survey-
ing robot fails to monitor the corresponding deformation point. In order to 
tackle the above problem, the author and the research team have integrated the 
technology of GPS (Global Positioning System) with surveying robot and  
developed the GPS-based surveying robot automatic monitoring system for un-
derground mining safety, which completely solves the foresaid problem, simpli-
fies the monitor program and reduces the fixed investment cost of monitor. The 
article introduces the structure and working principle of the GPS-based survey-
ing robot automatic monitoring system for underground mining safety, presents 
examples of monitor. 

Keywords: Automatic monitoring technique, mining engineering, underground 
mining, ground deformation, integrated monitor system, research and manufac-
ture of instrument, surveying robot, GPS technology. 

1   Introduction 

The subsidence of ground, as a kind of global artificial geological disaster, is resulted 
from complicated and diversified causes, including the underground mining. Earth 
subsidence in underground mining is an unavoidable problem in mining production, 
and timely and scientific observation and early warning is one of the important factors 
in the security of mining production[1]-[3]. The process of subsidence of ground 
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caused by underground mining is a complex systematic problem. So it is of great 
realistic significance to accurately forecast the development trend of the subsidence of 
ground led by mining so that people can avoid its harm. The author and the research 
team have integrated the technology of GPS (Global Positioning System) with survey-
ing robot and developed the GPS-based surveying robot automatic monitoring system 
for underground mining safety. Here we will introduce it particularly. 

2   The GPS-Based Surveying Robot Automatic Monitoring System 
for Underground Mining Safety 

The GPS-SR-AMS-MS(GPS-based surveying robot automatic monitoring system for 
underground mining safety) consists of two parts, namely the host and auxiliary 
equipment. For the host of the GPS-SR-AMS-MS, please see Fig. 1.The host of the 
GPS-SR-AMS-MS is composed of three components, namely surveying robot, 
360°omni-directional reflection prism and RTK-GPS receiving antenna. Besides, it 
includes the supporting wireless data transmission system, distribution system, GPS 
communication system and so on. 

Upper Below

RTK-GPS receiving antenna 360° omni-directional reflection prism 

Surveying robot

 

Fig. 1. Sketch of the host of GPS-SR-AMS-MS 

The independent three-dimensional coordinate system must be adopted in applica-
tion of the GPS-SR-AMS-MS. The plane coordinate system adopted should be the 
Gauss plane right angle coordinate system based on WGS-84 elliptical ball, central 
meridian be the meridian crossing the center of mining area, distance projecting plane 
be the water level over the mining area top and height system be the GPS geodetic 
height system. 

2.1   Basic Characteristics of Surveying Robot 

The author terms the intelligent electronic total station with the function of automatic 
tracking as surveying robot, which prides in functions of motor drive, laser point 
search, CCD technology, automatic target recognition, automatic collimation, auto-
matic angle measurement, automatic distance measurement, automatic target tracking 
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and automatic record, has the standard data interface (such as RS232 serial interface) 
or Modem, and can achieve synchronic data communication between field operation 
and distant office. The surveying robot has the function of self-study. Currently its 
measurement speed can reach several points per second and its precision of three-
dimensional positioning can be better than ±1mm. It high precision results from the 
standard length comparison technology (or termed as distance difference technology) 
between base stations, which can get rid of or reduce the air refraction error and the 
inborn systematic error of the instrument and equipment. The core technology of 
surveying robot is automatic target recognition and tracking system (ATR--Automatic 
Target Recognition). 

2.2   Basic Technical Features of RTK-GPS 

GPS (Global Positioning System) technology is the second generation satellite navi-
gation system invented by the U.S.A. RTK-GPS technology is one of the important 
progresses of GPS technology. It positioning speed has reached within 2 seconds and 
its positioning precision has achieved sub-millimeter level. If the difference technol-
ogy is adopted, its three-dimensional positioning precision can reach millimeter level. 

The operation method of RTK-GPS technology is as follows. First, a fixed GPS 
base station must be set up or installed. Second, one or more mobile GPS receivers 
(referred to as mobile station) are adopted in the control area of base station (usually a 
round area 10km-20km away from the base station) for instant positioning. The base 
station achieves synchronic contact with the mobile station through data transmission 
radio to get the three-dimensional coordinate information of each instant of the mo-
bile station. When GPS––RTK is monitoring, the base station should be high in loca-
tion and no GPS signal reflective body or objects possible to cause multi-channel 
effect (such as imposing buildings, large area of water, high voltage wire, communi-
cation equipment, microwave station and so on) can show up within 200 meters 
around. One outstanding advantage of GPS––RTK is no requirement of visibility 
between GPS base station and GPS mobile station. 

At present, RTK-GPS technology can conduct data transmission through radio, 
GSM mobile phone, fax and Modem and available communication formats include 
CMR, CMR+ and RTCM. 

3   Monitor Process of GPS-SR-AMS-MS 

Fig. 2 is the arrangement of lazitun coal mine ground deformation monitor points. 
There are many ground deformation monitor points located on the mining area. See 
a1, …, a5, b1, …, b6, c1, c2, d1, …, d3 in Fig. 2. Q and P are the deformation monitor 
mutual visibility double base station. B is the monitor three-dimensional base origin. 
A and C are the checkpoints of three-dimensional base origin. 

3.1   Monitor Field Arrangement of GPS-SR-AMS-MS 

Lazitun coal mine GPS-SR-AMS-MS adopts Leica TCA2003 surveying robot and 
Leica SR530 GPS receiver. The GPS-SR-AMS-MS is composed of a three-dimensional 
control base system and a mining area three-dimensional deformation point system. See 
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Fig. 2. The three-dimensional control base system should be a triangular base control 
network far from the mining area and with good structure (the minimum distance from 
each control point to the mining area should be larger than 6.7km). One point should be 
used as the three-dimensional base origin and the other two only as the checkpoints of 
the three-dimensional base origin or as the backup points in case of mining area age to 
the three-dimensional base origin. The three-dimensional base origin should set up a 
compulsive centering observation pier, which can link the reflection prism, electronic 
total station, GPS receiving antenna and other measurement equipment, instrument or 
components through compulsive centering. The mutual distance between base points 
should be accurately measured in the precision no less than 1/700000 and the precision 
of three-dimensional point position of the base point should be better than ±0.3mm. 

900m
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Fig. 2. Sketch of arrangement of Lazitun coal mine ground deformation monitor points 

The control points of the base control network should adopt deeply covered steel 
pipe signs or be directly fixed on base rocks. It is appropriate to use simple network 
structure and high intensity graphs for base control network. Single triangle and geo-
detic quadrangle are recommended network structures. The monitor control network 
should be tested and verified regularly. Points A, B and C of Lazitun coal mine base 
control network are all directly filled and covered on the hard rock at the mountain 
peak and the base control network adopts GPS static measurement technology to 
observe. The observation lasts for 2 hours (in adoption of synchronic closed circuit 
observation mode by three GPS receivers). Select one or several points at the mining 
area or around the mining area as the monitor base stations (see Q and P in Fig. 2). It 
is required that all the three-dimensional deformation points set up on the mining area 
can be monitored through these monitor base stations and that each monitor base 
station must share visibility with at least another one monitor base station (the dis-
tance between the two monitor base stations sharing visibility should not exceed 90%  
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of the valid measurement distance of the surveying robot). The number of monitor 
base stations is decided by whether all the three-dimensional deformation points can 
be monitored. There is only one monitor three-dimensional base origin (i.e. B) in 
Lazitun coal mine ground deformation monitor system and points C and A are the 
checkpoints or backup points for the three-dimensional base origin B. There are only 
2 (i.e. Q and P) monitor base stations, which are located at the mining area and share 
visibility (termed as mutual visibility double base station by the author). The  
three-dimensional deformation point system of the mining area consists of several 
deformation observation points. The deformation observation point should set up a 
compulsive centering observation pier, which can link the reflection prism through 
compulsive centering. The reflection prism linked on the observation pier should 
share visibility with the corresponding host of the GPS-SR-AMS-MS and its distance 
to the host of the GPS-SR-AMS-MS should not exceed 90% of the valid measurement 
distance of the surveying robot. 

3.2   Automatic Monitor Process of GPS-SR-AMS-MS 

When monitoring, place the base station GPS receiver compulsive centering on the 
three-dimensional base origin (i.e. B) and two hosts of the GPS-SR-AMS-MS on the 
two monitor base stations (i.e. Q and P) of the mining area (in case of more than one 
monitor base station, one host of the GPS-SR-AMS-MS should be placed on each 
monitor base station). The GPS receivers on two (or more) hosts of the GPS-SR-
AMS-MS are mobile receivers, continuously receiving GPS satellite information and 
GPS base station information and getting the instant three-dimensional coordinate of 
monitor base station. Since the ground of mining area is in the movement of small 
breadth and low speed, the instant three-dimensional coordinate of monitor base sta-
tions (Q and P) at the mining area in the whole process of monitoring may have small 
changes. 

Two hosts of the GPS-SR-AMS-MS provide rearview for each other. First, input 
the instant three-dimensional coordinate of the two monitor base stations in the two 
hosts of the GPS-SR-AMS-MS (make a distinction of lateral station coordinate and 
rearview coordinate). Second, aim at the reflection prisms of each other by hand to fix 
the rearview direction. Third, the surveying robot will aim automatically. After the 
rearview direction is fixed, observe the reflection prisms permanently placed at  
the deformation observation points each system host is responsible for (on account of 
the automatic aiming function) to get the initial three-dimensional coordinate (X, Y, 
Z) at each deformation point, which is used to train the surveying robot (observation 
program design, height of instrument, height of target, times of measurement, change 
face, time interval, communication parameter and so on). Then the surveying robot 
can make automatic cycle measurement of the three-dimensional coordinate accord-
ing to the set time intervals for each deformation point. 

Each monitoring process is described as follows: automatically input the two in-
stant three-dimensional coordinates obtained from RTK-GPS system (minor change 
for each time); two hosts of the GPS-SR-AMS-MS automatically aim at the reflection 
prism of each other to get each other’s three-dimensional coordinate; automatically 
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aim at the reflection prisms permanently placed at the deformation observation points 
each system host is responsible for to get the initial three-dimensional coordi-
nate……The operation order and procedure for each time are completely the same 
and the monitor for each time is automatically carried out without interference from 
people. The difference lies in that the three-dimensional coordinates of observation 
points for each monitor are different. It is this difference that reflects the change in 
space and position of each deformation observation point. The change volume be-
tween the neighboring two monitor three-dimensional coordinate for the same defor-
mation observation point is the relative change volume between the two observations 
at this point position. The difference between the initial three-dimensional coordinate 
and the three-dimensional coordinate for each monitor at the same deformation moni-
tor point is the absolute change volume at the point position (or termed accumulative 
change volume). The host of GPS-SR-AMS-MS can automatically save all the moni-
tor results in its own memory and transmit all the information and result to the moni-
tor center office through data communication equipment. The monitor center office 
can control (send instructions, modify data, change the observation program and so 
on) the host of GPS-SR-AMS-MS at any time through data communication equip-
ment. The computer in the monitor center office can analyze, draw pictures for or 
process the monitor data through special software, make long-distance diagnosis of 
the safety of the mining production. 

4   Conclusion 

The GPS-SR-AMS-MS has been tested on 9 different mining areas and good effects 
have been achieved. Its average absolute monitor error of three-dimensional deforma-
tion is better than ±1.37mm and the absolute monitor error of maximum three-
dimensional deformation is 3.02mm, which can fully satisfy the precision requirement 
of security monitor of various mining areas. Since 2 (or more) hosts of GPS-SR-
AMS-MS can provide rearview for each other, the monitor process can get ride of 
excessive reliance on the base point (that is, Q and P can be flying points without 
point position signs, which can be decided randomly and the host of GPS-SR-AMS-
MS can be put anywhere so as to achieve free station monitor in real terms. But the 
origin B of three-dimensional base, checkpoint or backup point C and A are necessary 
and indispensable.) and the area and scope of monitor will be enlarged. The methods 
introduced in this article are all realistic in deformation monitor and security monitor 
of various mining areas, which can effectively reduce the monitor cost, ensure the 
monitor quality and guarantee the operation safety of mining areas. 
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Abstract. A peristaltic-crawling robot composed of many servo motors was 
developed. This robot can move equivalently to an earthworm using peristalsis, 
with expansion and contraction of segments, and also using contact sensors. 
The movement pattern was designed based on the peristaltic motion of an 
earthworm. The optimum movement pattern for a peristaltic-crawling robot was 
acquired through Q-learning. Its effectiveness was confirmed by mounting it 
onto a real robot.  

Keywords: A peristaltic-crawling robot, Q-learning. 

1   Introduction 

Peristaltic movement presents advantages––such as mobility that is flexibly adapted 
to complicated environments such as irregular places and with mobility in narrower 
spaces––over conventional wheels and meandering movement. [1]- [6] The need 
exists for development of peristaltic-crawling robots that are adapted to mobility in 
various environments such as irregular surfaces, rubble, and inside pipes, while taking 
advantage of these features. The movement pattern of robots must be developed 
concomitantly. With Q-learning, a reinforcement learning method, [7]-[12] the 
movement pattern of forward motion of a peristaltic crawling robot is acquired; its 
operation was verified using a real robot. 

2   Q-Learning 

A typical algorithm of reinforcement learning, Q-learning, is a learning algorithm that 
selects an action having the highest value of a behavioral assessment function (Q 
factor) from among possible actions on each state throughout repeated trial-and-error 
interaction with the environment. Figure 1 depicts an outline of it. 

Boltzmann selection is an action selection method for Q-learning. It performs 

action selection at a fraction that is proportional to ( )( )TasQ /,exp . 
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Fig. 1. Q-learning algorithm 

3   Simulation Method 

3.1   Peristaltic Crawling Robot 

Figure 2 presents a peristaltic crawling robot used for verification of movement 
patterns acquired through simulation. This robot has segment units that are equivalent 
to earthworm segments, which carry out peristaltic movement with expansion and 
contraction. The number of segment units is determined as three, which is the 
minimum number necessary for peristaltic movement. 

 

 

 

Fig. 2. Peristaltic crawing robot using servo motors 

[1] Initialize matrix Q as a zero matrix.
[2] An agent observes state st of the environment in time step t. 
[3] An agent performs actions according to arbitrary action selection 

methods. 
[4] Get reward rt from the environment. 
[5] Observe state st+1 after state transiting. 
[6] The Q value is updated based on the Q-learning update. 

 
( ) ( ) ( ) [ ( ) ]asQrasQasQ t

a
tttt ,max,1, 1+++−← γαα

 

In that equation, rt is the reward given at time t, αt(s,a) (0 < α ≤ 1) the 
learning rates, might be the same value for all pairs. The discount factor γ 
is such that 0 ≤ γ < 1. 

[7] Time step t is advanced to time step t+1; it returns to step [3]. 

Segment unit 

Length 

Width 

(1) 
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3.2   Simulation Model 

The model of a peristaltic crawling robot is a simple model using an algorithm, not 
using a kinetic model. The robot is assumed to conduct advance operations within a 
2D plane. The traveling plane is 160 mm wide, and the target position is 3000 mm 
distant from the start position. 

Angles in the segment model are defined as presented in Fig. 3; each angle is 
constrained as 

⎩
⎨
⎧

=
===

21

6543

θθ
θθθθ .                            (2) 

This constraint provides a unique form of a segment given θ1. Therefore, θ1 is 
represented hereinafter as Θ; the movement pattern of the robot is acquired by 
computing the pattern of segment angle Θ for every segment in the simulation. 
 

 
 

 
Fig. 3. Angle of segment model 

The robot is presumed to operate according to the following conditions. 

(A. 1)  The robot’s central line does not move. Its center shall not move unless a 
segment contacts the plane. 

(A. 2)  When a robot’s segment contacts the plane, let the position of contact be a 
fixed position. 

(A. 3)  When multiple nonadjacent segments contact the plane, if a segment not 
contacted by the plane is going to operate, suspend it and return a penalty. 

3.3   Application of Q-Learning 

Segment angle Θ varies six ways: 0, 20, 40, 60, 80, and 100 deg. Because the robot 
has three segments, the segment form of the robot includes 63 combinations. Let this 
segment shape be state s, and let operations for transfer into state s be action a. A Q-
table therefore has size of 63 × 63. 

Let the distance from the robot’s tail on time t [step] to the target position be dt 
[mm]; reward rt is defined as 

 

θ1=Θ 

θ2 

θ3

θ4 

θ5 

θ6 
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ttt ddr −= −1
.                                                   (3) 

A penalty is given in the form of reward rt = -50. 
Action selection takes place according to Boltzmann selection. The temperature 

constant T is defined as 

19934.0150 −×= iT ,                                                 (4) 

where i is the number of trials. 
One trial comprises up to 40 steps. The simulation is repeated up to 1000 trials. 

When a penalty occurs, a trial is terminated even at fewer steps than 40. Let the 
learning rate α be 0.6, with discount rate γ 0.3, sampling frequency 20 Hz, and time 
interval 0.3 s. 

4   Simulation Result 

The sum of rewards for every trial on the simulation is presented in Fig. 4. The total 
reward increases concomitantly with the increasing number of trials, suggesting that 
learning is performed so that the sum of rewards increases. 

Figure 5 depicts a movement pattern acquired from the simulation. This movement 
pattern represents an action selected from Q-table as having the largest Q factor after 
completion of 1000 trials. Clearly, two actions, actions A and B, are repeated after 
step 2, as portrayed in Fig. 6. Action A is a settling operation to fix the whole robot’s 
position, whereas action B is an advancing operation to generate great distances and 
move forward. For that reason, the moving distance at a robot’s tail becomes stepwise  
 

 

Fig. 4. Sum of rewards in every trial 
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Fig. 5. Acquired motion pattern of the segment angle 

 

Fig. 6. Acquired motion pattern 

as portrayed in Fig. 7. Because segments I and III are used for the whole robot’s 
fixation, segment angles change little by little in actions A and B, whereas segment II 
generates distance, so that its segment angle changes greatly. 

5   Mounting on Robot 

Figure 7 presents the moving distance of the robot with the acquired movement pattern 
installed as the operation of the robot. This moving distance is determined with the 
robot’s tail as the point of measurement demonstrating that the movement pattern 
acquired in the simulation can operate a robot. The moving distance of the robot is longer 
than the simulation result. This is considered to be true because the robot advanced more 
than anticipated because the segment was not fixed actually when it contacts a wall. 
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Fig. 7. Moving distance of acquired motion pattern 

6   Conclusion 

This study yielded the following conclusions. 

(1)   The movement pattern of a peristaltic crawling robot was acquired by the 
simulation using Q-learning. 

(2)   The acquired movement pattern requires fewer operations. 
(3)   The mobility of a robot with the acquired movement pattern was verified. The 

simulation validity was confirmed. 
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Abstract. The research of legged robot was rapidly developed. It can be seen 
from recent ideas about new systems of robot movement that take ideas from 
nature, called biology inspired. This type of robot begins replacing wheeled ro-
bot with various functions and interesting maneuvers ability. However, design-
ers should decide how many legs are required to realize the ideas. One of the 
ideas that are rarely developed is odd number of legs. This research focused on 
five legs robot that inspired from starfish. To realize the intelligent system in 
robot that does not depend on the model, this research used reinforcement learn-
ing algorithm to find the optimal gait when robot is walking. In order to achieve 
this goal, trial and error have been used to provide learning through an interac-
tion between robot and environment based on a policy of reward and punish-
ment. The algorithm is successfully implemented to get the optimal gait on a 
five-legged robot. 

Keywords: Five-legged robot, gait optimizing, reinforcement learning. 

1   Introduction 

At the first stage in design of a walking machine, designers should decide how many 
legs are required to realize the ideas. Presently, biped, quadruped and hexapod ma-
chines occupy large volume in researches of practical walking robot. It is debatable 
which number of the legs is better, four or six. We should select the number of legs 
carefully by considering their locomotive environments, because each walking ma-
chine has peculiar merits. In case of heavy walking environments, hexapod walking 
may be more suitable than quadruped walking. If one of the six legs is broken down, 
continuation of the static walking may be ensured by the left five legs, while some 
parts of walking functions are reduced. In case of quadruped walking robot, it may 
not be possible to continue their static walking.  

According to bionics, six legs/hexapods robot may be a better choice. On the other 
hand, almost all insects have six legs [1]. It easy to keep balanced with a redundant 
locomotion system, which increases reliability and workable even if one, two or three 
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legs broken. Hexapod makes it possible for the robot to use one, two or three legs to 
work as hand and perform complex operations. 

2   Related Work 

As the reasons why the gait study of walking with odd number of legs is very few as 
compared with the gait study for even number of leg, the following matters are con-
sidered. Although we can easily find probable gait for the walking with even number 
of legs by observation of insects etc., this method is not available for the case of the 
walking with odd number of legs. In the fact, the wave gait which is for the walking 
with even number of legs is originated from the observation of insects' walking, and 
the above mentioned analytical proof is performed with an assumption that the wave 
gait is optimally stable. It is very difficult to come to the same conclusion by use of 
analytical method without the assumption of the wave gait [2]. 

Studies of the gait of the partially broken hexapod machine have been discussed 
from biological observations. Inagaki and Kobayashi [3] described in hexapod walk-
ing robot, it is considered that even if one of six legs is disabled, the remaining five 
legs may maintain static walking. However, to maintain the static stability at maxi-
mum, gait study for five-legged walking is necessary.   They developed a method of 
gait study for five-legged walking, which is considered a case that hexapod walking 
robot damaged in one of six legs. The allowed leg arrangement, which means the 
arrangement of the center positions of stroke motion, to maintain the gait stability 
margin is only limited to the regular pentagonal shape. Thus, in the case that a hexa-
pod walking robot which has general leg arrangement such as a rectangle type is 
damaged, the leg arrangement must be changed to the pentagonal shape. Thus, these 
gaits are enough useful as a gait for five-legged walking. Nowadays, the studies of 
five legs robot not just inspired from hexapod walking with disabled leg but inspired 
from nature that got the idea from starfish. Makoto et al. [4] focus Brittle Star realizes 
a flexible myriapod robot. Brittle Star is a kind of the Echinoderm has five long legs. 
They developed the five legs robot, and inquire forward motion it. 

On the other hand, synchronized motion is very important for the multiple legged 
machines. This paper proposes a synchronized motion method that utilizes the notion 
of autonomous distributed systems. For the method, we have reviewed how quadru-
peds [5], [6], [7], [8] and hexapods [9], [10], [11], [12], [13] on locomotion aspects 
and compared those methods. Most of the methods use degree of freedom (DOF) 
settings as the main parameter of walking robot. Finally, we show the total motion 
control can generate the gait automatically and change them smoothly by using rein-
forcement-learning algorithm.  

3   System Design 

Most of the systems use the natural movement of the whole number of feet (two, four, 
six and eight). Five-legged in the design of nature can be found on the starfish. The 
design is inspiring authors to develop this type of robots. The learning of five-legged 
walking is realized with the actual robot. This section introduces the system design of 
robot and application of reinforcement learning for this purpose. 
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3.1   Mechanical and System Design 

Mechanical design of robot developed with five-legged actuator. It has five legs, and 
on every corner, there is three degree of freedom as a reference for the movement of 
robots. The kinematics system design and prototype of robot are shown in Figure 1. 

(a) Kinematics design (b) Design of one-leg (c) Prototype of robot
 

Fig. 1. Design and prototype of five-legged robot 

The system is divided into several sections: actuator and sensor selection, me-
chanical and hardware building, and next reinforcement learning algorithm imple-
mentation in robot.  The type of actuator that selected is standard servo-motor (180 
degree rotation) with a high enough torque (4.1kg.cm/56.93oz.in). Limit switch is 
used to detect position of the robot. Limit switch installed in each leg. When the limit 
switches are touching objects, it will send a data series (USART) to microcontroller to 
drive servo motor. 

3.2   Learning Algorithm 

The reinforcement learning makes the robot adapt to more stable gaits in normal con-
ditions of no external effect of instability. As a result, the stability of walking with a 
commanded speed is continuously increased till a pattern having good stability mar-
gin with each state is achieved. When the speed command is changed, the robot per-
forms a smooth passage with probably slowing down to the speed of 1 unit per step, 
and then adapting to the new speed in a few steps. This smooth passage between 
commanded speeds should be noted as a peculiar feature of the algorithm.  

Among the possible gaits with a given speed there are some applications with more 
static stability, while there are some applications that hardly satisfy the stability con-
dition. Improvement of stability can be achieved by learning with the best state transi-
tions are memorized and utilized. In this application the robot is not aware of the 
cause, but experiences falls although it generates statically stable gaits. The falls re-
sult in negative reinforcement and the robot learns to avoid them by memorizing and 
making use of the stable states. 

In this design, reinforcement learning discussed to determine the optimal movement 
in robot walking. Reinforcement learning algorithms that are generally used apply sev-
eral parameters that change according to the learning process in robot. In each of pa-
rameters, there are functions that are defined first. Angle on hinge base and delay are 
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parameters that have been chosen. These parameters changed the established value. The 
program that created generally divided into walking description includes the determina-
tion of the motions that can be done by robot. It includes testing of learning function 
that gives the optimal results in walking in the field with several conditions. 

 

Fig. 2. Stability margin 

Angle joint on hinge base of the legs, as shown in Figure 3, is referred to the point 
that can be reached by leg movement of joints that are closest to the body of robot 
(center of body). Because there are five legs, between the legs with one leg to the 
other leg is 72° away. So that each leg can move 72° (clockwise) and -72° (counter 
clockwise). But in reality, robot can only reach -50° to 50° because of mechanical 
robot legs require some space. Velocity of robot is resulted by time delay every 
movement joint on the robot legs. This parameter is given on the value of the function 
of delay in the microcontroller program.  Before calling this function, interrupt will be 
turned off, and time delay will be longer than expected. Assessment is done by giving 
a "reward" when the movement of robot that have been produced in accordance with 
the environment condition, or by giving a "punishment" when the movement that 
produced robot are not appropriate. If "punishment" is received, means punishment 
point is added and the value of the parameters changed.  If "reward" is received, 
means reward point is added and the value of parameters stored in memory.  Every 
step described by the recursive functions.  

 

 
 

Fig. 3. Angle joints which formed the base of leg and the reduction 
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4   Result 

Learning algorithm has been tested in the actual conditions. The robot is tested on 
several different levels of slope (0°, 10°). Error slope has been chosen as parameter 
that can be compared in measuring level of learning success. This parameter becomes 
the benchmark to get the most effective and efficient gait of robot. From here, we can 
conclude that the program algorithms can be created to run the system properly in 
accordance to criteria that are expected. Testing results in several different levels of 
slope that compared in error slope parameter are shown in Figure 4. 

 

Fig. 4. Walking on several different levels of slope (0°, 10°) 

5   Conclusion 

This research focuses on five legs robot inspired by starfish. To realize the intelligent 
system in robot does not depend on the model, reinforcement learning algorithm used 
to find the optimized gait in walking robot. To achieve this goal, trial and error is used 
to provide learning through an interaction between robot and environment based on a 
policy of reward and punishment. 

The speed on the walking robot depends on time delay, the greater delay reduces 
speed.  Furthermore, error slope depends on the speed of movements. More rapid 
movement of servo motor causes greater error slope. Smaller angle that formed made 
greater error. In order to obtain the maximum results required a large torque in servo 
motor, so that the robot can hold the movement. Synchronization of movement be-
tween the legs on the robot can affect by considering time delay between gaps of 
movements. Locomotion of five-legged robot is shown in Figure 5. 

 

Fig. 5. Experiment on flat and sloping road and five-legged robot locomotion 
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Abstract. The shield machine cutterhead load domain in composite strata is an 
important and complex problem, which has significant impact on the design of 
the cutterhead. In this paper, the load model of the cutterhead including resis-
tance and resistance moment is developed through the micro-unit method under 
composite strata, and responses of cutterheads with different open ratios are 
analyzed by numerical simulations with the developed load model. 

Keywords: Cutterhead, Load model, Composite strata, Micro-unit, Numerical 
simulation. 

1   Introduction 

The shield machine is often required to work under the environment of mixed ground, 
and the research about the shield machine under composite strata has obtained more 
and more scholars' attentions [1-8]. The determination of the cutterhead load domain 
is the basis for cutterhead selection, design and check. Currently, the usual researches 
mainly focus on a single ground layer. Lu et al. [9, 10] researched the cutterhead 
system moment of the earth pressure balance shield machine; Guan [11] studied the 
shield machine front resistance, lateral resistance, and torque; Zhu et al. [12] studied 
the thrust force of the shield machine; Zhan et al. [13] studied the front and lateral 
resistance of the shield machine; Song et al. [14] studied the shield machine thrust and 
the cutterhead system moment in the sandy cobble layer without water. In practice, 
shield machines are often operated in composite strata, and the loads are various with 
different strata and cutterhead rotation angles. A more precise load model needs to be 
developed. Therefore, a load model under two ground layers is studied, according to 
the literatures [1, 6, 9, 11, 13], which can explain the problem clearly and be easily 
expanded to more ground layers conditions. Firstly, the load domain threshold is 
determined by the characterization of strata, and then a precise cutterhead load model 
is established. After that, numerical simulations are conducted by applying the load 
model developed above. 
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2   External Load Domain of Cutterhead 

The load model is shown in Fig. 1, in which Cartesian 
coordinate system is used, the circular section represents 
the cutterhead, the working environment consists of 

Layer1 and Layer2, and the variety of the central angle θ  

represents the change of strata. When the two arc end-

points overlap in the positive y-axis, the angle θ  is de-

fined as the starting position (0°). The composition of 

strata changes with the θ , the cutterhead rotates anti-

clockwise with a certain speed, and earth pressure of soil 
cabin and water pressure are ignored. In the process of operating, the resistance and 
resistance moment of cutterhead front and lateral faces are associated with the com-
position of strata; the cutting resistance and resistance moment are determined by 
types and locations of the cutting tools. 

2.1   Resistance of Cutterhead 

The resistance of the cutterhead 
CF  [6, 15, 16] can be expressed as 

1 2 3CF F F F= + +  (1)

Where 
1F  is the front resistance of the cutterhead; 2F  is the lateral resistance of the 

cutterhead; and 
3F  is the cutting resistance of cutting tools. 

For 
1F , according to the literatures [11, 17], there is 

1

n

nz vz i i
i

K K hσ σ γ
=

= = ∑ , where 

nzσ  is horizontal earth pressure at the depth of z  of the cutterhead front face from 

ground surface; vzσ  is vertical earth pressure at the depth of z  of the cutterhead 

front face from ground surface; K  is the coefficient of side pressure; n  is the number 

of layers; iγ  is volume weight of soil of layer i ; ih  is the thickness of soil of layer 

i . It is assumed that the layers from ground surface to the top of the cutterhead are all 
Layer1, and the available area of the cutterhead distributes uniformly. By reference to 
literatures [11, 13], the micro-unit area 

tdA  of the cutterhead section in Layer1 is 

selected, the resistance of which is defined as ( )1 01t nz tdF dAα σ= − , where 
0α  is the 

open ratio of the cutterhead. Then an integration is conducted to get 
1tF . 

Similarly, the resistance of the cutterhead section in Layer2, 
1bF , can be obtained. 

Then, 
1F  can be defined as 1 1 1t bF F F= + . 

For 
2F  [6], it can be formulated as 

2 2 2 22t s bF F F F= + +  (2)

 

Fig. 1. External load model 
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Where 
2tF  is the friction between the top quadrant of the cutterhead lateral face (arc 

l rTT , see Fig. 1) and soil; 
2sF  is the friction between the side quadrant of the cutterhead 

lateral face (arc l lB T  or r rT B , see Fig. 1) and soil; and 
2bF  is the friction between the 

bottom quadrant of the cutterhead lateral face (arc r lB B , see Fig. 1) and soil. 

For 
3F  [8, 15, 16, 18, 19], it can be calculated as 

3
1 1

n n

Vi Nj
i j

h c

F F F
= =

= +∑ ∑  (3)

Where hn , cn  are the numbers of disc cutters and cutters respectively. 

2.2   Resistance Moment of Cutterhead 

The resistance moment of the cutterhead 
CT  [6, 15, 16] can be expressed as 

1 2 3CT T T T= + +  (4)

Where 
1T  is the front resistance moment of the cutterhead; 

2T  is the lateral resistance 

moment of the cutterhead; and 
3T  is the cutting resistance moment of the cutting 

tools. 
For 

1T , the hypothesis is the same as 
1F . Referring to literatures [9, 11], the micro-

unit area 
tdA  of the cutterhead section in Layer1 is selected, whose resistance mo-

ment is defined as ( )1 0 11t ms nz tdT rdAα μ σ= − , where 
1msμ  is the friction coefficient 

between soil of Layer1 and the cutterhead. Then 1tT  can be obtained by carrying out 

an integration. 
Similarly, the resistance moment of the cutterhead section in Layer2, 

1bT , can be 

obtained. Hence, 
1T  can be represented by 

1 1 1t bT T T= + . 

For 
2T , it is assumed that the layers from ground surface to the top of the  

cutterhead are all Layer1. According to literatures [9, 11, 20], the micro-unit area 
tdA  

of the cutterhead section in Layer1 is selected, the resistance moment of which can be 

expressed as 
2

2 14
C

t ms C

D
dT t dαμ σ α= , where ασ  is the earth pressure at the angle of α ; 

Ct  is the axial width of the cutterhead. Then 
2tT  can be gotten by proceeding an  

integration. 
Similarly, the resistance moment of the cutterhead lateral face in Layer2, 

2bT , can 

be obtained. Thus, 
2 2 2t bT T T= + . 

3T  [8, 10, 15, 16, 19] can be defined as 

3
1 1

n n

Ri i Tj j
i j

h c

T F r F r
= =

= ⋅ + ⋅∑ ∑  (5)
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Where ir  is the distance between disc cutter i  and the center of the cutterhead; and 

jr  is the distance between cutter j  and the center of the cutterhead. 

3   Establishment of Simulation Model 

To study the load model further, the theoretical derived load model is used to analyze 
the panel-style cutterhead by the finite element method. As the cutter open ratio is an 
important parameter [12, 21], two cutterheads with different open ratios (36% and 
25%) are selected according to open ratio ranges [8, 22]. 

The resistance and resistance moment are applied to the cutterheads, the end of the 
flanges are fixed, the material of cutterheads is steel, and the impact of disc cutters is 
ignored. Layer1 is clay, Layer2 is sandy gravel, and physical parameters of strata are 
cited from literatures [14] and [15]. 

4   Analysis of Simulation Results 

4.1   Deformation of Cutterhead 

The deformation of the cutterhead with an open ratio of 36% under θ =132° is shown 
in Fig. 2(a). It can be seen that the largest deformation, 0.67 mm, occurs at the right 
side of the cutterhead edge, as a result of the non-uniform load distribution, and the 
deformation increases radially. Because of the dead weight and the larger force at the 
bottom of the cutterhead, the whole cutterhead has a downward overturning trend. 
The resistance moment makes the connection parts of the flange have a torsion de-
formation. The deformation of cutterhead arms is shown in Fig. 2(b). It can be seen 
that the largest deformation occurs at the right side of cutterhead arms and the roots of 
left arms have smaller deformations. 
 

 

(a) Cutterhead deformation 

 
(b) Cutterhead arms deformation 

Fig. 2. Distribution of deformation 

4.2   Intensity of Cutterhead 

The equivalence stress distribution of cutterhead with an open ratio of 36% under 
θ =132° is shown in Fig. 3(a). It can be seen that the stress concentration mainly 
occurs in flange connections. The maximum equivalent stress, 59.484 MPa, is in the 
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flange connecting roots which are danger regions of strength failure. From Fig. 3(b), 
it can be seen that the maximum equivalence stress of cutterhead arms occurs in the 
inner plate, which effectively reduces the force acting on the roots of the arms. 
Choosing a suitable support plate can enhance the strength and stiffness of the cutter-
head arms. 

  
    (a) Cutterhead equivalence stress       (b) Cutterhead arms equivalence stress 

Fig. 3. Distribution of equivalence stress 

4.3   Impact of Composite Strata and Open Ratios on Cutterhead Performance 

Fig. 4 depicts the combined displacement and equivalence stress with the change of 
strata for two cutterheads of different open ratios. Because the responses of cutter-
heads are corresponding to the load changes, the simulations can reflect the load rules. 
It can be seen that in current case, with the clay increasing, the deformation and 
equivalent stress of the cutterheads decrease, and for the same formation of strata, the 
cutterhead with a smaller open ratio suffers a greater deformation and equivalent 
stress. The reason may be that with the increase of the effective area of the cutterhead, 
the resistance and resistance moment increase greatly. The load rules reflected above 
are consistent with the relevant opinions of literatures [12, 21]. 

 
(a) Distribution of diplacement 

 
(b) Distribution of equivalence stress 

Fig. 4. Cutterhead strength and stiffness vs. composite strata 

5   Conclusions 

1. A more comprehensive load model of the cutterhead has been established by mi-
cro-unit method, based on the strata formation and cutterhead rotation angles. The 
established load model has better precision and wider applicability than traditional 
models. 

2. Numerical simulations of the cutterheads has been carried out by using the theo-
retical derived load model. The results show that with the increase of clay, the  
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deformation and equivalence stress both have downward trends, and the largest  
deformation of cutterheads occurs at the right side of the cutterhead edges; the 
greatest equivalence stress occurs in the flange connections which are the danger 
regions for the strength failure. The cutterhead strength and stiffness are impacted 
by the load distribution. 

3. An analysis of the effect of open ratios on the cutterhead performance has been 
conducted under the composite strata with the load model. It is found that the lar-
ger deformation and equivalence stress happen for a smaller open ratio cutterhead 
under the same strata composition. This conclusion provides a theoretical basis for 
the optimization of cutterhead design under composite strata. 

Acknowledgments. This research was supported by National Basic Research Pro-
gram of China (973 Program) No. 2007CB714007. 

References 

1. Yin, L.C., Zhu, Z.H., Li, Y.Z., et al.: Japanese New Technology in Tunnel Shielding (in 
Chinese). Huazhong University of Science and Technology Press, Wuhan (1999) 

2. Zhao, J., Gong, Q.M., Eisensten, Z.: Tunnelling through a frequently changing and mixed 
ground: A case history in Singapore. Tunnelling and Underground Space Technol-
ogy 22(4), 388–400 (2007) 

3. Zhu, W.B., Ju, S.J., Shi, H.O.: Guangzhou Metro Line 3 Shield Tunnelling Construction 
Technology (in Chinese). Jinan University Press, Guangzhou (2007) 

4. Zeng, H.B.: Study on Application Technology of Earth Pressure Balance Shield Tunnel-
ling in Complex Strata (in Chinese). Ms D Thesis. Hohai University, Nanjing (2006) 

5. Xu, S.H., Zhu, W.B., Yuan, M.Z.: Exploration and Breakthrough of Mix Ground Shield 
Technology in Guangzhou Metro (in Chinese). In: Proceedings of 2005 Shanghai Interna-
tional Forum on Tunnelling, pp. 189–197. Tongji University Press, Shanghai (2005) 

6. Zhang, F.X., Zhu, H.H., Fu, D.M.: Shield Tunnelling Method (in Chinese). China Com-
munications Press, Beijing (2004) 

7. Reilly, B.J.: EPBMs for the North East line project. Tunnelling and Underground Space 
Technology 14(4), 491–508 (1999) 

8. Hu, X.P.: Study on Abrasion of Cutters during EPB Shield Tunneling in Sandy Cobble 
Stratum (in Chinese). Ms D Thesis. Beijing Jiaotong University, Beijing (2006) 

9. Lu, Q., Wang, H.L., Fu, D.M.: Research on Torque of Cutterhead for Earth Pressure Bal-
ance Shield Machine (in Chinese). In: Proceedings of 2005 Shanghai International Forum 
on Tunnelling, pp. 452–460. Tongji University Press, Shanghai (2005) 

10. Lu, Q., Fu, D.M.: Research on Torque of Cutterhead for Earth Pressure Balance Shield 
with Simulating Experimental (in Chinese). Chinese Journal of Rock Mechanics and En-
gineering 25(S1), 3137–3143 (2006) 

11. Guan, H.S.: Study on the Calculating Models of Key Parameters & Mechanical Behavior 
of the EPB Shield Machine (in Chinese). PhD Thesis. Southwest Jiaotong University, 
Chengdu (2007) 

12. Zhu, H.H., Xu, Q.W., Liao, S.M., et al.: Experimental Study on Thrust Force during Tun-
nel Excavation with Earth Pressure Balance Shield Machine (in Chinese). Rock and soil 
Mechanics 28(8), 587–1594 (2007) 



1182 W. Wen et al. 

13. Zhan, S.X., Kang, C.G., Cao, L.J., et al.: Computation of Earth Pressure on Working Face 
and Optimization of Cylinder Thrust Force for EPB Shield Machine (in Chinese). Science 
Technology and Engineering 8(23), 6278–6282 (2008) 

14. Song, K.Z.: Calculation on Thrust and Cutter Disc Torque of Shield in Sandy Cobble with 
No Water (in Chinese). Construction Machinery 10, 58–60, 63 (2004) 

15. Cui, G.H., Wang, G.Q., Wang, J.X., et al.: Cutting Dynamic Model for Cutters of Shield 
Machine under Soft Soil (in Chinese). Journal of Jilin University (Engineering and Tech-
nology Edition) 38(S2), 139–143 (2008) 

16. Song, K.Z., Pan, A.G.: Operation Principle Analysis of Cutting Tools on Shield (in Chi-
nese). Construction Machinery 3, 74–76 (2007) 

17. Chen, X.Z.: Soil Mechanics and Geotechnical Engineering (in Chinese). Tsinghua Univer-
sity Press, Beijing (2004) 

18. Song, K.Z., Li, C.M., Yuan, D.J., et al.: Study on Distribution Regularities of Disc Cutter 
Thrust Force for Shield Tunneling (in Chinese). Chinese Journal of Rock Mechanics and 
Engineering 27(S2), 3875–3881 (2008) 

19. Zhang, Z.H., Ye, D.H., Mao, C.J.: Full Face Rock Tunneling Machine Tools and Force 
Analysis– the Second Technical lecture Full Face Rock Tunneling Machine (in Chinese). 
Construction Machinery 10, 28–32, 46 (1998) 

20. Sugimoto, M., Sramoon, A.: Theoretical Model of Shield Behavior During Excavation. I: 
Theory. Journal of Geotechnical and Geoenvironmental Engineering 128(2), 138–155 
(2002) 

21. Yang, H.J., Fu, D.M., Ge, X.R.: Experimental Study and Numerical Simulation of Earth 
Pressure around Shield Machine (in Chinese). Chinese Journal of Rock Mechanics and 
Engineering 25(8), 1652–1657 (2006) 

22. Wang, H.X., Fu, D.M., Li, X.H.: Statistical Analysis of EPB Shield Main Parameters (in 
Chinese). In: Proceedings of 2005 Shanghai International Forum on Tunnelling, pp. 248–
255. Tongji University Press, Shanghai (2005) 



 

M. Xie et al. (Eds.): ICIRA 2009, LNAI 5928, pp. 1183–1189, 2009. 
© Springer-Verlag Berlin Heidelberg 2009 

Obstacle-Climbing Capability Analysis of Six-Wheeled 
Rocker-Bogie Lunar Rover on Loose Soil 

Xiaoliu Yu1,3, Yongming Wang1,2, Meiling Wang1, and Lifang Wang1 

1 Anhui University of Technology, Ma’anshan, Anhui Province, China  
2 Southeast University, Nanjing, Jiangsu Province, China 

3 State Key Laboratory of Robotics, Shenyang, Liaoning Province, China 
wanxiyu@ahut.edu.cn 

Abstract. Taking six-wheeled rocker-bogie lunar rover as an object, on the basis 
of force analysis between the wheels and lunar soil, its obstacle-climbing force 
model on loose soil was established in this paper, and the wheel sinkages were 
obtained. Based on the method of solving the wheel’s driving torque solution 
space feasible regions, this paper analyzed the forward obstacle-climbing capa-
bility of six-wheeled rocker-bogie lunar rover on loose soil, including sin-
gle-wheel obstacle-climbing and two wheels obstacle-climbing simultaneously. 
Simulations show that under the loose soil environment, the wheels have dif-
ferent obstacle-climbing capability, i.e. the rear wheel is the best, the middle one 
is the worst and the front one is moderate. 

Keywords: Obstacle-climbing Capability Analysis, Lunar Rover, Rocker-bogie, 
Force Analysis, Solution Space Feasible Region. 

1   Introduction 

Lunar surface is rather complex and rough, which is almost completely covered by a 
thick loose bed (i.e. lunar soil). Therefore, to complete the exploration mission, it is 
essential for lunar rover to have a good obstacle-climbing capability on loose soil. 

Taking the six-wheeled rocker-bogie lunar rover as an object [1-2], and based on 
establishing the force model between the wheels and lunar soil, its obstacle-climbing 
capability on loose soil was analyzed in this paper. 

2   Force Model of Lunar Rover on Loose Soil 

2.1   Force Analysis of Rigid Wheel on Loose Soil 

When the six-wheeled rocker-bogie lunar rover travels on loose soil, the rigid wheels 
will have a small sinkage. As shown in Fig.1, a vertical load W and a driving force P are 
applied to the wheel; a torque T is applied at the wheel rotation axis by the motor, h is 
the wheel sinkage, as in [3]. θ1 is the approach angle, which is the corresponding central 
angle of the wheel from the vertical position to the first touchdown position; θ2 is the 
departure angle, which is the corresponding central angle of the wheel from the vertical 



1184 X. Yu et al. 

 

position to the lift-off position. For the rigid wheel, θ2 is usually very small, and can be 
regarded as zero. Their interaction region between the wheel and loose soil can be 
divided into two zones: [θm, θ1] and [θ2, θm], where θm is the corresponding central 
angle of the wheel from the vertical position to the maximum normal stress position, as 
shown in Fig.1. And τ1, τ2 are the shear stresses of the two zones, σ1, σ2 are the normal 
stress of the two zones. 

Based on Karl Iagnemma’s study [4], there are two assumptions. The first assumption 
is that the angle θm is the average of θ1 and θm, as written in (1). 

2
21

m

θθθ +=  .                                                    (1) 

The second assumption is that the maximum shear stress and the maximum normal 
stress occur at the same position corresponding to θm, which has been confirmed by 
simulation. Based on the above-mentioned assumptions, the maximum normal stress 
σm can be written as in (2) and the shear stress is described as in (3). 
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Where, kc is the cohesive modulus of lunar soil deformation, kφ is the frictional modulus 
of lunar soil, n is the sinkage coefficient, b is the wheel width, and r is the wheel radius. c 
is the cohesion of lunar soil, k is the shear deformation modulus of lunar soil, φ is the 
internal friction angle of lunar soil, and λ is the slip ratio of wheel. 

According to the force equilibrium relationship, we can establish the dynamics 
equations of single wheel, and written in (4) and (5). And as in [5-6], the wheel sinkage 
h can be calculated in (7). 
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Given that θm=θ1/2, and the vertical load W, the driving force P are known, ac-
cording to (2)-(6), we can calculate the variables θ1 ,σm, τm, λ, T. 
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2.2   Force Analysis of Rocker-Bogie Mechanism on Loose Soil 

When the lunar rover travels on loose soil, the rigid wheels will have a sinkage h, 
therefore the kinematics of rocker-bogie mechanism will also be changed. Without 
regard to the normal friction forces, the force analysis is based on the rocker-bogie 
planes. The two side rocker-bogie mechanisms are selfsame except the displacements 
and forces at the joints, so their mechanical models are selfsame too. This paper only 
analyzes the right side rocker-bogie mechanism.  

For convenience, it is assumed that they are point-contact between the wheels and 
lunar soil. The angles α1, α2 and α3 represent the angle between the horizontal plane 
and the wheel–terrain contact plane. r is the wheel radius, h1, h2 and h3 are sinkages of 
the rear, middle and front wheels. There is a free pivoting joint at point B, and there is a 
differential joint at point A, as in [7]. Fx, Fz and My are the forces and torque at point A. 
W1, W2, W3 are the normal forces of the wheels. P1, P2, P3 are the driving forces of the 
wheels, as shown in Fig.2. 
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  Fig. 1. Rigid wheel on loose soil                  Fig. 2. Force analysis of rocker-bogie mechanism 

 

    According to X and Z direction force equilibrium, the following force equations can be 
established. According to Y direction torque balance of the rocker-bogie mechanism, (10) 
can be obtained. 
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Where, AA zx ,  are X and Z coordinates of the differential joint at point A, 

aammff zxzxzx ,,,,,  are X and Z centre coordinates of the front, middle and rear wheels. 
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The torque conservation equation at point B can be written as in (11). 
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Where, Bx Bz  are the X and Z coordinates of the free pivot at point B. 

According to (8)-(11), there are six unknowns implied in the four equilibrium 
equations, so there are two variable parameters of the rocker-bogie mechanism. It is 
noted that we can choose the reasonable driving torques to control the whole 
rocker-bogie mechanism for obtaining a better obstacle-climbing capability. 

3   Analysis of the Driving Force and Wheel Sinkages  

3.1   Analysis of the Driving Force 

Given the vertical load W, the wheel will have the maximum driving force Pmax when 
the slip ratio λ =1, and at that time the actual wheel center velocity is zero, namely the 
wheel will get stuck in loose soil, the motor will do useless work. In practice, the slip 
ratio λ< 1, and λmax is needed to be given. The wheel will have the minimum driving 
force when the driving torque T is dropped to zero, denoted as Pmin. Under the loose soil 
environment, When W and P are given and λmax =0.9, the driving torque T is determined 
according to (1)-(7), and the relationship curve of T, P, and W is shown in Fig.3. 

3.2   Analysis of the Wheel Sinkages 

When the normal forces W and the driving force P are given, the wheel sinkage h is 
determined according to (1)-(7), and their relationship curve is shown in Fig.4. 

                 

Fig. 3. Relationship curve of T, P, and W                   Fig. 4. Relationship curve of h, P, and W 

4   Obstacle-Climbing Capability Analysis 

Whether the lunar rover travels forward or backward, their obstacle-climbing capabilities 
are almost consistent. This paper only analyzes the forward obstacle-climbing capability. 
The wheels and lunar soil characteristic parameters are given in Table 1, as in [8].  
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Table 1. Simulation parameters 

Wheel 
radius 
r(mm) 

Wheel 
width 
b(mm) 

Frictional 
modulus 

kφ(N·m-(n+2)) 

Cohesive 
modulus 

kc(N·m(n+1))

Shear  
deformation 

modulus 
k (m) 

Cohesion 
c (kPa) 

Internal 
friction 
angle  
φ (°) 

Sinkage 
coefficient 

n 

130 130 814370 1379 0.01778 0.172 40 1.0 

4.1   Analysis of Single-Wheel Obstacle-Climbing 

Taking the right wheel 3 for example, given that the obstacle is a 40° slope, the height of 
obstacle is 100-200mm, i.e. α= [0 0 40° 0 0 0], Z= [0 0 100-200 0 0 0]. When giving the 
obstacle heights of 100mm, 150mm and 200mm, the solution space feasible regions of 
the driving torque T1, T2 and T3 are shown in Fig.5. Simulation shows that as the ob-
stacle height increasing, the right solution space feasible regions have the gradually 
decreasing trend while the left solution space feasible regions changed little. 

 

Fig. 5. The solution space feasible regions of the right wheel 3 

4.2   Analysis of Two Wheels Obstacle-Climbing Simultaneously 

Wheel 3 and wheel 6 obstacle-climbing simultaneously. Given that the obstacle is a 
40° slope, the height of obstacle is 100-200mm, i.e. α= [0 0 40° 0 0 40°], Z= [0 0 100-200 
0 0 00-200]. When giving the obstacle heights of 100mm, 150mm and 200mm, the 
solution space feasible regions of driving torque T1, T2 and T3 are shown in Fig.6.  

Wheel 2 and wheel 5 obstacle-climbing simultaneously. Given that the obstacle is a 
40° slope, the height of obstacle is 0mm, i.e. α= [0 40° 0 0 40° 0], Z= [0 0 0 0 0 0], there 
is no solution by simulation. Fig.7 shows the solution space feasible regions of wheel 2 
and wheel 5 when giving α= [0 30° 0 0 30° 0], Z = [0 0-100 0 0 0-100 0]. 
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The Fig.6 and Fig.7 shows that with the increase of obstacle height, the size of the 
feasible region has no obvious change except its shape and position. 

                   
Fig. 6. The solution space feasible regions of           Fig. 7. The solution space feasible regions of  

wheel 3 and wheel 6                                                 wheel 2 and wheel 5 

5   Conclusions 

On the basis of force analysis between the wheels and lunar soil, this paper established 
the obstacle-climbing force model of six-wheeled rocker-bogie lunar rover on loose 
soil. From the above analysis, we may draw the conclusion that when the lunar rover 
goes forward, with the same obstacle heights and slope angles, the obstacle-climbing 
capability of the wheels are different, namely the rear wheel is the best, the middle one 
is the worst, and the front one is moderate. 

 
Acknowledgments. This work is supported by the key innovation project granted by 
the Ministry of Education in China (No.708054), the fund of the Chinese Academy of 
Sciences State Key Laboratory of Robotics (No.RLO200816) and the key project of 
Anhui Education Department in China (No.KJ2009A015Z). 

References 

1. Kubota, T., Kuroda, Y., Kunii, N., et al.: Small, Light-weight rover Micro5 for lunar explo-
ration. Acta Astronautica 52(2-6), 447–453 (2003) 

2. Hayati, S., et al.: The Rocky 7 Rover: A Mars Sciencecraft Prototype. In: Proceedings of the 
1997 IEEE International Conference on Robotics and Automation, 1997, pp. 58–64 (1997) 

3. Shibly, H., Iagnemma, K., Dubowsky, S.: An equivalent soil mechanics formulation for rigid 
wheels in deformable terrain with application to planetary exploration rovers. Journal of 
Terramechanics 42, 1–13 (2005) 

4. Iagnemma, K., Shibly, H., Dubowsky, S.: On-line terrain parameter estimation for planetary 
rovers. In: Proceedings of IEEE international conference on robotics and automation, pp. 3–4 
(2002) 



 Obstacle-Climbing Capability Analysis of Six-Wheeled Rocker-Bogie Lunar Rover 1189 

 

5. Yoshida, K., Hamano, H.: Motion Dynamics and Control of a Planetary Rover with 
Slip-Based Traction Model. In: Proc. SPIE, vol. 4715, pp. 275–286 (2002) 

6. Yoshida, K., Hamano, H.: Motion Dynamics of a Rover with Slip-Based Traction Model. In: 
IEEE International Conference on Robotics and Automation, Washington, DC, pp. 
3155–3160 (2002) 

7. Wang, Y., Yu, X., Tang, W.: Analysis of Obstacle-climbing Capability of Planetary Explo-
ration Rover with Rocker-bogie Structure. In: 2009 International Conference on Information 
Technology and Computer Science, pp. 329–332. Kiev, Ukraine (2009) 

8. National Aeronautics and Space Administration. Nasa Space Vehicle Design Criteria (En-
vironment): Lunar Surface Models. Nasa, pp. 27–30 (1969) 



Optimal Design on Cutterhead Supporting

Structure of Tunnel Boring Machine Based on
Continuum Topology Optimization Method

Zhen Li1, Wei Sun1, Junzhou Huo1, Pengcheng Su2,
and Liying Deng2

1 School of Mechanical & Engineering, Dalian University of Technology,
Dalian 116024, P.R. China

lizhen dlut@163.com, sunwei@dlut.edu.cn, huojunzhou@gmail.com
2 Northern Heavy Shenyang Heavy Machinery Group Co., Ltd.,

Shenyang 110025, P.R. China
supc2005@126.com, shdly0123@163.com

Abstract. A continuum topology optimization method is introduced
to the conceptual design of a cutterhead supporting structure of tunnel
boring machine to avoid numerous empirical solutions. The conceptual
design of the supporting structure is determined in the guidance of topol-
ogy optimization combined with given working conditions. A finite ele-
ment analysis indicates that the deformation and stress of the optimized
cutterhead are reduced greatly as compared with those of the original
design. Furthermore, the deformation distribution of the optimization is
more homogeneous than that of the original one. The present work in-
dicates that the continuum topology optimization plays an effective role
in guiding the supporting structure design of cutterhead.

Keywords: Supporting structure of cutterhead, Topology optimization,
Conceptual design, Finite element analysis.

1 Introduction

Full-face rock tunnel boring machine (TBM) has been applied widely in under-
ground tunneling projects and municipal establishment constructions due to its
high tunneling speed, high degree of mechanization and onetime tunnel forma-
tion and etc. The cutterhead equipped with disc cutters is a key component of
TBM, which functions as excavating rocks, stabilizing the working face, collect-
ing the excavated mucks and so on. The TBM is generally encountered various
stratums from the mud, clay, sand to soft and hard rock during excavating tun-
nels, which makes the cutterhead bear complex loadings. Therefore, the optimal
design of the cutterhead plays an important role in improving the rock-breaking
capacity, tunneling efficiency and properties[1,2].

As the cutterhead structure is confined greatly by the geological conditions,
the cutterhead structure designs include supporting structure design, structure
topology parameters design and muck transfer system design, etc.[3,4] Among

M. Xie et al. (Eds.): ICIRA 2009, LNAI 5928, pp. 1190–1195, 2009.
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them, the supporting structure design determines the whole distributions of
deformation and stress of the cutterhead. However, the designs on supporting
structure have been mostly based on trial-and-error methods up to now. It is
very difficult to find an optimal supporting structure that makes the deforma-
tion and stress of cutterhead distribute uniformly during the tunnel excavation.
Therefore, in this paper, the continuum topology optimization method is in-
troduced to research the optimal design of supporting structure, and its final
configuration is determined by the conceptual design combined with given work-
ing conditions. The deformation and stress distributions of both optimized and
original cutterhead are analyzed by using the finite element method.

2 The TBM Cutterhead Modeling

In this paper, the cutterhead model is designed reference to that used in the
Datie projects. In order to simulate the stress state of cutterhead really, this
model includes all of the necessary parts, i.e. 8 center cutters, 21 face cutters,
13 gauge cutters, 6 mucking holes and 1 person hole, as shown in Fig.1 (a).
It is noted that the disc cutters are excluded in this model to simplify the
finite element analysis. Therefore, the normal load of 500kN and circumferential
friction force of 60 kN acting on disc cutters are now applied to the cutter saddle
directly. In addition, the disc cutters need to be replaced due to abrasion in
TBM tunneling process, it does not set material in corresponding disc cutters
place of the topology optimization domain. The mucking channels for mucking
holes are also reserved in the topology optimization domain (Fig.1 (b)).

(a) Cutterhead model (b) Topology optimization domain of the
supporting structure

Fig. 1. Cutterhead model
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3 Continuum Topology Optimization Method

The objective of structural optimization is to find the “best possible” or “opti-
mal” structure which meets all the multidisciplinary requirements such as those
imposed by functionality and manufacturing conditions. Topology optimization
is one of the most challenging research topics in the field of structural opti-
mization. Since continuum topology optimization can give the optimal structure
configuration at the conceptual design stage, the topology optimization method
has been attracted more and more attentions in many industrial fields[5].

A variable density method is used in optimize the topology structure of the
supporting structure. The relative density of material at an arbitrary point in
the design domain is taken as the design variable. Thus the material properties
of every point in the design domain are determined by the relative densities of
materials. The method is implemented based on the solid isotropic material with
penalization (SIMP) model[6] where relative densities are interpolated at each
finite element, providing a continuous material distribution in the domain. At
each point of the design domain, the local effective elasticity modulus of the
material Ep(ρ) is defined as:

Ep(ρ) = ρpE (1)

where E is the elasticity modulus of basic material, ρ is a pseudo-density de-
scribing the amount of material at each point of the design domain and the value
between 0 and 1, and p ∈ [1, 4] is a penalization factor to recover the discrete
design. ρ = 0 indicates the material void and ρ = 1 the material solid.

For the stiffness design of structures, it usually adopts the structural compli-
ance as the objective function of optimization problem. Therefore the mathe-
matic model of topology optimization can be formulated as follows:

min f(ρ) = UT KU

subject to: K(ρ)U = F

V (ρ) =
M∑

e=1

∫

Ωe

ρe dΩ ≤ V ∗

0 < ρmin ≤ ρ ≤ 1

(2)

where ρ is the design vector that varies from 0 (void) to 1 (solid) continually,
ρe the material density of element e, f(ρ) the objective function, V (ρ) the
sum of element volume, V ∗ the constraint on material volume, K the global
stiffness matrix, U the displacement vector, F the force vector. Since all practical
problems are solved numerically, the density variables must be given a lower limit
value ρmin to ensure the stiffness matrix of the finite element problem does
not become singular. The problems of topology optimization must be solved
with theoretically well-founded mathematical programming methods, such as
sequential quadratic programming (SQP) and the method of moving asymptotes
(MMA)[7]. Here, MMA is adopted to solve the topology optimization problem
of compliant mechanism.
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4 Optimal Design on Supporting Structure

4.1 Topology Optimization of Supporting Structure

During the tunneling process, the deformation of the cutterhead should be small
as possible to ensure abrasion consistency of disc cutters and reduce stress

(a) Original result without symmet-
rical constraint

(b) Result applied symmetrical con-
straint

(c) Result that density large 0.6

Fig. 2. The result of topology optimization

(a) Conceptual design of supporting
structure

(b) Original design of supporting
structure

(c) Dimension of single supporting rib

Fig. 3. The result of topology optimization
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concentration of cutterhead. Therefore, the objective function for the topology
optimization of supporting structure is chosen as the entire cutterhead compli-
ance. The volume constraint is set as less than 10% of the design domain. For
the solid material, the elasticity modulus and Poisson’s ratio are 200GPa and
0.3 respectively.

No constraints are first applied to the structure due to the complicated de-
sign domain. The optimized result is shown in Fig.2 (a). It can be seen that
material distributes inhomogenously in the region near the inner circle of the
design domain. Such structure has poor manufacturability. Then, a compul-
sory symmetrical constraint is applied to the design domain according to the
distributed characteristics of mucking holes. The results (Fig.2 (b)) show that
6 substructures distribute uniformly in the region near the inner circle of the
designs domain after applying constraints, and this kind of structure has well
manufacturability, superior to that without constraints. Figure 2 (c) is the result
that removes the domain (ρ < 0.6) to show entity supporting structure.

4.2 Conceptual Design of Supporting Structure

The final configuration of the supporting structure (Fig.3 (a)) is obtained through
the conceptual design based on the result topology optimization (Fig.2 (c)).
This supporting structure is composed of 6 supporting ribs with same shape.
Figure 3 (c) gives the dimensions of the supporting ribs, in which the ribs with
the thickness of 60mm play the major supporting function, while the ribs with
the thickness of 10mm transfer mucks. Furthermore, the gross weight of the
optimized supporting structure is 3220.874kg, which reduced 7.44% compared
with that of the original design (Fig.3 (b)).

The deformations and stresses of the optimized and original cutterheads are
calculated by finite element method. Figure 4 gives respectively the deforma-
tions of the optimized and original cutterhead under loadings. The maximum
deformation and the maximum equivalent stress of the optimized cutterhead are

(a) Result of conceptual design (b) Result of original design

Fig. 4. Deformation of cutterhead for different supporting structure
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0.445mm and 178.66MPa respectively, while those of the original one are respec-
tively 0.703mm and 250.725MPa. Topology optimization makes the maximum
deformation and equivalent stress decrease 37% and 29%, respectively. Further-
more, the deformation of optimized cutterhead is more homogeneous than the
original one. Therefore, it can reduce the stress concentration of cutterhead and
extend the life of the disc cutter using the conceptual design.

5 Conclusion

The optimal configuration of cutterhead supporting structure of tunnel boring
machine is obtained through the conceptual design where a continuum topol-
ogy optimization method is introduced. The finite element analysis indicates
that compared with the original design, the maximum deformation and equiv-
alent stress of the optimized cutterhead decrease 37% and 29%, respectively.
Furthermore, the deformation distribution of the optimization becomes more
homogeneous. The present work shows that the continuum topology optimiza-
tion is an effective method to guide the optimal design of cutterhead supporting
structure.
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Abstract. The linear model of flexible two-wheeled self-balancing robot that 
has been proved is used in the paper. The lumbar of robot is the spring. The dis-
crete Hopfield neural network is used for controlling robot’s posture based on 
association study. Study of biological control method to realize flexible robot 
posture control in the adaptive, self-organizing capacity, the reasonable energy 
function is defined for the non-linear and strong coupling robot, then design the 
Hopfield controller, used the dynamic function of flexible robot, which satisfied 
the need of robot’s dynamic process. Analyze the convergence of the controller. 
Simulation experiments show the effectiveness of the method and proved the 
stability of system. Validity and rationality of the system controller designed 
are verified through the performance experiments of the prototype and analyzed 
the experiment result in detail. The robot like the human being not only struc-
ture, but also physiological intelligence.  

Keywords: Flexible robot, lumbar, Hopfield network. 

1   Introduction 

Two-wheeled upright robot, also called two-wheeled balancing robot or two-wheeled 
self-balancing robot, which is the balance controlling system like human being to 
keep the upright posture and its main is the controlling of movement balance. Around 
the main problem of motion balance, both at home and abroad have a lot of researches 
of two-wheeled upright balancing robot control. American Boskovich designs and 
manufacture a two-wheeled upright robot, its control system exercise two-wheeled 
robot balance control in 1995 [1]. Kim et al suggest that an improved input-output 
linearization control method for two-wheeled upright robot position and attitude 
tracking control problem in 1999 [2]. Urakubo et al, Lyapunov control method intro-
duced to control the position and rotation of two-wheeled robot in order to overcome 
the problem of dynamics model inaccurate, and the physical experiment has been 
done after the simulation experiment in 2001 [3]. Amir Karniel et al based on neuro-
physiology of learning mechanism, construct a simulated lamprey brainstem artificial 
neural circuits, and composed a closed-loop system to control the exercise of photo-
taxis in 2002 [4]. Trong et al based on Lyapunov stability theory, and design non-
linear control strategy for the two-wheeled of welding robot to control its tracking the 
                                                           
* Corresponding author. 
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desired trajectory welding in 2003 [5]. Kim et al analyzed the dynamic balance of 
two-wheeled upright robot, and explained the characteristics of two-wheeled upright 
robot balance control and rotary motion control characteristics in 2005 [6]. Kozlowski 
et al, time differentiable smooth control law is introduced to the two-wheeled upright 
robot, and realize the robot’s balance control and achieved good results in 2006 [7]. 
There are several classic entities in recent years, professor Anderson of Southern 
Methodist University American designed the two-wheeled upright robot called nBot, 
which is characterized by robust balance control of motion performance in the rugged 
road [8]. The uBot-4 of Massachusetts USA laboratory scientific, while maintaining a 
balanced posture, but also hold the ball completed, open the drawer, and shovel debris 
mission on the ground [9]. Segway Inc. they developed the two-wheeled manned car 
as airport police officers means of transport. Quasimoro [10] and Joe [11] et al ma-
chine entities. 

20th century 80’s, Hopfield had issued a series of important scientific papers  
[12-14].  The Hopfield neural network, which has some similarities to the human 
nervous system, has been widely adopted by researchers in Artificial Intelligence: in 
robotics it has been mainly utilized in path planning (Fan [15], Sadati [16]), and robot 
navigation (Jun [17] and Lendaris [18]). Jiang [19] has used Hopfield neural networks 
to create an autonomous robot which can dynamically adapt to avoid obstacles.  
However, there has been little research published on flexible two-wheeled self- bal-
ancing robots. 

To sum up, no two-wheeled flexible about robot research reports. This paper uses 
springs imitating human lumbar spine and designs the real flexible humanoid robots. 
The linear model of flexible two-wheeled self-balancing robot that has been proved is 
used in the paper. The robot’s balance controller is considered and successfully im-
plemented using the Hopfield network methods. With the study of function, self-
organizing and adaptive, the robot can be called truly intelligent robot. The paper 
provides a theoretical basis for the control research of flexible two-wheeled self-
balancing robot, which will be a meaningful and value of scientific research platform.  

2   Hopfield Network Optional Control 

2.1   The Structure and Working Methods of Discrete Hopfield Network 

Hopfield neural network are first proposed by American physicist JJ Hopfield in 
1982, is mainly used to simulate the memory mechanism of biological neural network 
and is a fully connected neural network. Because of its discrete time, Hopfield net-
work is called discrete Hopfield neural network (DHNN). Hopfield neural networks 
are the evolution of the state of a non-linear dynamic system and can be a group of 
non-linear differential equations to describe. Stability of the system can be analyzed 
with “energy function” (Lyapunov function or Hamiltonian). If certain conditions are 
met, the energy function in the network is running constantly decreasing and finally 
arrive the stable state. The discrete Hopfield neuron network (DHNN) is implemented 
on the robot’s single board computer.  

The DHNN has a single-layer - its input and output values for the second feedback 
network; in total there are n neurons per node.  The time domain is divided into six 
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steps using 64 neurons to express a state of volume. The robot has six state variables 
that need be expressed, so 384 neurons node are needed. The output of each node is 
connected to every other neuron’s input, while all other output neurons are connected 
to the input neurons. 

 

Fig. 1. The structure of the discrete Hopfield network implemented by the robot 

The working method of a neuron is 
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where ijω  represent the weights, iI  is the threshold, )(•f  is a transformation func-

tion. Energy changes occur asynchronously rather than synchronously so asynchro-
nous updates are used in the entire network. Used randomly selected by means of 
adjust. 

2.2   Energy Function and Stability of Networks 

Hopfield network energy function has specific physical meaning. Its discrete form is a 
Hamiltonian energy, at the same time it is also an extended Lyapunov function and 
the generalized Lyapunov. State equations for the output:  
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where: ∑ω+=
j

ijrR /1/1 , r is input resistance of neurons operation amplifier, ijω  

represent the weights, ic  is the total input capacitance of the i operation 
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amplifier, ix  is the input state of the i  operation amplifier, iV  is its output, iI  is 

impressed current. For the DHNN, since )(•f  is transformed function that it is two-

valued function, the integral term is 0, when iV is 0, while it is positive in other cases. 

If the iτ  was very great, the third can be ignored. Since )1,1(−∈iV  or )1,0(∈iV , the 

above definition of energy function E  is bounded. Only need to prove 0/ ≤dtdE that 
the system is stable.  
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Earlier assumption that )( ii xfV =  is the increased function of Monotony, so 

)(1

ii Vfx −=  is also the increased function of Monotony. For 0/ ≥ii dVdx , so 

0)/( 2 ≥ii dVdx . And then 0/ ≤dtdE . Only if all the constants are only admitted to 

equate 0.According to Lyapunov stability theory, the system must be gradual and 
stable. In other side, the evolution of the network is always moving in the direction 
of E  reducing exercise, has been achieved to a very small E , then all of iV is a 

constant, also the network converges to the steady state. 

2.3   Application DHNN for Solving Optimal Control Problem 

Definition DHNN energy functions and the linear quadratic performance index:  
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If the linear quadratic performance index of would been transformed the form of 
DHNN energy function, the optimal solution of linear quadratic problem could be 
obtained through the neural network. Since the outputs of the DHNN are in the form 
of a state (0 or 1). A real number can be expressed by using a group of neurons in a 
state of volume. For Hopfield neural network, if using M neurons expressed a control 
value u , exist matrices LNrD **∈ .  

Where: rNrNF *∈ , 1*rNG ∈ , rNrNRNRRRdiagR *)]1(,),1(),0([
~ ∈−= , and 

they met bellow equations as follows:  
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Where: V  is the states of DHNN ]1,1[−∈V , MNrL **= . The DHNN has 

MNr ** neurons. By comparing (6) and (7), the weights matrix and the domain 
value vector of DHNN can be expressed: 

⎩
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=
−=

DDI

FDDFDDdiagW
T

TT )(
     (9) 

The performance index of system is equivalent to the energy function of Hopfield 
neural network. It is obvious weight matrices are symmetric and diagonal elements 
equal to zero and also non-negative, so the stability conditions of DHNN is satisfied, 
the requirements of the problem solution can be achieved through DHNN. 

3   The Hopfield Network of Flexible Robot Realizing 
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In which: 373231272321171312 ,,,,,,,, KKKKKKKKK (shown in [20]). 
The formulas (10) and (11) are the state-space equations of simplified model of 

the flexible two-wheeled upright self-balance robot. Those are a group of simple 
equations and describe the characteristics of robot’s input and output.  

In the practical system, 1m  is the quality of the robot base, which is 7kg. 3m  is the 
quality of the lumbar spine of flexible robot, which is 1kg. 2m  is the quality of the 
upper body of flexible robot, which is 10kg. 1l  is the distance from the centroid of 
robot’s equivalence base part to the central of rotational axis, which is 0.1m. 2l  is the 
distance from the centroid of upper body to the top of lumbar spine, which is 0.3m. In 
this paper, selects: Q=[1 0 0 0 0 0; 0 100 0 0 0 0; 0 0 100 0 0 0; 0 0 0 100 0 0; 0 0 0 0 
1 0; 0 0 0 0 0 1], R=[1]. Using MATLAB order LQR(),the controllability rank crite-
rion 6)( 5432 =BABABABAABBrank and the observability rank criterion 
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and 6)( 5432 =ACACACACCACrank , so the system is completely controllable and 

observable and meets the conditions required for optimal control. The performance 
index of the system is equivalent to the energy function of the Hopfield neural net-
work. It is obvious that the weight matrices are symmetric and the diagonal elements 
are equal to zero and also non-negative.  The stability conditions of the DHNN are 
satisfied so the robot’s balance control problem can be solved using the DHNN. M  = 
64, so the control value )(ku  used 64 neurons to express it in the k th moment. Since 

L  is 384 ( 38464*6*1** === MNrL ), there are 384 neurons in the network. 
The DHNN is a 384-order network of 384 neurons composed of the six-tuple 

OAWAOFIFAVncm GG

N

DHN ,,,,,)( = , 

Where: (1) the node set GV is { }384,...,2,1=iVi . iV  represent the neurons of the 

DHNN, iI is the threshold of iV , )(tui is the volume of iV  in the t th moment, 
T

N tttt ))(),...,(),(()( 21 οοοο = are the states of )( N

DHNncm  in the t th moment( ,...2,1,0=t ). 

(2) The link relation matrix GA is equal to { }
384*384ijDW = . The selection matrix D is  
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where ijW  is the connected weight from iV  to jV . 

(3) Input domain ( GVIF ⊆ ).  

(4) Output domain ( GVOF ⊆ ).  

(5) Working algorithm ( OFIFWA →: ; ))(),0((_ tWADHNN οο ). 

Step 1 (initialization): let t  be zero, and determine the subset of working )(t

GV . 

{ }ijW , { }I  can be obtained from equation (12) below where 

( )384,...,2,1,(0 == jiWii ). 

Step 2 (integration): calculate the integrated input of a neuron 

)()()1( )(

1

t

Gjii

N

i

ijj VvItDtu ∈−=+ ∑
=

ο , is the state inside iu .  

Step 3 (excitation): update the state of neuron i   

(
⎪
⎩

⎪
⎨

⎧

≥∈+
<∈−

∉
=+

jj

t

Gj

jj

t

Gj

t

Gjj

j

ItuandVv

ItuandVv

Vvt

t

)(1

)(1

)(

)1(
)(

)(

)(ο
ο ). The output state of the other neurons 

remains unchanged ( )()1( tXtX jj =+  );384,...,2,1( ijj ≠= ). Then select another 

neuron from the 384 neurons to update its state. 
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Step 4 (stop conditions): if  )( N

DHNNncm  is stable then stop; or if the energy E is optimal 

or less than the initial value given (0.5), stop.  
Step 5 (unconditional transfer): let 1+= tt , determine the new subset of working )(t

GV  

and transfer to Step2.  

In fact, a 384 order DHNN network is uniquely determined through its connected 
relation matrix W  and threshold vector TIIII ),...,,( 38421= , and can be written as 

IWncmDHNN ,)384( = .The weights and threshold of the network can be obtained from the 

above equations and the network given a random initial value. When the system 
reaches stability the network operator is used to calculate the state variables and con-
trol values. The experimental results are as follows: V = [1 -1 -1 -1 1 -1 1 1 1 -1 -1 1 1 
-1 1 1 -1 1 1 1 1 -1 1 1 -1 1 -1 1 1 -1 1 -1 -1 1 -1 1 1 1 -1 1 1 -1 1 -1 1 1 1 1 -1 1 -1 -1 -
1 1 -1 -1 1 -1 -1 1 -1 1 -1 -1 1 1 1 -1 -1 -1 1 1 -1 -1 -1 -1 1 1 -1 -1 -1 -1 1 -1 -1 -1 -1 1 
-1 -1 -1 1 -1 -1-1 -1 1 -1 1 1 -1 1 -1 -1 1 1 1 -1 1 1 1 -1 -1 -1 1 1 1 1 1 -1 1 1 -1 -1 -1 -
1 -1 1 -1 1 -1 -1 1 1 1 -1 -1 1 -1 -1 1 11 1 -1 1 -1 1 -1 1 -1 1 -1 1 1 -1 -1 -1 1 -1 1 1 1 -
1 1 -1 -1 1 -1 -1 -1 1 -1 -1 -1 1 -1 1 -1 1 -1 -1 -1 1 -1 1 -1 1 11 1 1 1 -1 -1 1 1 1 -1 -1 1 
-1 1 1 -1 1 1 1 1 -1 -1 -1 1 1 1 -1 -1 -1 -1 1 1 1 -1 -1 -1 1 1 -1 1 -1 1 -1 1 1 1 1 -1 -1  -1 
-1 -1 1 -1 -1 -1 1 1 -1 -1 -1 1 1 1 1 1 1 1 -1 -1 1 1 1 -1 -1 1 1 1 1 1 -1 1 1 1 -1 1 -1 1 -1 
1 1 -1 1 1 1 -1 -1 -1 -1 1 -1 1 -1 1 -1 1 -1 -1 1 1 1 -1 -1 -1 -1 -1 -1 1 -1 -1 1 1 1 -1 1 -1 
-1 1 1 1 -1 -1 -1 -1 -1 1 -1 1 1 -1 -1 1 -1 -1 -1 1 1 1 -1 1 -1 1 -1 1 -1 1 -1 -1 1 -1 -1 -1 1 
-1 -1 1 1 1 -1 1 1 1 1 -1 -1 1 1 -1 -1 -1 1 1 -1 -1 1 -1 1 1 1 -1 1 -1 -1 -1 1]’ 

Table 1. State variables and control values of flexible robot 

 .

x  
.

1θ  
.

2θ  
..

x  
..

1θ  
..

2θ  

U 1.0e-013* 
(0.0000) 

1.0e-013* 
(-0.0000) 

1.0e-013* 
(-0.0000) 

1.0e-013* 
(0.0000) 

1.0e-013* 
(0.0000) 

1.0e-013* 
(0.1421) 

x1 1.0e-019* 
(0.0000) 

1.0e-019*  
(0.0000) 

1.0e-019* 
(0.0000) 

1.0e-019* 
(0.0911) 

1.0e-019*    
(0.6213) 

1.0e-019*    
(-0.0030) 

x2 1.0e-018* 
(0.0091) 

1.0e-018* 
(0.0621) 

1.0e-018* 
(-0.0003) 

1.0e-018* 
(-0.0456) 

1.0e-018* 
(-0.3106) 

1.0e-018* 
(0.0015) 

x3 1.0e-016* 
(-0.0005) 

1.0e-016* 
(-0.0031) 

1.0e-016* 
(0.0000) 

1.0e-016* 
(-0.0162) 

1.0e-016* 
(-0.1412) 

1.0e-016* 
(0.0124) 

x4 1.0e-016* 
(-0.0162) 

1.0e-016* 
(-0.1412) 

1.0e-016* 
(0.0124) 

1.0e-016* 
(0.0124) 

1.0e-016* 
(0.7036) 

1.0e-016* 
(-0.0618) 

x5 1.0e-014* 
(0.0008) 

1.0e-014* 
(0.0070) 

1.0e-014* 
(-0.0006) 

1.0e-014* 
(0.0418) 

1.0e-014* 
(0.3694) 

1.0e-014* 
(-0.0305) 

x6 1.0e-013* 
(0.0418) 

1.0e-013* 
(0.3694) 

1.0e-013* 
(-0.0305) 

1.0e-013* 
(0.0303) 

1.0e-013* 
(-0.2125) 

1.0e-013* 
(0.1441) 

 
Where U  represents the robot’s control value, ix ( 6,...,2,1=i ) is the state volume 

of the i th step of the robot’s final six steps (the infinite time domain is divided into 

state 

vary 



 The Flexible Two-Wheeled Self-balancing Robot Based on Hopfield 1203 

six steps numerous limited time domain), the energy value of the network 
is 0093263.3 +−= eE , and the performance index is 0285431.2 −= eJ . 

The energy values of the several groups are same from the above tables, E=-
3.3263e+009. The performance index is also the order of magnitude on e-028. The 
control values U of the several groups are the order of magnitude on e-013 from the 
above tables, have a very small amount of control exist too. As the balance control of 
biological and people is a continuous adjustment and maintain process. Instead of 
standing motionless, but kept control the balance. Therefore the control variables of 
the robot can not completely are zero, there should be a very small control variable. 

The upper body angle, upper body angle speed, base angle, base angle speed, speed 
and acceleration of robot are the order of magnitude on e-013 from the above tables, 
have a very small amount of control exist too, the robot is in the balance. As the bal-
ance control of biological the control balance of robot is a dynamic process. If all of 
the variables were completely zero and standing motionless, it is inconsistent with the 
practical and biological characteristics. So there should be very small variables with 
the ideal. Since the other variables are the ideal, the control variables of the robot can 
not completely are zero. The robot’s balancing is a continuous adjustment and main-
tain process. Neurons went to find the optimal balance point through association and 
memory method. Because the robot’s balancing is a dynamic process not a static 
point, the state values of each group neurons are different. 

4   Conclusion 

The paper researches and analyzes the flexible two-wheel self-balance humanoid 
robot in physiology. The robot’s balance controller is considered and successfully 
implemented using the Hopfield network methods. The reasonable energy function is 
defined for the non-linear and strong coupling robot. Analyze the convergence of the 
controller. Simulation experiments show the effectiveness of the method and proved 
the stability of system. The paper provides a theoretical basis for the control research 
of flexible two-wheeled upright robot, which will be a meaningful and value of scien-
tific research platform. As a complex non-balancing system, the flexible two-wheeled 
self-balancing robot provides an object for research robot system kinematics and 
dynamics analysis, at same time, also provides a good experimental subject for study-
ing the control of research, especially self-organizing balance control methods and 
techniques.   
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Abstract. Aiming at the complexity of operation and control of the agricultural 
picking manipulator, a simulation system of the manipulator based on virtual 
design was developed. Firstly, the mechanism models and mathematical models 
of the manipulator were constructed. The simulation platform of virtual picking 
manipulator was developed. The designers can make parametric design of the 
manipulator real-timely; secondly, constraint and routing design for the motion 
trace of the virtual manipulator were made to realize real-time simulation of the 
manipulator; thirdly, the positive and inverse solutions of the kinematical 
equation of the manipulator was solved in the system, obtained from which the 
parameters were transferred to the motion node of the manipulator in the virtual 
scene to control its motion; finally, the visual and interactive dynamic 
simulation of the manipulator’s operation behaviors and controls was realized. 
The results shows that the system is practical and can realize optimized design 
and motion control.  

Keywords: Lichi picking manipulator, parametric design, real-time interaction, 
motion control, simulation system.  

1   Introduction 

Since the original tomato harvesting robot was born in the United States in 1980s, 
studies on agriculture picking manipulator (PM), such as cucumber and tomato fruit 
PM the technology of agriculture fruit PM has made a great progress, and studies on 
different species of fruit PM have achieved preparatory results, such as the success 
rate of eggplant PM has reached 89%, the average time for picking was 37.4s [1]; 
Scarfe A.J etc developed a automatic PM with a intelligent Kiwi vision system, and 
its picking speed was 1/s [2]; Muscato. G. etc developed a prototype of orange PM, 
the finding and picking speed was 8.7 seconds, but it was not good enough to replace 
the manual completely after testing [3]. 
                                                           
* Corresponding author. 
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Agricultural fruits are not only various but have unique biological characteristics 
living in uncertain and complex growing environment. For automatic agricultural 
fruits PM, it has to deal with problems such as the uncertainty of fruits location, 
different of their sizes and colors, vulnerability and flexibility, furthermore, including 
the unknown and poor weather conditions, irregular road scene and many other 
complex issues, which make the target location, the optimum design and control of 
the end-effector difficult, and slow the studies relatively. Therefore, in order to solve 
these problems, many researchers have made improvement on research methods. For 
example, three-dimension (3D) dynamic simulation was adopted to verify the 
mechanism’s rationality and feasibility to the apple positioning [4]. The target 
location method of interactive virtual manipulator based on stereo vision was 
proposed [5]. Netherlandish used Mitsubishi RV-E2 for reference, and the degree of 
freedom of manipulator is 7 after refit, including mechanic paw and cutter [6]. If 
industrial machine was used to refit, the structure would be too big to suit fruit 
picking.  

The emphasis of the studies above is not concerned much with parametric design 
of the PM based on real-time interactive simulation. Recently, modern design 
methods like parametric design and its modeling and simulation technology have 
become effective methods in the field of agricultural biological harvesting. This paper 
put forward the research of the real-time simulation system of the virtual PM. With 
the simulation system, parametric method was adopted to design the PM, and to make 
real-time simulation in virtual environment (VE). Finally the test platform was used to 
check the motion control algorithm and its effectiveness. The results show that the 
PM based on parametric design technology and virtual reality technology has great 
advantages, and people can make simulation and optimal mechanism design for the 
picking behavior of the manipulator in VE, which has a great practical value. 

2   Function and Framework of the Interactive Simulation System  

The main functions of the interactive simulation system for PM are: according to the 
user’s requirements and commands, a 5-DOF joint-type manipulator is designed 
based on parametric design to generate a new model, and a real-time 3D virtual scene 
is generated to simulate the picking scene of virtual PM. 

The simulation system essentially consists of two parts: the first part is parametric 
design which is based on 5-DOF joint-type manipulator. For the characteristics of 
different fruits, growth environment and users’ requirements, design parameters are 
input to the design interface, and then the system will transfer these parameters into 
the simulation control solving module to solve the geometry and location information 
of the manipulator. Finally, a new model of the manipulator is reconstructed for the 
information. The second part is an interactive 3D visual simulation. The simulation 
process is: firstly, import the need model into the -dimensional virtual scene; 
secondly, input the motion parameters of manipulator, such as the amount of the 
rotations of each joint, the coordinates of the end-effector to achieve, etc. The system 
will call the simulation control solving module to calculate the manipulator's motor 
angle, the steering and other information; thirdly, the joint solution is combined with 
path planning and others to get the movement simulation of the PM in VE. This 
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simulation movement is a dynamic change. With the change of the input parameters 
of the manipulator or/and the motion parameters, the virtual manipulator (VM) makes 
corresponding changes. According to the function and design principles, the system 
architecture of the simulation system of the virtual PM based on the parametric design 
is shown in Figure 1. Among them, the main function of the user interface is to 
achieve the interactive communication between the users and the simulation system 
and assist users to input of users’ command and parameters. 

        

Fig. 1. Function and Framework of     Fig. 2. the Coordinate System of the  
the Interactive Simulation System [7]                       Manipulator’s Link 

There are three functions of data acquisition module: (1) To accept the input of 
users’ parameters and to complete the maintenance and update of data; (2) To collect 
the data in real time, and to transform users’ configuration parameters and real-time 
control commands to variable value required, and then to transfer the variable value to 
the solving module; (3) To transform the data of the PM’s position and posture input 
by the host to the needed format for motion equation, and pass it to solving module. 

Solving module is the most important part of the simulation system, and its 
functions are as follows: (1) To call the corresponding database of 3D model 
according to user’s choices; (2) To control the behavior and process the simulation 
system in real time; (3) To get the location and the posture vector of the manipulation 
through solving equations of motion manipulator by the manipulator’s state 
parameters; (4) The manipulator’s relevant parameters solved are exported to 3D 
scene to drive module to show the visual scene. It will assist users to optimize the 
manipulator’s parameters and make a motion control strategy.  

According to the model of user’s calls and the derived parameters from the solving 
module, 3D scenes drive module completes the show of the3D scenes. 

3   Platform and Interface Technology of the Simulation System 

The simulation system of PM adopts succession environment of the VC++ as the 
development platform, takes full advantage of simulation functions of the EON studio 
and its SDK, and achieves the control of 3D simulation through calling the API 
function library of the EON in VC++. EON Studio is used to develop real-time 3D for 
multimedia applications. After models are imported into the EON, the behaviors of 
3D model can be driven by the route and event mechanism.  
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4   Virtual PM Modeling and Simulation of 5-DOF 

An important function of picking simulation is the real-time control of the simulation. 
In this simulation system, in accordance with an external equipment including the 
vision system, other sensors, and the data users input directly, the manipulator’s 
movement equation is solved in real-time to get the its position and orientation. The 
virtual scenes are driven and the picking motion of the VM is simulated.  

4.1   Manipulator Picking Kinematics Model with 5-DOF [8, 9] 

Kinematics control is based on kinematics model. Therefore, many researchers have 
conducted manipulator kinematics model modeling then analysis based on it. In this 
paper, the manipulator’s mathematical model is described based on a PM with 5-
DOF. 

According to joint’s coordinate system and the four characteristic parameters 
),,,( θαad  of the generalized link, the coordinate system is shown in Figure 2. 

Transformation orientation matrix of the link i relative to link i-1 is shown as follows:  

),(),(),(),( 11
1

iiiiiiiii
i dzTranszRotaxTransxRotT  (1) 

Where 11),( −− iiixRot α  is notated the rotation angle 
1−iα  around the axis ix ; 

),( 1−ii axTrans is notate the distance 1−ia  along the axis-translation; the rest of 

analogy. Multiplied by the transformation matrix connecting rod, the transformation 
matrix is as follows:  
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To solve the joint variables, it also needs to be multiplied transformation matrix 
which can be solved by MATLAB to obtain manipulator’s position and orientation. 

The positive solutions are that: to get the position and orientation of the end-
effector relative to the base coordinate system while given the known link parameters 
and joint angle vector.  

4.2   Simulation Control Flow of the Manipulator  

When the data of virtual robot model and others is read, they have the attributes like 
position and orientation, which can be set by designing the EON node routing, and 
then realized the virtual picking motion of virtual manipulator (VM). In the main 
driver cycle of EON view, real-time response functions are invoked to the virtual 
robot, and the VM’s position and orientation are set according to the calculations. The 
simulation control flow chart of the virtual PM is demonstrated in Figure 3. 

In the virtual simulation system, the position of viewpoint can be fixed or changed 
by the mouse and keyboard commands. In the concrete realization of the process, the 
point of view needs control commands to control the viewpoint position.  
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Fig. 3. Control Flow of the virtual manipulator Simulation [7] 

        

        Fig. 4. VM and the Meter Display                         Fig. 5. Prototype of the Manipulator   

4.3   Virtual Manipulator and Interaction of Manipulator Prototype 

In order to simulate the situation of virtual manipulator tracking the picking target 
better, and assist users to test the function of the external input device, the simulation 
system was designed to use meter to display the parameters of PM and picking target 
real-timely and their relationship, as shown in Figure 4. 

The data of external input device is transferred by a self-developed data collection 
chip and USB2.0 interface procedure. The interface connects external robot testing 
hardware and the simulation system of interactive VE in the computer (as showed in 
figure 5, and motion data is collected and input to the simulation system real-timely. 
Finally, the communication between the manipulator prototype and the simulation 
system is realized and the motion of the manipulator is driven.  
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5   Conclusions  

Based on the virtual PM model of 5-DOF and interactive manipulator parametric 
design, a interactive virtual PM simulation system was developed by using the real-
time and authenticity of EON simulation software whose common modularize system 
architecture and the control process mechanism graph of the VM simulation in 
EON/C++ have the attribution of generality. The simulation system can form a 
control closed-loop with control engine and external input device, and is suitable for 
simulating the situation of the manipulator tracing the picking target, and assist users 
to test the performance of the external input device, and the principle and simulation 
of aided testing also can be used for field robots. 

 
Acknowledgments. This work was supported by the National Natural Science 
Foundation of China with Research Grant, 50775079, Natural Science Foundation of 
Guangdong, China, 925106420100009，07006692, 05006661, 9151064201000030, 
and Ph.D. Program Foundation of Ministry of Education of China, 200805640009. 

References 

1. Song, J., Sun, X.Y., et al.: Design and Experiment of Opening Picking Robot for Eggplant. 
J. Nongye Jixie Xuebao/Transactions of the Chinese Society of Agricultural 
Machinery 40(1), 143–147 (2009) 

2. Scarfe, A.J., Flemmer, R.C., et al.: Development of an Autonomous Kiwifruit Picking 
Robot. In: 2009 4th International Conference on Autonomous Robots and Agents, pp. 380–
384 (2009) 

3. Muscato, G., Prestifilippo, et al.: A Prototype of an Orange Picking Robot: Past History, the 
New Robot and Experimental Results. Industrial Robot 32(2), 128–138 (2005) 

4. Baeten, J., Donne, K., et al.: Autonomous Fruit Picking Machine: A Robotic Apple 
Harvester. In: 6th International Conference on Field and Service Robotics-Chamonix, 
France, pp. 531–539 (2007) 

5. Zou, X.J., Zou, H.X., et al.: Research on Manipulator Positioning Based on Stereo Vision in 
Virtual Environment. J. Key Engineering Materials 392-394, 200–204 (2009) 

6. Van Henten, E.J., Van Tuijl, B.A.J., et al.: Field Test of an Autonomous Cucumber Picking 
Robot. J. Biosystems Engineering. 86(3), 305–331 (2003) 

7. Wang, L., Meng, X.F., et al.: Design and Realization of Flight Scene Simulation System. J. 
Journal of System Simulation. 20(1), 73–75 (2008) 

8. Xiong, Y.L.: Foundation of Robot Technology/机器人技术基础. Wu Han, China (1996) 
9. Jun, L.: The Association Positioning of Picking-Machine and Vision based on Virtual 

Design, pp. 8–13. South China Agriculture University, D. Guangzhou, China (2009) 



 

M. Xie et al. (Eds.): ICIRA 2009, LNAI 5928, pp. 1211–1216, 2009. 
© Springer-Verlag Berlin Heidelberg 2009 

Study of Modeling and Simulating for Picking 
Manipulator Based on Modelica 

Yan Chen1,*, Shuang Jin1, Xiang-jun Zou1, Dong-fen Xu2, and Wei-liang Cai1 

1 Key Laboratory of Key Technology on Agricultural Machine and Equipment (South China 
Agricultural University), Ministry of Education, P.R. China, 510642 

2 Research Center of Human Computer Interaction, College of Informatics, South China  
Agricultural University 

Abstract. In order to process the study of Picking Manipulator for litchi, multi-
field unified modeling language Modelica is used to model and simulate Pick-
ing Manipulator. In this paper, the structure of Picking Manipulator is analyzed 
and the mathematical model of manipulator control system is built by adopting 
multi-cooperating controlling model. More, the process of modeling Picking 
Manipulator under Modelica/Dymola is introduced, and the model of Picking 
Manipulator system is built while the extensible modeling base is established. 
Finally, the model will be simulated and the validity of models will be vali-
dated. Through the thesis, the basic for the further study of Litchi Picking Ma-
nipulator will be provided. 

Keywords: Picking Manipulator, Modelica, Modeling, Simulating. 

1   Introduction 

Fruit picking, which cost too much and need a lot of work, is an important link in agri-
cultural production. The using of harvesting robot can reduce picking cost and improve 
working conditions. Harvesting robot research and development have already experi-
enced nearly 30 years. Recently, many colleges and universities have begun the study of 
modeling and simulating harvesting robot in china and made process [1-2]. 

The system of robot deals with many fields, such as machine, electronic, control.  
The whole capability need unite simulating of many fields. There are two simulating 
methods: directly modeling and indirectly modeling [3]. The indirectly modeling need 
simulate among many fields. There are some errors in translating data. Now, many 
models for robot systems use this method. The directly modeling do not depend on 
professional software in each fields. It adopts uniform modeling language to constitute 
models of different fields and can achieve the seamless integration and data changes, 
which can improve the efficient of modeling [4]. 

Modelica is a kind of unite modeling language among many fields. Since 1977, it 
has been frequently used in other countries [5]. Many colleges have begun the study 
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of using Modelica now, for example, modeling and simulating of cars with many axes 
[6], motor-linkage [7], steamer [8], capability of cars [4] and so on. The study shows 
that Modelica fits models among many fields. It not only can provide accurately 
simulating but also can improve the efficiency of modeling.  

Picking manipulator is a complicated electromechanical system, which is coupling. 
To study the whole capability of picking manipulator, the litchi picking manipulator is 
simulated by using Modelica [9]. The model of picking manipulator system is con-
structed and simulated in Dymola through analyzing the structure of picking manipula-
tor and building the mathematical model of control system. 

2   The Mechanically Ontology Structure of Picking Manipulators 

Because of the complexity of picking 
objects and picking environment, the 
litchi picking manipulator adopts joint 
type structure,and it has 5-DOF. Joint 1 
is the moving joint and others are rotat-
ing joints. The five joints are driven by 
five DC Motor with different power and 
torsion, and slowdowned by gear reduc-
ers. The diagram is shown in Fig. 1. 

3   The Mathematical Model of Manipulator Control System 

The design of manipulator usually adopts simplified methods,which ignores coupling 
effect between manipulator’s joints. Then the entire control system will be divided into 
several independent single-input-to-output system, and each independent system will 
use the same bottom control algorithm [10]. 

3.1   The Model of Transfer Function 

According to physics and electromagnetic theory, DC motor’s mathematical model can 
be gained. And the DC motor’s transfer function between input-voltage and output-
speed is gained by Laplace transform which eliminate intermediate variables, given by 
Eq. (1) [9]. 

( )
( ) ( )2

s K t
sU a Js B J s BL L R R K Ka a a a e t

Ω
=

+ + + +

 
(1) 

Where Kt and Ke are constant, representing the motor’s torque constant and induced 
electromotive force’s constant. Vectors Ua(s) andΩ(s) represent the armature voltage 
and motor speed, and La and Ra represent the armature circuit inductance and  
resistance, and J and B represent the motor rotational shaft’s equivalent inertia and 
damping. 

Fig. 1. Constructional diagram of the 
picking manipulator 



 Study of Modeling and Simulating for Picking Manipulator Based on Modelica 1213 

 

If the armature circuit inductance La and the motor rotational shaft’s equivalent 
damping B are neglected, Eq.(1)can be transformed into Eq.(2). The transfer function 
of DC motor speed control system will be approximated as a habitual links: 

( )
( )a

s

sU
Ω

=
1/

1
e

m
s
K

τ +
 

(2) 

Where the time constant τm represent τm =RaJ/Kt Ke. 

3.2   The Mathematical Model of Single Axis Controlling System 

To improve the stability and precision of 
the controlling system, the multi-control 
is adopted, which adds forward feedback 
in the negative feedback PI and uses the 
angle of optical encoder as gain output 
variables, the picking manipulator’s 
single axis multi-control system is 
shown in Fig.2. 

Where KP and KI are constant, representing the ratio and integral coefficient. Vectors 
F(s) and Gc(s) represent motor’s forward feed controller and Gc(s) = KP + KI /s, and 
GP(s) and E(s)represent the object’s transfer function and system error, where R(s) and 
Θ(s) represent reference input location and optical encoder position, GP(s)=1/sKe(τm 
s+1) and E(s)= R(s)- Θ(s),and Td(s) represent the motor rotational shaft’s equivalent 
total torque (non-load torque and load torque). 

Based on above, the system output can be expressed by Eq. (3): 
 

(3) 

The error of this system is: 

( )
( ) ( )
( ) ( ) ( )

( )
( ) ( ) ( )

1

1 1
p p

d
c p c p

F s s s
E s R s s

s s s s
G G

TG G G G
−

= −
+ +

 
(4) 

The first item of the error function is aroused by the reference input, while the second 
is aroused by the anti-jamming moment. If we assume F(s) = GP

-1(s), then the forward 
feedback control can transfer as the inverse function. So the error aroused by refer-
ence input is zero. 

4   Modeling the Picking Manipulator System 

The model of picking manipulating system based on Modelica and dymola is composed 
by the ontic model of manipulator, motor model, single axis control model, many axis 
control models and so on.  

( ) ( ) ( ) ( ) ( ) ( ) ( )dp c
s s s E s F s R s sG G T⎡ ⎤Θ = + +⎣ ⎦

Fig. 2. Diagram of the multi-control system 
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4.1   The Ontic Model of Picking Manipulator 

As mentioned in the frontal parts, picking manipula-
tor is composed by joints and member bars. When 
building the model, the models in multibody are 
called and the parameters of models are setuped. The 
rotating joints can use Modelica.Actratedrevolute 
modules while moving joints adopt screw-drived. 
Many models from Modelica bank are called to 
build screw-drived model with self-lock. Finally 
according to the Modelica and signal standard, the 
ontic model of picking manipulator is built, shown 
in Fig. 3. At last, models are put into the picking 
manipulator bank. 

4.2   The Model of DC Servo Motor 

According to the equivalent circuit of DC servo motor [9], the packaged components of 
DC servo motor model has been built, shown in Fig. 4(a).  

4.3   The Model of Picking Manipulator Control System 

The multi-control was adopted in the model of picking manipulator, while the multi-
control models was built by calling the Modelica standard banks. The package of the 
component in this system is shown in Fig. 4(b). 

The joint of picking manipulator and motor are connected by the gearbox, so that the 
gear speed transfer devices model is essential. The packaged components are shown in 
Fig. 4(c). 

 

After the information collected by 
the computer from the video gather-
ing system, the controller transport 
signals to the DC servo motor, and 
the motor joints the picking manipu-
lator by gear reducer. The single axis 
control model was build according 
to the front principle and Modelica 
model banks, shown in Fig. 5(a).  

When building multiaxial control 
picking manipulator system  

Fig. 3. The ontic model of picking 
manipulator 

(a) motor model (b) multi-control  
      model 

(c) gear speed  
transfer model 

Fig. 5. control  system model 

(a) single axis control      (b)  multiaxialcontrol  

packaged component 

Fig. 4. The packaged components of model 
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(Fig. 5(b)) by using the single axis control model, the construction of path planning 
model and the signal switches are need to build.  

5   Analysis of the Simulation 

To make sure the validity of the model, a simula-
tion is done in Dymola by taken the single axis 
control manipulator for example. To compare the 
transforming curves of output imports under differ-
ent parameters, the positional stepped singles are 
inputted while simulating.The simulating results 
are shown in Fig. 6. 

The curves shows that: The curves of output po-
sition are lines and there is little delay phenomenon 
while the control system was directly driven by the 
positional stepped singles. It explains that the pre-
cision of control system is very high and verifys 
the validity of the mathematical models and simulation. Curves also show that differ-
ent inductance values can affect the response time, output speed (displacement) sig-
nificantly. With the increase of La, the system’s time-delay increase, the output speed 
decrease, and the noise can be improved. It shows that the system can be simulated by 
changing models’ parameters. It can help us to optimize the manipulating system. 

6   Conclusions 

In this paper, the unite modeling language Modelica for multi-fields was used to build 
the picking manipulator system model and the open, reusable model banks. And its 
validity was verified through simulating. The farther study of system’s simulation can 
instruct the optimization and development of manipulator, and moreover, it is conven-
ient to construct new simulating models for simulation by using the models. It is of 
great significance and practical value. 
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Abstract. This paper presents a new planning approach of generating unknown 
3-D models automatically. The new algorithm incorporates the limit visual 
surfaces with the trend surfaces and selects the suitability of viewpoints as the 
NBV on scanning coverage. The limit visual surfaces and trend surfaces are 
modelled by means of the known boundary region data obtained from initial 
view. The optimal design method is used to obtain the maximal visible area of 
next viewpoint and correspondding pose parameters in left and right planning 
process respectively. And the position that can obtain the maximal visible area 
is defined as the next best view position. The reconstrcted result of real model 
showes that the method is effective in practical implementation.  

Keywords: View Planning, Limit visual surface, Trend surface, Next best 
view, Three-dimensional reconstruction. 

1   Introduction 

Automatic reconstruction of unknown 3-D objects has been of great importance role 
in the areas of machine vision, object recognition, and automatic modeling. The 
planning for automatic measurement of 3-D object is to search an optimal space pose 
with a sequence of viewpoints. According to the sensor configuration and task 
specifications, it determines a least viewpoint number and best spatial distribution so 
that the measurement task can achieve the highest efficiency. Recently, many 
methods on determining the location of the best next viewpoint have been proposed 
for different kinds of sensors [1-7]. For example, Bottino and Laurentini [3] present a 
general approach to interactive, object-specific volumetric algorithm, based on a 
necessary condition for the best possible reconstruction to have been performed. The 
proposed algorithms just only suit to simple convex polyhedra but not for general 
polyhedra, especially nonconvex polyhedra. Tarbox and Gottschlich [4] propose a 
model based approach. In which the measurability matrix is computed and the next 
view is based on glancing angles and the part of “difficulty to view.” And the strategy 
proposed in [5] is similar but adds an incremental process and a constraint on sensor 
measurement error. Recently, Scott [6] presents a new view planning algorithm based 



1218 X. Zhou, B. He, and Y.F. Li 

 

on the modified measurability matrix (3M) which is an enhancement and extension of 
Tarbox’s measurability matrix (2M) concept. Sablatnig et al. [7] present an approach 
to next view planning for shape from silhouette for 3D shape reconstruction with 
minimal different views. The next view position is determined by comparing the 
difference between current image and acquired image. However it leads to a larger 
computing time with a larger number of viewpoints.  

The goal of this paper is to develop a new strategy of automatic viewpoint planning 
for unknown 3-D object measurement and reconstruction. 

2   The Visual Region of the Vision System 

The developed laser line scanning vision system is shown in Fig.1: it consists of an 
analogue camera, laser line generator and stepper motor driven linear slide providing 
X, Z scanning motions for the camera and laser. The part is placed on a rotary table 
that can rotate 360 degrees with Z and linear slide providing Y motions. The camera 
and laser line generator are mounted on the stepper motor driven linear slide, with the 
laser line perpendicular to the rotary workstation and an angle between the camera’s 
optical axis and the laser line. The objective of the vision system is to provide a 3D 
profile of the object based on a coordinate system defined on the rotary table. 

 

Fig. 1. The laser line scanning vision system. A (B) denotes the nearest (farthest) measurement 
position of the vision system. TO  is the rotary table center. 

2.1   Determination the Limit Visual Region of the Vision System 

A 3D object surface is measured by the vision system with both them at a certain 
distance, and 3D surface is fitted simultaneously. If the fitting accuracy belongs to the 
allowable errors range, then this distance is regarded as effective focus distance, or else 
as invalid. According to this method, it is easy to obtain the effective depth of field 
(DOF) range of the vision systems by moving workstation along the Y direction (as 
shown in Fig.1). In order to simplify the fitting process of the measurement data, here 
the planar object is used and the fitting accuracy is set to 0.02mm. From the 
experiments, the nearest and farthest measurement distance is 64mm and 186mm 
respectively. So the effective DOF of the system is 122mm. 
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If a surface point beyond the field of view (FOV), it will not be detectable to a 
common CCD camera. But in this vision system, the FOV is satisfied two constraints: 
1) the laser line is not occluded by the object surface in order to be detected by CCD 
camera; 2) CCD camera is not occluded by the object surface. So, FOV is determined 
by elimination of these two blocks. Assume the angle between the normal vector of 
the object surface and the laser plane is defined as the left (right) visual angle. Then the 
left (right) limit visual angle is defined as the maximal rotary angle which the 
projection of the laser on the plane could be detected by CCD camera at one certain 
position. From the experiments, the relationship between left (right) limit visual 
angle ilθ ( irθ ) and the measurement distance d are obtained as (1), (2) respectively:  
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Where the units of ilθ  and irθ  are radian.  

Assume that the point ),,( zyx is in effective focus depth, a limit visual curve on 

XY plane is obtained according to above presents. When z is varied, the surface is 
constructed from a series of the limit visual curves, which is denoted as the limit 
visual surface. It represents the limit visual position of the object surface which is 
even visible to our vision system. And the equations of the left and right limit visual 
curves are obtained based on equations (1) and (2). 
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Therefore, if the prior 3D data cloud of the object surface are obtained, the limit 
visual surface of the vision system is obtained from a series of the limit visual curves 
acquired according to the equations (3) and (4). 

2.2   Obtaining the Trend Surface of the Object 

To an unknown object with complex surface shape, the limit visual surface model 
constructed only to reflect the maximal information of the unknown object. So, here 
we incorporate the trend surface to predict the unknown object surface. 

The trend surface is a function of two orthogonal coordinate axes which can be 
represented by  

eyxfz += ),( . (5) 
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in which the variable z at the point (x, y) is a function of the coordinate axes, plus the 
error term e. This expression is the generalized form of the General Linear Model 
(GLM), which is the basis of most trend methods.  

The function ),( yxf is usually expanded or approximated by various terms to 

generate polynomial equations. For an norder three-dimensional surface, the form of 
the power series is given by 

∑ ∑
= =

−=
n

i

i

j

jij
ij vubvuf

0 0
),( . (6) 

where u and v are the coordinates on an arbitrary orthogonal reference system, ijb is 

the constant coefficient of the surface ( 00b is the surface base).  

3   The View Planning Method 

Suppose the initial knowledge of the model has been got at initial view (shown as the 
solid line 1111 DCBA in Fig.2). Then the view planning strategy presented here is:  

 

Fig. 2. The knowledge of initial view and its limit visual surfaces and trend surfaces 

       
    (a)                                    (b)                                   (c)                                    (d) 

Fig. 3. The relationship with the limit visual surface and the trend surface. T denotes the trend 
surface, L denotes the limit visual surface, and maxP  is the farthest measurement position of 

the vision system. I is the intersection point of the limit visual surface with the trend surface. 
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1) Firstly, construct the left (right) limit visual surface 11ED ( 11FA ) and trend 

surface 11GD ( 11HA ) according to the partially acquired object surface (shown as 

Fig.2). And determine the predict surface to plan the next view according to the 
relationship between the limit visual surface and the trend surface (shown as Fig.3). In 
Fig.2, the left (right) predict surface is 11GD ( 11FA ). Besides, during the process of 

the determination of the next viewpoint, not only the maximal predict surface should 
be detected, but also the boundary data of known model should be seen in order to 
easily register data points. 

2) Secondly, regard the visible area of left (right) predict surface of next viewpoint 
as the object function, the rotation angleθ and translation distance d as the variables, 
the visibility of known boundary data as the constraint condition. Then adopt optimal 
design method to obtain the maximal visible area lS ( rS ) and corresponding position 

parameters ( lθ ( rθ ) and ld ( rd )) in left (right) planning process. And define this 

position as the NBV candidate position. 
3) Finally, compare the visible area got from above two NBV candidate positions, 

and select the larger one as the final NBV position. 

4   Experiment 

The experiment was carried in our laboratory for automatic reconstruction of the part 
model. The initial knowledge of part model was acquired from first view in random 
position (shown as Fig.4(a)). Then the left and right limit visual surfaces and trend 
surfaces were constructed (shown as Fig.4(b)). And the experimental data of NBV 
candidate positions of viewpoint 1 were shown as table 1. (Suppose the rotary table 
counterclockwise rotating was positive, otherwise was negative) 

Table 1. The NBV candidate positions data of initial viewpoint 1 

0d (mm) l1θ (rad) ld1 (mm) lS1 (mm2) r1θ (rad) rd1 (mm) rS1 (mm2) 

160 1.36 67.8 1.93× 104 1.69 63.0 1.83× 104 

 
In Table1, For lS1 > rS1 , so the next best view was the position that rotary table 

counterclockwise rotated 1.36rad and translated 67.8mm to. Then we could get the 
viewpoint 2 (shown as Fig.4(c)). Similarly, the residual process of the reconstruction 
object were shown as Fig.4(d-e). The final reconstructed model was shown as 
Fig.4(f). The whole reconstruction result was shown as Table 2. 

Table 2. The reconstruction result analysis 

View 
numbers 

Actual volume 
(mm3) 

Reconstructed volume 
(mm3) 

Volume error 
(%) 

Reconstruction 
presicion 

4 332767 335248 +0.75 0.032 
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(a) initial view                     (b) obtain predict surfaces        (c) view 2 (1.36rad, 67.8mm) 

     
(d) view 3 (1.45rad, 58.6mm)   (e) view 4 (1.42rad, 62.4mm)      (f) reconstructed model 

Fig. 4. The reconstruction process of the Part model 

5   Conclusions 

In this paper, we presented a new approach of generating 3-D models automatically, 
putting emphasis on planning of NBV. The proposed algorithm incorporated the limit 
visual surfaces with the trend surfaces obtained according to the partial known object 
knowledge. The final NBV was the position that obtained the largest visible space 
area among viewing points by using the optimal design method. And the experimental 
result showed that the method was effective in practical implementation.  
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Abstract. Aimed to the nonlinear equations-finding problem that only one 
solution is found with the Newton and quasi-Newton methods and sometime no 
solution is found when the iteration diverges, combining Newton-downhill 
method with hyper-chaotic system, hyper-chaotic Newton-downhill method 
based on utilizing hyper-chaotic discrete system to obtain locate initial points to 
find all real solutions of the nonlinear questions was proposed. Using cosine 
matrix method and link length constraint we establish nine variable equations of 
the general 6-SPS mechanism. The numerical example in forward kinematics 
analysis of the general 6-SPS parallel platform shows that all real solutions 
have been quickly obtained, and it proves the correctness and validity of the 
proposed method.  

Keywords: Hyper-chaotic system, Newton-downhill method, 6-sps mechanism, 
nonlinear equations.  

1   Introduction 

Kinematics analysis is fundamental for the parallel mechanism. Based on the 
kinematics analysis researcher can analyze velocity, acceleration, mechanism 
dynamics and mechanism synthesis. The process of kinematics analysis is attributed 
to find the solutions of the nonlinear equations and this process is very difficult. 
Analysis of forward kinematics for the 6-SPS platform is a difficult problem 
following the kinematics analysis of space 6R serial manipulator [1]. Many scholars 
have done much valuable research and work [1-7]. Raghavan investigated 960 paths 
by homotopy continuation method and firstly proved the 40 solutions of forward 
kinematics for 6-SPS platform [2], Sreenivasan etc [3] induced to 768 Homotopy 
paths through homogeneous method, in which the calculation task is huge. Liu etc [4] 
found all the 40 solutions of forward kinematics through quartic Homogeneous 
method and coefficient Homotopy continuation method. Wampler [5] proved we can 
get 40 solutions of forward kinematics by using Homotopy continuations method to 
track 40 paths but he did not give definite sample. Lee [6] solved forward kinematics of 
general 6-6 Stewart platform using algebraic elimination. Luo [7] has found forward 
kinematics of 6-SPS mechanism in the real numbers field, in which he considered Julia 
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set point appears in the neighbor space of solution equations’ Jacobian matrix 
determinant whose value is zero. But assumption is not proved. And more, to the 
multi-variables Jacobian matrix determinant, we must first find symbol expression, 
given other variable’s values besides a variable, then find the chaotic fields of the un-
given variable. The processing is very complex and difficult. Chaotic sequence 
method is a new method of using chaotic and hyper-chaotic system to generate initial 
value of Newton iterative method, we can find all real solutions [8] in the mechanism 
synthesis. Henon hyper-chaotic Newton iterative method can not solve the 6-SPS 
mechanism synthesis problem. When iterating divergence in adopting Newton and 
quasi-Newton method, we use mathematical program method. Chaotic and hyper-
chaotic mathematical program can find all real solutions but the efficiency needs to 
improve [9]. 

Literature [10] investigated position symbol solutions of some kinds of unique 6-
SPS parallel mechanism. By quaternion to describe the platform rotation we can avoid 
singularity in the formula and realize decoupling of position and stance of the 
platform. It provides a new method for the general 6-SPS mechanism. In the literature 
[4,7,9] the equations are created by Euler and universal transformation formula, 
singularity will happen, so it can not solve by Newton method. In this paper using 
cosine matrix method and link length constraint we establish nine variable equations 
of the general 6-SPS mechanism. Combined with Newton downhill method and 
hyper-chaotic method, it provides a new method to find the forward kinematics of the 
general 6-SPS mechanism. 

2   Hénon Hyper-chaotic System  

Lyapunov exponent is one of the efficient methods to describe the chaotic 
characteristic of nonlinear system. The number of Lyapunov exponent is equal to the 
state space dimension n of system. If one of Lyapunov exponent is positive, the 
system is chaotic; if at least two positive, the system is hyper-chaotic; the more 
number positive Lyapunov exponents exists the more unstable system it is. Generally 
more number of status parameters (such as high dimension system or for the discrete 
system, n>2), more unstable it probably is. 

Literature [9] designed a general Hénon mapping: 
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Where ni ,,3,2=  is the number of system dimension; k is the discrete time; a  

and b are the adjusting parameters. When 2=i , it is the famous Hénon mapping. 

Literature [9] point out when given 1.0,76.1 == ba , analyzing Lyapunov 

exponent in the system for 2>n , we found with the number n  increased, the 

number 1n of positive Lyapunov exponents has some relation with the system 

dimension n  i.e. 11 −= nn . 
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3   Newton Downhill Method  

To find solutions of nonlinear equations: 

0( =x)f                                                           (2) 

Where Tx ],,,[ 21 nxxx=  

Iterative formula of Newton downhill method is as follows: 

)()]([ 1'
1 nnnn xFxFxx −

+ −= ω                                   (3) 

Where, 10 ≤< ω . 

When ω = 1, it is Newton iterative method. It requires the value of ω to satisfy 

)()( 1 nn xFxF <+  for convergence, so take gradually halve method to confirm ω [11]. 

4   Hyper-chaotic Newton Down-Hill Method  

The steps of finding all solutions of non-linear equations based on hyper-chaotic 
Newton downhill is as follows: 

Step 1: Construct the chaotic set ),1(0 ji +x  ( ni ,,2,1= ), 1+n is the variable 

number in the hyper-chaotic system, n is the number of positive Lyapunov exponent 
i.e., the variable number of solving equations, Nj ,,2,1= , N is the length of 

chaotic set), finding ),(0 jix ; 

Step 2: Take the jth initial value )(:,0 jx  as the initial value in Newton downhill 

method, after running iterative formula (3) j times, we can get all real solutions *x  in 
equations (2). 

5   6-SPS Forward Kinematics of Parallel Mechanism 

Figure1 is the general 6-SPS parallel robotic mechanism, when given every link 

length iiBA , forward kinematics is that find the up platform stance compared to down 

platform. The coordinate iA  in the fixed coordinate system is ixA , iyA , izA ,the 

coordinate iB  in the dynamic coordinate system is ixB , iyB , izB , iiBA  length is il , 

supposing the coordinate 1B  in the fixed coordinate system is ),,( 987 xxx , we can 

get  transformation matrix which dynamic coordinate 222 ZYX  compared to the fixed 

coordinate 111 ZYX . 
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Where R is 33×  cosine matrix, every row is 222 ,, ZYX  direction cosine in the 

coordinate 111 ZYX . 

Let ],,,,,[],,,,,[ 654321 zyxzyx mmmlllxxxxxx ==x ,According to the property 

of the cosine matrix, we have 
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42516143,5362 , xxxxnxxxxnxxxxn zyx −=−=−=                 (6) 

On the constraint of link length  

)6,,2,1(]1[]1[ 2 ==− ilAAABBB iiziYixiziyix
TTT                 (7) 

Substituting formula (4) and (6) into (7), with formula (5), they consist 9 variables 
forward kinematics equations of the general 6-SPS parallel robotic mechanism.  

In Figure1, the coordinate iA  in the fixed coordinate 111 ZYX  are )0,0,0(1A , 

)0,0,2(2A , )0,1,4(3A , )1,3,5(4A , )1,5,3(5 −A , )2,2,1(6 −A , iB  in the dynamic 

coordinate system are )0,0,0(1B , )0,0,1(2B , )0,1,2(3B , )2,3,4(4B , 

 

 

Fig. 1. The diagram of general 6-SPS parallel robot mechanism 
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)1,4,3(5 −B , )3,1,2(6 −−B , 111 =l , 122 =l , 133 =l , 154 =l , 145 =l , 

106 =l , finding all the forward kinematics in the mechanism [9]. 

On the basis of Hénon hyper-chaotic mapping Newton downhill method, taking 
the random numbers as the initial points in hyper-chaotic set, the general Henon 

hyper-chaotic with the variables number 101 =n in formula (1), generates the 

positive Lyapunov exponents hyper-chaotic sequences with variable number 
9=n (Given 100=N . if N is too large, the calculation time is too long and if N is 

too small, all real solutions can not be found, so in this kind of mechanism synthesis, 
we firstly use less value in the trying process and then use larger value, usually 
adopting ×− )105(  variables number), by iterative process in 1.28 seconds, we can 

get all real solutions in formula (8) as Table 1. The corresponding initial values for 
the four solutions are shown as Table 2 and the corresponding four solutions for Euler 
angle are also shown as Table 3 which is the same to literature [9], but Newton 
method can not solve the equation (8). 

Table 1. Results of Synthesis 

No  xl  yl  zl  xm  ym  zm  7x  8x  9x  

1 -0.6539 0.2181 0.7245 -0.6314 -0.6849 -0.3637 0.2301 3.8573 10.2989 

2 -0.5958 0.4756   0.6472 -0.6076 -0.7939 0.0240 0.3682 5.3866 9.5838 

3 -0.5410 -0.7491 -0.3823 0.6784 -0.6574 0.3280 -1.8184 1.1055 -10.7922 

4 0.0291 -0.8060 -0.5912   0.9820 -0.0872 0.1673 -1.1889 -0.3137 -10.9311 

Table 2. Corresponding initial values for the four solutions 

No )1(0x  )2(0x  )3(0x  )4(0x  )5(0x  )6(0x  )7(0x  )8(0x  )9(0x  

1 
1.7151   0.6063   1.3626 -1.0638 -0.7199 1.5724 1.4914 1.8983 1.6809 

2 
1.4026 0.6350 -0.3936 -1.3483 -0.6499 1.1813 1.6878 -0.3005 0.4151 

3 
1.3717 -1.2466 -0.7422 -1.8116 1.6029 -1.1244 1.7612 1.6092 -1.2500 

4 
1.0629 -0.3340 -0.7141 0.9300 0.9689 0.8010 1.6996 1.5346 0.5182 

Table 3. Corresponding four solutions for Euler angle 

No. 1x  2x  3x  4x  5x  6x  

1 0.2768 0.5113 -0.6170 0.2301 3.8573 10.2989 

2 0.5116 0.3675 0.9636 0.3682 5.3866 9.5838 

3 -0.8487 0.2703 -0.4596   -1.8184 1.1055 -10.7922 

4 -0.1554 0.3434 -0.7563 -1.1889 -0.3137    -10.9311 
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6   Conclusions 

Using coordinate transformation cosine matrix and link length constraint the author 
creates the general 6-SPS equations with 9 variables. Combined Newton downhill 
method and hyper-chaotic system, taking the hyper-chaotic serials generated by 
hyper-chaotic system as the initial value in Newton downhill method, the paper 
provides the method of finding all real solutions in nonlinear equations which is based 
on hyper-chaotic mapping Newton downhill method and give steps. The method 
solves the divergence in the Newton iterative and quasi-Newton method. The sample 
of forward kinematics of the general 6-SPS platform mechanism proves it is correct 
and effective. 
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Abstract. The inverted pendulum is a typical multi-variable and non-linear 
system. It is hard to improve its performance because of modeling difficulty, pa-
rametric uncertainties during actual system operation. Iterative Learning Control 
(ILC) can achieve perfect tracking or performance when there is model uncer-
tainty or when we have a “blind” system. This paper proposed a modified  
iterative learning control method to improve the dynamics of the car with an 
inverted pendulum. Experiment results demonstrated that the proposed method 
can improve the dynamic performance of the car with an inverted pendulum. 

Keywords: Iterative Learning Control, Inverted Pendulum System. 

1   Introduction 

The inverted pendulum is a typical multi-variable and non-linear system, which is 
seriously instable and strong coupling. It can effectively reflect the key points of the 
control problem, such as non-linear problem, the robustness problem, the dynamic 
problem, the stabilization problem and tracking problem. The experiences can be 
applied to the actual projects. For example, the experiment results of inverted pendu-
lum can afford good reference for the balance problem of the walking robot, and the 
verticality control problem of the rocket. So, there are many researches interested in 
the control of the inverted pendulum and varieties of new control method are applied 
to achieve perfect performance of it. 

Iterative Learning Control (ILC), as an intelligent control methodology, is able to 
achieve perfect tracking or performance when there is model uncertainty or when we 
have a “blind” system. So, it is effective to control the cart with inverted pendulum 
which is non-linear. 

Based on in-depth analysis on modeling the angle control problem of the car with 
an inverted pendulum, this paper proposed a modified Iterative Learning Control 
                                                           
1 This work was supported by National Natural Science Foundation of China No. 60835001.  
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method to improve the dynamics of inverted pendulum. Experiment results demon-
strated that the proposed method can improve dynamic performance of the inverted 
pendulum. 

2   Inverted Pendulum Modeling[1] 

2.1   Problem Setup and Design Requirement 

The car with an inverted pendulum, shown below, will be controlled by an impulse 
force ܨ. It is need to determine the dynamic equations of motion for the system, li-
nearize about the pendulum's angle ߠ, and find a controller to satisfy all of the design 
requirements given below. 

 

Fig. 1. The Cart with an Inverted Pendulum 

First, let's assume that ܯ mass of the cart=1.32kg  ܫ inertia of the pendulum ݉ mass of the pendulum=0.07kg  ܨ force applied to the cart ܾ friction of the cart=1Nോmോse  ݔ cart position coordinate ݈ length to pendulum center of mass=0.2m  ߠ pendulum angle from vertical 
 
In this paper, we will be only interested in the control of the pendulum position. 

This is because the techniques used in the paper can only be applied for a single-
input-single-output system. Therefore, none of the design criteria deal with the cart's 
position. We will assume that the system starts at equilibrium. 

So, the design requirements for this system can be: 

─ Settling time of the pendulum less than 5 seconds. 
─ Pendulum angle never more than 0.05 radians from the vertical. 

2.2   Force Analysis and System Equations 

Below are the two Free Body Diagrams of the system. 

 

Fig. 2. Free Body Diagrams of the System 
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Analyzing the forces in the Free Body Diagram of the cart and of the pendulum 
you can get the following equations of motion[1]: ሺܯ ൅ ݉ሻݔሷ ൅ ሶݔܾ ൅ ሷߠ݈݉ cos ߠ െ ሶߠ݈݉ 2 sin ߠ ൌ ܫሺ (1) ܨ ൅ ݈݉ଶሻߠሷ ൅ ݉g݈ sin ߠ ൌ െ ሷݔ݈݉ cos ߠ  (2) 

Since Matlab can only work with linear functions, this set of equations should be 
linearized. After linearization the two equations of motion become (where u 
represents the input):  ቊ ሺܫ ൅ ݈݉ଶሻ߶ሷ െ ݉g݈߶ ൌ ܯሷሺݔ݈݉ ൅ ݉ሻݔሷ ൅ ሶݔܾ െ ݈݉߶ሷ ൌ ݑ  (3) 

After the Laplace transform and a little algebra, the linearized system equations can 
also be represented in the following state-space form: 

൦߶ሶ߶ሷݔሶݔሷ ൪ ൌ
ێێۏ
ۍێێ

0 1 0 0݉g݈ሺܯ ൅ ݉ሻܫሺܯ ൅ ݉ሻ ൅ ଶ݈݉ܯ 0 0 00 0 0 1݉ଶg݈ଶܫሺܯ ൅ ݉ሻ ൅ ଶ݈݉ܯ 0 0 ۑۑے0
ېۑۑ ൦߶߶ሶݔݔሶ ൪ ൅

ێێۏ
ۍێێ

ܯሺܫ0݈݉ ൅ ݉ሻ ൅ ܫଶ0ሺ݈݉ܯ ൅ ݈݉ଶሻܫሺܯ ൅ ݉ሻ ൅ ۑۑےଶ݈݉ܯ
 (4)  ېۑۑ

ݕ ൌ ሾ1 0 0 0ሿ ൦߶߶ሶݔݔሶ ൪ ൅ ሾ0ሿݑ  (5) 

3   Iterative Learning Control 

ILC is a “... controller that learns to produce zero tracking error during repetitions of a 
command, or learns to eliminate the effects of a repeating disturbance on a control 
system output” [2]. 

In many definitions about ILC, almost all of them stressed the importance of "repe-
tition". Learning through a predetermined hardware repetition is the key idea of ILC 
[3]. Considering a fixed-length input signal is applied to a system in an initial state, 
the system is returned to its initial state after the complete input has been applied, and 
the output that resulted from the applied input is compared to a desired target. The 
error is used to construct a new input signal to be applied for the next time the system 
operates. This process is then repeated. 

In this paper, we consider to apply the general "PID-type" ILC algorithms [4, 5]. 
Its basic idea is illustrated in Figure 3.  

Here, ݑ௞ାଵሺݐሻ ൌ ሻݐ௞ሺݑ ൅ ΓP݁௞ାଵሺݐሻ ൅ Γ୧ ׬ ݁௞ାଵሺ߬ሻ௧଴ ݀߬ ൅ Γୢ ሶ݁௞ାଵሺݐሻ  (6) 
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Where ݑ௞ାଵሺݐሻ is the input of the system and  ݁௞ାଵሺݐሻ ൌ ሻݐௗሺݕ െ  ሻ is the errorݐ௞ାଵሺݕ
on trial  ܭ ൅ 1, with ݕ௞ାଵሺݐሻ the system’s output and ݕௗሺݐሻ the desired response. 

 

Fig. 3. Basic Idea of "PID-type" ILC 

4   Simulation 

4.1   Iterative Learning Control Simulation and Its Modification 

The inverted pendulum’s State-space form has been obtained. According to “PID-
type” ILC theory, the simulation is shown as Fig 4. Assume that the system starts at 
equilibrium, so that theta ߠ ൌ 0°. Disturbance that applied to the cart can be triggered 
by a Pulse Generator. In Fig.4, the parameters rk represents the Force ܨ. The parame-
ters rk1 represents the stored data. The output that resulted from the applied input will 
be compared with the desired output. After that, the error will send to ILC. After 
studying, the result will be stored in MATLAB workspace in order to be called [6, 7]. 

 

Fig. 4. Iterative Learning Control Simulation 

First, we will arbitrarily assign values to three PID parameters of ILC controller. 
For example, let's assume that the parameters of “PID-type” ILC controller are given 
in Table 1. 

Table 1. The Parameters of “PID-type” ILC Controller 

Type of ILC controller Γ୔ Γ୧ Γୢ  
PI 30 8 0 
PD 30 0 5 
PID 25 5 8 
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So, we can get the output trajectories of the system as shown in Fig. 5. 
From the three plots, the system outputs with PI and PID-type ILC controller are 

not satisfactory. Especially PI-type ILC controller, it may lead the system to unstable. 
Above all, PD-type ILC controller is better than the others at both speed and accura-
cy. So, we will select PD-type ILC Controller to improve the system output. 

 

 
PI Controller 

 
PD Controller 

 
PID Controller 

Fig. 5. The Output Trajectories of the system with PI, PD and PID-type ILC Controller 

After many times' experiments, when the parameters Γ୔ and Γୢ  is 40 and 15, we 
can achieve a rather good effect at speed and accuracy. Meanwhile, the result also 
meets the design requirements. The output trajectory is shown as Fig 6. 

 

Fig. 6. The System Output with PD-type ILC Controller 

From Fig. 6, we can find that the actual output is already close to the desired target 
when the trail K is 2. It means that PD-type ILC controller can improve the output 
performance of the car with inverted pendulum efficiently. 

4.2   Performance Contrast between ILC and Full State Feedback Control 

To illustrate the benefits of ILC controller, we will also apply the full state feedback 
control method [8] to demonstrate it.  

Now we have already known the state-space form, it is easy to get the open-loop 
poles P of the system: P=[0, 0, 6.18, -6.18]. 

Based on the result of LQR design: the state feedback matrix K=[20.2846 2.4316 
0.9099 1.9018]], the system output with full state feedback is shown as Fig. 7. 

Obviously, the system output with full state feedback can't meet the design require-
ments. The pendulum’s overshoot is too large and the settling time isn’t satisfactory 
too. The performance contrast between the system with ILC and full state feedback 
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control is given in Table 2 below. From it, we can see the performance of system out-
put with ILC controller is much better than it with full state feedback. 

 

Fig. 7. The System Output with Full State Feedback 

Table 2. The Performance Contrast between ILC and Full State Feedback Control 

Type The maximum offset angel The settling time 
Full State Feedback 0.12° 5s 
ILC 0.018° 2.3s 

5   Conclusion 

The control problem of the car with inverted pendulum is among the typical control 
difficulties. Unmodeled dynamics and parametric uncertainties make it impossible to 
achieve desired performance. In this paper, the proposed control method based on 
ILC improved the speed and accuracy of the one-stage inverted pendulum when 
tracking the desired trajectory. And the experiences can be extended to the real ob-
jects, such as the rocket verticality control, etc. The future work is ILC’ application on 
the second-stage or three-stage inverted pendulum.  
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Abstract. Passive dynamic walking is a high efficiency way for bipedal robots to 
reduce energy cost. To study the nature of passive dynamic walking, we propose 
a new dynamic simulation method and build a virtual passive walker prototype 
based on virtual gravity theory using ADAMS. The results of the simulation are 
believable by comparing with the former research results, and the influences on 
gait stability of three critical physical parameters are obtained by using the 
parameterization analysis tools. These simulation results show that the suitable 
initial parameter is a critical factor for a simplest passive walker’s stability on 
slope ground and the dynamic simulation is an available way to study the bipedal 
robot’s walking. 

Keywords: Passive walker, virtual gravity, dynamic simulation, ADAMS. 

1   Introduction 

Since McGeer raised the method of passive dynamic walking [1, 2], many researchers 
used this way to increase the bipedal robots’ walking efficiency [3]. These robots use 
less energy and less control than other traditional powered robots, but their gait is more 
natural.  

Many researchers studied the various bipedal passive walking models by numerical 
simulation [4, 5] and experimental study [6, 7], because the highly nonlinear robot 
system is difficult to be solved by usual mathematics tools. However, the numerical 
simulation is usually to code a large number of programs, meanwhile the experimental 
method uses a lot of time and materials to prepare and operate. ADAMS is a multi-rigid 
body dynamic analysis software, which is based on Lagrange equation of motion [8]. 
That studying the nature of passive dynamic walker by ADAMS is a more simple way 
than numerical simulation and experimental study.  

In this paper, we will build a general planar model, composed of straight legs and 
arc-feet, walking stably on slope based on the virtual gravity theory using ADAMS. The 
main results of simulation are discussed and the influences on gait stability of three 
critical physical parameters are obtained by using the parameterization analysis tools.     
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2   Model Analysis 

Fig.1(a) shows a simple planar passive dynamic walker composed of straight legs and 
arc-feet walking on a small downhill angle slope. The model is symmetrical, which 
means the rigid legs (note the rigid legs 1 and 2 respectively) have the same physical 
parameters. Assume that a pair of rigid legs with arc-feet interconnected through a 
frictionless hinge in hip and there is no slip between the foot of the stance leg and the 
ground. The impact between the swing leg and the ground is perfectly inelastic impact 
and each exchange between the stance leg and the swing leg is instantaneous. The 
important parameters of this model are listed in Table 1. 
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Fig. 1. (a) A simpler planar passive dynamic walker composed of straight legs and arc-feet is 
walking on a small downhill angle slope; (b) the state of changed model which is equivalent with 
the former model based on virtual gravity theory.  

Table 1. Parameters of the virtual passive walker prototype 

Symbol Description Value Unit 
L Length of leg 0.1 m 
R Radius of arc-feet 0.033 m 
C Distance of hip and leg’s center of mass 0.05 m 
mH Mass of hip 10 Kg 

m Mass of leg 0.01 Kg 
g Gravity acceleration 9.810 m/sec2 

θ10(θ20) Initial angle between the leg 1(2) and the slope normal 11.5 Degree 

γ Angle of slope 1 Degree 

 
Let θ= [θ1,θ2] T is the generalized coordinate vector of the walker system, where 

θ1(θ2) represents the real-time angle between the leg 1(2) and the slope normal. The 
motion of the walker can be classified as the swing stage and the transition stage. 
During the swing stage, the dynamic equation of the system can be obtained by 
Lagrange equation: 
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( ) ( , ) ( ) 0M C Gθ θ θ θ θ θ+ + = . (1) 

M(θ) is a 2×2 inertia matrix, C(θ,
.

θ )  is a 2×2 matrix with the coriolis and centrifugal 
coefficients, G(θ) is a 2×1 vector of gravitational torques to the generalized coordinates 
θ in Eq.(1). 

During the transition stage, two events happen simultaneously: the former swing leg 
hits the ground transferring to the latter stance leg; the former stance leg leaves the 
ground transferring to the latter swing leg. As implied in the assumptions above,  
the walker’s angular momentum is conserved during the collision. So we can get the 
transition equation as follows: 

( ) ( )Q Pθ θ θ θ+ + − −= . (2) 

Q(θ+

) and P(θ-

) are both 2×2 matrixes with the angular momentum coefficients of the 
walker after and before the impact with ground respectively, 

.
θ+and 

.
θ-are the angular 

velocities just after and before the transition in Eq.(2). 
The details about Eq.(1), Eq.(2) and further more detail information can refer to [9]. 
Passive walker has a limitation that it only walks on a slope under the effect of 

gravity. The existence of slope is not only a difficulty to modeling in ADAMS, but also 
an important influencing factor of the walking stability. Taken care of the two aspects, 
the model shown in Fig.1(a) must be reasonably simplified. 

Asano et al. proposed the virtual gravity field theory to explain the principle of 
quasi-passive dynamic walking on flat ground. They viewed the active driving force 
and gravity working on the bipedal robot as a certain direction virtual gravity field, then 
the quasi-passive dynamic robot walking on flat ground has a similar characteristic of 
the pure passive dynamic robot walking on a slope [5]. Inspired with this study method, 
we make two changes in the model shown as in Fig.1(a): transferring walking on a 
slope to walking on flat ground, and transferring the vertical gravity to the virtual 
gravity with horizontal and vertical components. The state of changed model is shown 
in Fig.1(b). After changing, the changed model’s state is equivalent with the former 
model’s state because it just counterclockwise rotates the coordinate around the origin. 

3   Dynamic Simulation and Results Discussion 

Fig.2. shows a virtual planar straight leg with arc-feet prototype modeled in ADAMS 
by using the modeling tool and the simplified model as shown in Fig.1(b). The 
simplified virtual prototype is composed of two rigid links with arcs as legs with feet, 
one column as hip, and a box with some rectangular planes as a walking flat ground 
with some discrete steps. These parts are assembled by various joint restrictions such as 
revolute joint, fixed joint, parallel joint. The main joint restrictions of the virtual 
prototype are listed in Table 2. To avoid the kneeless model’s problem of “foot 
clearance” occurring at mid stance, several contact restrictions between the arc-feet and 
ground steps are added. 

As the transformation methods mentioned above, the magnitude of the virtual 
gravity components of X direction is set to g∗sinγ and the magnitude of Y direction is 
set to -g∗cosγ, which is shown in Fig.2. And the units’ environment of the simulation is 
set to MMKS as shown in Fig.2. 
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Fig. 2. Virtual planar straight leg with arc-feet prototype in ADAMS 

Table 2. Main joint restrictions of the virtual prototype 

Joint name Part1 Part2 Joint restriction 
Jprim1 Leg1 Ground Parallel joint 
Joint1 Leg1 Hip Revolute joint 
Joint2 Leg2 Hip Revolute joint 
Joint3 Steps Ground  Fixed joint 

3.1   Dynamic Simulation Analysis 

After building the prototype and setting simulation parameters, a dynamic simulation 
can be started. The time of simulation is set to 1.6s, and the step size of simulation is set 
to 0.01s. All of these modeling tools and simulation settings are embed in the main 
toolbox shown as in Fig.2.   

Fig.3 shows the graphical results of the dynamic simulation of this virtual prototype. 
It can be seen that the model can walk stably along the flat ground.  

ADAMS provides measurement tools to view the changes of some important data 
such as the angle velocity, angle acceleration, constraint force and torque in the 
dynamic simulation. And the tools also can plot arbitrary mixed curves based on the 
simulation data. The quality of the simulation walking can be tested by analyzing the 
measurements of the system. Further more, the credibility of the dynamic simulation 
can be verified by compared with the former recognized numerical simulation data. 
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(a) (b)   

Fig. 3. Dynamic simulation of passive walker. (a) The state of walker in every instantaneous of 
leg exchange; (b) the continuous change of legs in two successive cycle gaits. The solid line near 
to the hip is the trace of hip’s motion. The arrows are the contact forces between arc-feet and 
ground, whose length and arrowheads show the magnitude and the direction of the contact forces 
respectively.   

Results of the Leg’s Angle. The system’s generalized coordinateθ= [θ1,θ2] T is an 

important data to weigh the stability of system. To distinguish two curves of θ1,θ2 in the 

coordinate system, we use θ’= [θ3,θ1] T to replace θ= [θ1,θ2] T, where θ3=(θ1+θ2) 
represents the included angle of two legs.  
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Fig. 4. (a) The changes of θ’= [θ3 (solid curve),θ1 (dotted curve)] T. (b) the data calculated by 
numerical simulation at the same parameters. 

Fig.4(a) shows the change of θ’= [θ3,θ1] T with time in the dynamic simulation. It is 
concluded that the gait is basically periodicity and stability. Fig.4(b) shows the same 
data with the same parameters of passive walker calculated by the numerical simulation 
method mentioned in [10]. Compared with these curves in Fig.4(a) and Fig.4(b), we 
conclude that the method of dynamic simulation using ADAMS is available and 
correct. Fig.5 shows the phase diagram of leg1 based on the dynamics simulation 
results, which is similar to the phase diagram of numerical simulation. 
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Fig. 5. The phase diagram of leg1 based on the dynamic simulation results 

Results of the Hip’s Energy. In the passive gaits, there is only gravity applying work 
to the system, so the mechanical energy of system is conservation during the swing 
stage. The angular momentum of system is conservation in the collision of swing leg 
and ground during the transition stage, but it loses part of the system’s kinetic energy. 
Fig.6 shows the changes of the hip’s kinetic energy, potential energy and total energy. 
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Fig. 6. The changes of hip’s kinetic energy (dotted curve), potential energy (solid curve) and total 
energy (point curve) 

Fig.6 shows that the hip’s kinetic energy first decreases and then increases while the 
potential energy first increases and then decreases in a step. The hip’s total energy has 
little changes in a step, but decreases about 0.045 J in the instantaneous of every 
collision. The lost energy mainly caused by the perfectly inelastic collision. If the 
system is duly added the lost energy on flat ground, the walker will never stop. That is 
the principle of quasi-passive dynamic walking and the essence of virtual gravity field 
theory. 

Results of the Contact Force. The contact force is also an important indicator of 
walking stability and continuity. Fig.7 shows the changes of the vertical component of 
the contact force between arc-feet and ground. That the force in every step is stable and 
continuous, except for the pulse force in every collision, means the walking is stable 
and continuous. 
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Fig. 7. The changes of the vertical component of the contact force 

3.2   Parameterization Simulation Analysis  

ADAMS has a useful function that it can analyze the changes of walking simulation 
when some design parameters change. In the process of analysis, ADAMS takes 
various design parameter values to simulate a series of analysis and return the simulate 
results. We take three parameters to find the effect to system: slope angle γ, distance of 
hip and leg’s center of mass C and radius of arc-feet R.     

We choose the changes of leg’s included angle θ3 in simulation analysis to observe 
the effects of walking, for it is an important data to weigh the stability of the system. To 
analyze the influence on gait stability of one parameter, we only change a parameter 
and fix other parameters in a parameterization simulation analysis process. Fig.8 shows 
the changes of leg’s included angle θ3 under the different of slope angle γ, distance of 
hip and leg’s centre of mass C and radius of arc-feet R respectively.  
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Fig. 8. The changes of leg’s included angle θ3 under the different of slope angle γ, distance of hip 
and leg’s centre of mass C and radius of arc-feet R respectively 
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From the results of parameterization simulation analysis as shown in Fig.8, we can 
obtain three conclusions as follows. 

 

1. Slope angle γ is one of the critical factors on walking stability. Smaller or larger 
slope angle will reduce the walking stability, and the larger slope angle the faster 
walking velocity. 

2. That the leg’s center of mass is nearer to hip will make the walking lose stability 
earlier. In contrast, that the leg’s center of mass is nearer to foot will remain walking, 
but walking slower than normal. 

3. Radius of arc-feet R is another critical factor on walking stability. The smaller 
radius will let walking access into instability earlier. But it has no effect on walking 
velocity and step length. 

4   Conclusions and Future Work   

ADAMS provides a friendly, visualization and parameterized simulation environment, 
which is much simpler than numerical simulation and experiment trial. We build a 
simple planar straight leg with arc-feet passive walker model based on virtual gravity 
theory using ADAMS, and obtain a dynamic walking simulation. The results of 
dynamic simulation are shown by graphics and curves, and we can easily get the 
real-time kinematics and dynamics data about each rigid body such as the angle 
displacement, angle velocity, angle acceleration, constraint force and torque. The 
results of dynamic simulation are believable by comparing with the recognized 
research data and the influence on gait stability of three critical physical parameters is 
obtained by using the parameterization analysis tools. From these analyses, we can 
conclude that the suitable initial parameter is a critical factor to a simplest passive 
walker’s stability on slope ground. 

The dynamic simulation of a planar straight leg with arc-feet passive walker model 
has been realized, but our ultimate goal is to achieve the three-dimensional humanoid 
passive walker model’s simulation. It has a lot of work to do for this. 

  
(a) (b)  

Fig. 9. (a) An ideal design model of passive walker; (b) the real prototype mainly assembled by 
pipe materials 
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The dynamic simulation of system is a useful and easier way to study the bipedal 
robot’s gait, but the simulation results also should be verified by some little 
experimental test. Fig.9 shows the simple four straight legs passive walker prototype 
inspired by McGeer’s passive dynamic walker. The real prototype as shown in Fig.9(b) 
is composed of different shapes of PVC-U pipe materials, a steel spindle and four 
rolling bearings. The real prototype can walk down along the particular angle slope if 
the swing legs have correct initial angle velocity. The prototype has been 
accomplished, but the experimental data which will compare with the results of 
simulation still need further testing. 
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Abstract. A motion planning strategy, a dissymmetrical T-shaped peg into a  
C-shaped slot, is proposed based on medial axis diagram knowledge and force 
control technology. It is very important to understand the assembly environment 
in the process of the active assembly operation. The assembly environment can 
be understood based on the analysis of the geometrical and force conditions. 
The medial axis diagram is used to analyze the geometric constraint relations of 
the parts during the robot assembly, and by which, the whole process of the 
complex assembly operation can be planned. As a result, the robot can under-
stand the almost environment information based on the planning knowledge. 
Due to the uncertainties in the assembly process, the force sensing and force 
control are executed for apperceiving the precise physical relations. Combining 
the medial axis diagram knowledge-based with force sensing and force control 
strategy, the assembly task of T-shaped peg into C-shaped slot can be com-
pleted high efficiently, and it can be used for references to the study of the robot 
assembly. 

Keywords: Coarse and fine motion planning, Environment understanding, 
Force control, Medial axis diagram, Contact constrain. 

1   Introduction  

The study of motion planning strategy is the key issue in robot assembly planning. In 
order to automatically execute robot motion planning, a key problem of transferring a 
given sequence of assembly operations into feasible motion plans must be solved. 
Most researches are focused to the following aspects: 1) gross motion planning[1], 2) 
grasp planning[2], and 3) motion planning[3]. 

Robot assembly is a constraint manipulation[4], which is a kind of compliance mo-
tion under force control essentially[5]. It is a very difficult task, because it needs to 
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study and understand environment fully by surface tracing, based on which the strat-
egy of control can be carried on well. The geometric approach is one of the trends in 
assembly planning. Krishnan and Sanderson[6] introduced an algebra of polyhedral 
cones which provides a tool for combining geometric constraints from different part 
relations. Claudio Mirolo and Pagello[7] defined a spatial reasoning system based on 
geometric modeling. We are aware that pure geometry is not sufficient to approach 
the whole robot motion planning, and that major progress will follow a better integra-
tion of the sensory feedback in robot control. In order to ensure the compliance of the 
manipulation and validity of the control, the ideal force/position tracing and control 
strategy must be implemented[8,9]. 

The analysis in this paper is part of the assembly planning process. Here our re-
search results are mainly expounded in three directions. First, the geometric states are 
analyzed according to the mutual configurative relationships of assembly parts. Then, 
the assembly environment can be understood by the medial axis diagram of assembly 
parts. Finally, the assembly strategy based on the environment understanding and the 
force sensing and force control is presented. According to the above analysis, the 
whole assembly strategy is engendered through combining geometric reasoning, force 
sensing and force control. 

2   Geometric Analysis 

There are many configuration states for the assembly process of inserting a dissym-
metrical T-shaped peg into C-shaped slot. The mutual relationships of these configu-
ration states are analyzed using geometric analysis. 

2.1   The Assembability Analysis of the Geometric and Force 

Figure 1 shows the geometrical relations of the T-shaped peg and C-shaped slot. L1, 
L2 are the length of the T-shaped peg, which divided by the axes of the tail part of the 
T-shaped peg, and L=L1+L2. H is the width of the clearance of C-shaped slot, tc is the 
thickness of the C-shaped slot, t1 and t2 are the thickness of the tail part and head part 
of the T-shaped peg respectively. Supposed L2=kL1, then L1=L/(1+k). 
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β3
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(c)

l

C tc

β2

P
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H
L1 t2L2

tcC

t1β1
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Fig. 1. The geometric representation of T-shaped part 

When the contact state is as Figure 1(a), the condition of the assembability is, 

2 21
1 1 1 22( sin )cCP t t L t hβ= + + + ≤  (1) 
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When T-shaped peg rotates from β1 to β2 with the rotate center of the point C, as 
shown i n Figure 1(c) and when CP h= , the permission maximum length of the T-
shaped peg is, 

2 2
max 2 1 1

1
(1 ) sin

2cL k h t t tβ⎛ ⎞= + − − −⎜ ⎟
⎝ ⎠

 (2) 

When the contact state is as Figure 1(b), it has 2 2 2
1 2( )CP l L t h= + + = . And when 

Figure 1(a), it is CP h< , which can satisfy the assembly condition. 
If T-shaped peg’s maximum exterior contour in the scope of the C-shaped slot’s 

clearance with the obliquity angle β, then the condition of the T doesn’t contact with 
the C can be expressed as, 

2( tan )cosL t hβ β+ ≤  (3) 

By which, the critical obliquity angle can be drawn.  

2.2   Description of the Representation 

The task of T-shaped peg into C-shaped slot is a three degree-of-freedom problem: 
two for translation and one for rotation. The geometry model and parameters are 
shown in Figure2. 
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Fig. 2. The mating sketch map of T-shaped peg and C-shaped slot 
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Figure2 shows that the T-shaped peg and C-shaped slot are dissymmetric parts 
whose contours are denoted by a1, a2, ..., a8 and e0, e1, ..., e12 respectively. Because of 
dissymmetry, the assembly task can be completed in a single direction. Let O-XY be a 
coordinate system attached to the C-shaped slot. The coordinates of the exterior con-
tours points of the T-shaped peg are given as T (xT, yT) in the O-XY coordinate system, 
and the pose of the T-shaped peg is denoted by the angle θ, which can be formed from 
axis line of the head part of the T-shaped peg to the X axis. Thus, the T-shaped peg 
can be described using the coordinates (xT, yT, θ). 

3   The Construction of the Medial Axis Diagram  

3.1   Definition of the Medial Axis Diagram 

The medial axis is computational geometric technology[10], which is evolved from 
Voronoi diagram. It partitions the space into sub-areas according to distance. Each 
sub-area belongs to a graphics element and the distance of the points in the sub-area 
to the graphics element is nearer than to the other graphics elements. If B＝{B0,…, 

Bn} is the a obstacle set of the work space W and iB∂  is the boundary of road-

block iB , then i iB B∂ = ∂∪ . If ( )d p  is the minimum distance of a point p to a certain 

point of the boundary, then ( ) ( )d p p c p= − . Where c(p) is the points on the 

boundary. So, the definition of the medial axis is, 

( ) : , , ( )MA W p a b B p a p b d p= ∃ ∈∂ − = − =  (4) 

3.2   The Medial Axis Diagram of the Assembly Parts 

According to the definition mention in the above, the medial diagram of the assembly 
parts is constructed using the algorithm of the reference [10]. For T-shaped peg and 
C-shaped slot, the medial line is made up by the point sets which have equal distance 
to the all boundary elements. So, these point sets are the bisectors of the boundaries in 
certain regions. The interior contour of C-shaped slot is made up by the boundary 
elements of e0, e1,…, e10. The medial axis lines of the interior contour of the C-shaped 
slot are made up by the bisectors of b(e0,e10), b(e1,e9), b(e2,e8), b(e2,e5), b(e3,e4), 
b(e3,e5), b(e4,e5), b(e5,e6), b(e5,e7), b(e5, e8) and b(e6,e7). Unite all the bisectors, the 
medial diagram of the C-shaped slot’s interior contour can be made. Figure 2 shows 
the interior medial axis diagram of the C-shaped slot and T-shaped peg. The medial 
axis line is denoted by dash dot line. The midline s1s2 of the T-shaped peg, intersects 
its axis line s3s4 at point O0, which is on the medial axis line O0O2. All the environ-
mental knowledge is shown in the figure 2. 

Supposed that the friction coefficient and the state of the surface of the T-shaped 
peg and C-shaped slot are the same. The contact force of the two parts can be constant 
when the T-shaped peg moves along the medial axis. So, the moving track along the 
surface of the C-shaped slot can be called ‘equal force line’. If the initial projection of 
T-shaped peg’s exterior contour is within the C-shaped slot’s clearance scope, under 
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the guidance of the medial axis diagram, the characteristic points on medial line of the 
T-shaped peg can move along the medial axis lines of the C-shaped slot under the 
constant contact force, such as the ideal zero force, and complete the assembly task. 

In order to implement of assembly task successfully, the posture of the T-shaped 
peg must be adjusted until it resembles the state shown in Figure 2, where the hori-
zontal projection distance of the T-shaped peg is smaller than or equal to the clear-
ance length WC of the C-shaped slot. Before the point s3 reaches the medial axis line 
O2n2, the point O0 moves along the medial axes line O0O2 need to be guaranteed. At 
the same time, the point a8 must move along the direction of line e0e1, and line seg-
ment a3a4 does not contact contour element e10. Then, the point s3 moves along the 
medial axis line O2n2 and n2n1, until the line segment a3a4 contacts e10. Afterwards, 
the posture of the T-shaped peg is adjusted until its head part is completely in C-
shaped slot. After translational and rotational adjustments, the points s3 and s4 locate 
at the medial axis lines n1n2 and m1m2, respectively, and the O0 at the extended line of 
O0O2. At last, move T-shaped peg upward until it reaches the final position. The me-
dial axis diagram optimizes the geometric reasoning analysis to a certain extent. Al-
though the medial axis has a good geometric character, it doesn’t have the dynamic 
character. Due to the uncertainties in the assembly process, contact always exists. 
Therefore, for the success of assembly task, it is important to combine the static char-
acter of computational geometry with the dynamic character of active force control. 

4   Active Assembly Strategy under Force Control 

The medial axis diagram gives the all the knowledge and information of the assembly 
environment, including the feasible location relations and the operation procedures of 
the assembly task of the T-shaped peg into C-shaped slot. However, the exact states, 
the motion directions and the magnitude of the state transitions in the process of the 
assembly. How to get the exact measurable posture relations of the assembly parts is 
very important and difficult. Active visual and active force control are the main meth-
ods. Because of the low location precision and the complexity of the images dealing, 
it is not the best method in the robot assembly operation. With the medial axis dia-
gram, robot motion planning can be carried out while controlling and keeping the 
contact force constant under active force control. The contact force information and 
the coordinates of the system, the motion direction and the location relations of the 
assembly parts can be known by the integrating the six-dimension force sensing in-
formation and environment knowledge.  

4.1   Position and Force Sensing 

According to geometric constraints and coordinate transformation, it has  

Fa = (JT )-1 Fs   (5) 

where J is the Jacobian matrix, Fs is F/T value in sensor coordinate , Fa is the value in 
tool coordinate which is related to the direction of vector and friction coefficient. The 
friction coefficient can determine the directions of tangential vector and normal vec-
tor. The angle α between the normal vector nc and resultant force F satisfies: 
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α = arctan(1/μ)  (6) 

At the beginning of assembly, the T-shaped peg is tilted at a certain angle. The robot 
holds T-shaped peg moving to C-shaped slot until the contact engendered. Contact 
information contains the direction of the contact surface normal, and its relative loca-
tion and orientation. Though the locations of contact points might be estimated geo-
metrically in motion planning, they may not be accurate due to various control errors. 
There are on-line contact point localization algorithms developed based on F/T sen-
sors. Generally, the location of the contact point can not be determined from the 
sensed information alone. The geometric constraint g(r)=0 has to be imposed to get a 
finite number of solutions. The relation between contact position vector r and contact 
force F is  

r=Г(F, g)  (7) 

The relation between sensor data (fs, τs) and contact position vector r is 

τs=r× fs  (8) 

Eq.(8) can be rewritten as a matrix equation using a skew symmetric matrix sf
� . 

s sf rτ = �   (9) 

where 
0

0

0

z y

s z x

y x

f f

f f f

f f

⎡ ⎤−
⎢ ⎥= −⎢ ⎥
⎢ ⎥−⎣ ⎦

�  

r can be determined by Equations (7) and (9). 
Because the robot can gain information on the location of the contact point and the 

contact F/T in course of tracking the assembled part’s surface, it can understand C’s 
geometrical contour. The normal vector tilt angle of the contact points are shown in 
the Figure 3. In control process, the contact forces are controlled to a proper bound to 
maintain the force tolerance with force feedback. The changeable process of measured 
forces Fx, Fy in T insertion are shown in Figure 4. 
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Fig. 3. Normal vector tilt angle of contact point 
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Fig. 4. The curve map of tracking force 

The robot assembly manipulation is a continuous process. For computational con-
venience, the process can be dealt in discrete means. The velocity expression is v = 
S/T, where S is the length of the discrete step, T is the cycle of the robot’s position 
servo. The length setting of the discrete step S is very important, because a big step 
could jump over several states, which could affect implementation of the assembly 
strategy. Here S=0.05mm and T=12ms. The core problem of sensing the exterior envi-
ronment is mastering the position coordinates of several key points, such as points e0, 
e2, e8 and e10, at which the normal and tangible vector of the contact points will be 
changed. Based on T’s geometric characteristic and kinematic behavior, the func-
tional map relating the correction of motion is generated and stored as a control law, 
by which the robot can insert T-shaped peg into C-shaped slot. 

4.2   The Analysis of Assembly Strategy 

Figure 4 shows the motion process under contact and the sketch map of force sensing 
in this assembly process. The specific assembly strategy is described as follows. 

As shown in Figure 5(a) and (b), the posture of the dissymmetrical T-shaped peg is 
adjusted. If point a2 reaches line e9 (see Figure 5(c)), it indicates that the adjusting 
position is correct. There is a critical state between Figure 5(a) and (b). Then, move 
upward the T-shaped peg and keep point a2 in contact with element e9. The contact 
state of point a2 contacts reflex vertex e10 is the critical state of this contact state. Af-
ter that, adjust the position of the T-shaped peg, until its geometrical center O0 is lo-
cated at the medial axis line OO2. At the same time, the T-shaped peg rotates around 
the O0 point, which allows the horizontal projection distance of L to be smaller than 
or equal to the clearance length WC of the C-shaped slot. (see Figure 2 and 5(e)) . Be-
fore the point a2 reaches the reflex vertex e8, it needs to guarantee that point O0 moves 
along the medial axis line OO2. At the same time, a2 remains in contact with line e9, 



 A New Strategy of the Robot Assembly Motion Planning 1253 

and point a8 moves along the direction of line e0e1 but does not contact line e1 and line 
segment a3a4 doesn’t make contact with contour element e10 during the motion proc-
ess. When point a2 has reached the reflex vertex e8, the T-shaped peg moves to the 
interior of the C-shaped slot under conditions that the exterior contour line a2a3 of the 
T-shaped peg remains in contact with the reflex vertex e8. After point s3 has reached 
the medial axis line n2n1, point s3 moves along it and contour line a2a3 keeps in con-
tact with reflex vertex e8. As shown in Figure 5(g) the broken dot arc is the arc whose 
center is e8 and radius is WC. When it satisfies the geometric condition a8e8 ≤WC, T 
can rotate around the contact point e8 until the element a7 falls into the clearance of 
the C-shaped slot with no-jamming.  

At last, T-shaped peg is moved horizontally to the left until it reaches the final as-
sembly position. 
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Fig. 5. The sketch map of force sensing 

5   Conclusions 

Insertion of complex shapes requires multi-step motions, and may require a long com-
putation time. Motion planning strategy for a dissymmetrical T-shaped peg into  
C-shaped slot has been presented. For big clearances, it is easy to execute the assembly 
motion planning. A strategy for small clearance assembly task was presented here. The 
new assembly strategy is proposed based on the environmental knowledge obtained 
from the medial axis diagram of the assembly parts and force sensing and force control 
information in the process of the assembly operation. The assembling task of the  
T-shaped peg into C-shaped slot was completed successfully using the PUMA robot.  
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Abstract. How can we go beyond the locomotor versatility of current
legged robots? We propose an approach, called HexaQuaBip, based on
merging the most prevalent legged animal morphologies in a bioinspired
polymorphic yet non-modular robot, intended to be able to reconfigure in
either hexapodal, quadrupedal or bipedal modes. This paper focuses on
reviewing main types of 6-, 4- and 2-legged animal kinematics and results
in integrating all of them into a reconfigurable kinematic structure.

1 Introduction

Recently, Bullock [1] has pointed out that “biological devices are ‘niche-facing’
or nichiversal”, rather than universal. In other words, because biological mecha-
nisms are above all shaped according to their lineage’s environmental conditions
(or roughly speaking their niches), they are not expected to properly work apart
from these “normal” conditions (for more precisions see [1]). This observation
was originally raised against the common claim that natural and bio-inspired
computing would be general-purpose. However, it likely applies to any prod-
uct of natural evolution or biomimetic device and, especially for what we are
interested in, to natural locomotor apparatus and their artificial counterparts.

The approach we propose, so-called HexaQuaBip, consists in studying how to
design and control what would be a polymorphic hexapodal-quadurpedal-bipedal
robot. Our hypothesis is that such a reconfigurable artefact (yet non-modular),
by merging the most prevalent legged animal morphologies, would afford unseen
terrestrial locomotor versatility, that could even go beyond those of living be-
ings. What we mean by locomotor versatility here is related to how many diverse
environments a given locomotor apparatus can adapt to. Conceptually, this no-
tion can be thought, given a locomotor multi-criterion space (eg. a combination
of speed, energy, stability, agility, etc. criterions), as the volume of all tradeoffs
satisfied by a locomotor apparatus and the locomotion modes it supports.

As a main constraint on shaping this volume, this article proposes a first
bio-inspired kinematic structure for a reconfigurable HQB robot.

We will first review terrestrial locomotor versatility in robotics (sec. 2). Then,
we will describe the core HQB approach, as well as what motivates it and how

M. Xie et al. (Eds.): ICIRA 2009, LNAI 5928, pp. 1255–1265, 2009.
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it relates to previous works (sec. 3). In section 4, we will describe kinematic
structures of hexapodal, quadrupedal and bipedal animals, which will then be
merged to define kinematics of HQB robot (sec. 5). Finally, we will conclude by
giving insight about hardware implementation of a first HQB prototype (sec. 6).

2 State of the Art: Legged Robots Exhibiting the Most
Versatile Land Locomotions

RHex. (Fig. 1) [2] is a remote-controlled man-portable hexapod robot inspired
from cockroaches. It weighs about 8kg, while being half a meter long and 0.13m
high. RHex has been designed with very simple kinematics. All its semi-wheel-
like legs are actuated around only one degree of freedom.

RHex is surely the most multi-terrain hexapod ever built. RHex can move in
various outdoor fields like rock, mud, sand or high vegetation. It can climb over
railroad tracks, telephone poles, up steep slopes and stairways. Some bipedal
walking gait has been also implemented on it with success. RHex’s remarkable
locomotor versatility undoubtedly comes from its particular “legs” which act as
semi-wheels and involve significant compliance.

However, beyond its incredible robustness, RHex’s low-articulated morphol-
ogy inevitably limits locomotor adaptivity. For example, stride length is fixed by
the diameter of its wheel-like legs. There is no one contact point but a succession
of it and they cannot be chosen. Also, certain major environmental adaptations
need operator intervention, like changing legs to paddles for swimming.

BigDog. (Fig. 2) [3] is a quadruped donkey-like robot measuring 1m in length,
70cm in height and weighing 75kg. Its morphology is composed with a rigid body,
each leg is made by three segments linked by hinge joints. Legs are connected to
the body by two Degrees of Freedom (DoFs) joints: one about the pitch axis and
the other one about the roll axis. All joints are actuated by hydraulic pistons,
which pressure is maintained by a combustion engine.

BigDog robot certainly displays the most adaptive and robust locomotion of
legged robots. It has been shown running at 6.4km/h, climbing up a slope up to
35 degrees, walking across rubble and carrying 150kg load. BigDog is also able
to do highly reactive balance recovery from kicking and ice slipping.

Fig. 1. RHex’s versatile locomotion. Left: Walking on mud. Middle: Climbing stairs.
Right: Bipedal walk.
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Fig. 2. BigDog highly versatile locomotion. Left: Iced road. Right: Rocky terrain.

Fig. 3. Roller-Walker hybrid locomotion. Left: Skating on flat ground. Right: Walking
in the grass.

The great adaptivity of BigDog obviously comes from its bio-inspired kinemat-
ics, its powerful actuation combined to its highly reactive and dynamic control
strategy. Since this project is supported by military program, little is known
about BigDog control implementation. But, we can infer from available demon-
stration, that its highly dynamic gaits are not compatible with static stability
and energy saving that are desirable at low speeds. This assumption is confirmed
by the designers’ choice of using strong yet noisier internal combustion engine.
Also, even at very low speed, BigDog displays highly dynamic gaits as trot, which
could be replaced by walking gait for better energy consumption, as horses do
in nature.

Roller-Walker. (Fig. 3) [4] is a hybrid locomotion quadruped robot, equipped
with a special foot mechanism. Each of its four legs has three actuated DoFs plus
a special ankle joint, that allow switching between passive wheel (rolling mode:
horizontal wheel’s axis) and round foot sole (walking mode: vertical wheel’s axis).

Thus, on flat surfaces, Roller-Walker can move quickly using few energy by
using skating motion. This mode can be also used to climb up or down little
slopes. In contrast, walking mode is slower, but allows Roller-Walker to cross
obstacles or moves on uneven surfaces.

However, its control is mostly based on preprogrammed gaits and feet recon-
figuration, which limits greatly its locomotor adaptivity and robustness.
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Table 1. The HQB approach related to other works. From conventional non-
reconfigurable robots, through reconfigurable ones, up to multi-robot systems (aka.
robotic swarms), we can draw a continuous trade-off between potential versatility and
simplicity of control. At one extreme, non-modular robots like BigDog seem easier
to control, but uniqueness of their morphologies inspired from given animal species
constrains their applicability to restricted niches. Self-reconfigurable modular robots
offer more versatility through their adaptable metamorphic morphologies, but com-
plex algorithms are needed to plan efficient docking sequences of their cells. At the
other extreme, swarm-based robots, especially heterogeneous ones, can spread through
virtually any environments, but their emerging behaviors are very difficult to handle.
Within HQB project, we propose to extend multimodal locomotion approach, explored
in projects such as Roller-Walker or Gorilla Robot, by designing a polymorphic non-
modular robot that can reconfigure as six-, four- and two-legged animal main taxa.
[4,5,6,7,8,9,10,11]

3 The HexaQuaBip Approach

Locomotor versatility requires from morphology a great flexibility in term of
performance achievement. For instance, we expect a versatile locomotor appara-
tus to be able to exhibit, at least successively, from robust to rapid locomotion,
through agile or energy-conservative one, in order to adapt to various environ-
ments. Given the diversity of existing land environments, we believe that the
sole realistic alternative is to resort to multimodal locomotion. Obviously, con-
ventional “fixed-morphologies” are somewhat limited to afford it. Conversely,
metamorphic morphologies, as devised in the currently developing field of self-
reconfigurable robotics, promise to exceed conventional robot flexibility [8]. In-
deed, thanks to their high modularity, which is based on using “mechanical
cells” that can connect each other, metamorphic robots are able to change their
own shapes according to new circumstances. Thus, they are thought, far beyond
locomotor versatility, to be potentially multifunctional.

However, such a cellular approach implies an extremely challenging complex-
ity [8]. First, hardware implementations usually rely on small and fragile mecha-
tronics, especially as regards the docking system of modules. Second, powerful
algorithms are often needed to tackle the combinatorial explosion involved in
shape-shifting. Third, distributed control assumes to solve hard issues like infor-
mation synchronization or shared decision.

Therefore, it seems painful to follow this approach in order to achieve lo-
comotor versatility “only”. Instead, we advocate a better compromise between
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versatility and complexity, namely the design of polymorphic standalone robots,
rather than metamorphic modular ones (see Tab. 1). Such less reconfigurable
robots already started to be investigated in at least two projects: Roller-Walker
[4], that can switch between either walking or skating locomotion; and Gorilla
robot [6], that is intended to mimic natural morphological flexibility of some
apes, who are able to do brachiation, bipedal and quadrupedal locomotion.

With the HQB approach, we aim to go further in robotic polymorphism
and multimodal locomotion, by designing kinematics that allows a non-modular
robot to reconfigure in most species included in hexapods, quadrupeds and
bipeds taxa.

Why drawing inspiration from nature, if we pointed out in introduction the
nichiversality of biological devices? Because, while it is true that individual
species display a limited locomotor versatility, this is not the same for upper
animal taxa, which, being considered as a whole, spread over large and het-
erogeneous environments. Thus, the taxon gathering hexapods, quadrupeds and
bipeds turns out to inhabit virtually all land surfaces. Hence, by merging as
much as possible legged morphologies in one polymorphic robot, we hope this
one embodies the locomotor versatility characterizing the whole taxon of legged
animals. Moreover, through their phylogeny, the imitated legged animals neces-
sarily share some similarities that we expect to exploit.

4 Two-, Four- and Six-Legged Animals’ Morphologies

In a previous work [12], we have reviewed the main DoFs and segment length
ratios of animals’ limbs and merged them into a versatile reconfigurable four-
segmented leg. The resultant kinematics appears as following: three DoFs be-
tween the body and the first segment, one DoF between the 1st and 2nd segment,
three DoF linking the 2nd and 3rd segment and a last hinge joint between the 3rd
and 4th segment. To those primary results, here we add the various DoFs that
the body minimally requires for each locomotion mode and reconfigurability.

Hexapods: Insects’ body is considered owing two DoFs, one between each
thorax part, both hinge-like about pitch axis. Those DoFs allow the cockroach
to flex its body in order to help changing from one surface to another with
different inclinations. For instance, when the insect is moving from a vertical
surface to a horizontal one or when it crosses obstacles [13].

Quadrupeds: While walking, legged reptiles adopt a sprawled posture rela-
tively similar to insects [13]. Their body mostly lies on the ground. Hind limbs,
which could be related to cockroach rear legs [13], being mostly rear oriented and
moving in a plane almost parallel to the ground. Fore limbs, assimilated to the
front legs of cockroaches [13], move along a plane mostly perpendicular to the
spine axis. Reptile’s spine, on contrary to the quite rigid exoskeleton of insects,
bends greatly about yaw axis during locomotion (see Fig. 4) and from this comes
a significant increase of stride length. Blob [14], Goslow [15] and Biewener [16]



1260 A. Veinguertener et al.

Fig. 4. Top: Effect on spine. Bottom: Reptile postures.

investigated the evolution of postures, from sprawled or semi-erected to erected
ones (see Fig. 4). They have showed that heavy reptiles, such as alligators or
iguana, decrease the stress in their bones created from weight and torsion, by
taking more erected postures. Reptiles are thus adopting postures closer to mam-
mals. In this case, front and hind limbs operated mostly under the body. The
spine does not bend about the yaw axis anymore but stays relatively straight,
especially while running [14].

Concerning now mammals, the flex-ext of their spine about pitch axis allows
an augmentation of stride length especially in the case of fast gaits such as gallop
and gives a good impulse in the case of bouncing or jumping. This flex occurs
mainly at the second third of the spine starting from head, because of the ribcage
rigidity.

Bipeds: Human morphology has been investigated extensively [17,18,19]. Based
on those anthropomorphic models, Bruneau [20] established one taking into ac-
count the minimal requirements for locomotion such as geometry, mass, joint
motion. As result, six DoFs have been allocated to each leg: three DoFs in the
hip, one in the knee and two for ankle (pitch and roll axis). The rest of the body
helping in stability control have been model as following: three DoFs for each
arm (two for the shoulder, one for the elbow), four DoFs for torso (three linking
the pelvis to the torso and one folding fore-aft the torso itself into two parts,
e.g. Fig. 7).

Regarding birds, Hugel et al. [21] consider the body like one none articulated
part.

5 HexaQuaBip’s Kinematic Design

Here, we propose to merge them to figure out the DoFs that the HQB must
minimally display in order to fit all locomotion modes.

Our approach is to draw analogies between above described kinematic models.
In the hexapod section (4), we have seen that in terms of structure HQB

needs three segments (prothorax, mesothorax, metathorax: dark blue and silver
in Fig. 5) making up the body and six legs composed by four segments. Regarding
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Table 2. Instantiation of natural trunk/thorax segments into HQB’s morphology.
(*) Here, we take inspiration from mammalian quadrupeds’ hindlimbs only, because
their forelimbs display a huge variety related to not only locomotory function.

Locomotion modes
HQB’s body segments

b1 b2 b3 b4 b5

Hexapod prothorax mesothorax metathorax
Quadruped pelvis(*) trunk pelvis

Biped
Theropod+Bird upper body (ie. without the legs)
Human torso+shoulders lumbars pelvis

Table 3. DoFs needed for HQB’s body according to locomotion modes. Orientations
(according to hexapodal standard posture, Fig. 5): Y, yaw; P, pitch; R, roll.

Locomotion modes
HQB’s body joints

b1/b2 b2/b3 b3/b4 b4/b5

Hexapod P P

Quadruped
Mammals P P
Reptiles Y Y

Biped
Theropod+Bird
Human P Y,R

HexaQuaBip Y P P Y,R

Fig. 5. Minimal HQB’s kinematics for hexapods

DoFs, we showed that the body must be endowed with one articulation between
each body segment, about pitch axis, allowing the robot to adapt to the ground
properties and to cross over high obstacles. Thus Hexa- kinematics will be like
shown in Fig. 5 and own the DoFs summarized in Table 3 and 2.

From the point of view of mammalian quadrupeds, an important point is the
spine flexibility, ventrally-dorsally, at two third of spine length starting from
head. Then, a good way to stand HexaQua- frame is on the front and rear
legs taking advantage of the body joint already used in Hexapod mode. As
second point is necessity to have pelvis mobility around yaw axis for reptiles.
Consequently, we choose to cut each pelvis (e.g. prothorax and metathorax: dark
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Fig. 6. Minimal HQB’s kinematics for hexapods plus quadrupeds. Left: Mammal pos-
ture. Right: Reptile posture.

Fig. 7. Complete HQB’s kinematics for hexapods plus quadrupeds plus bipeds. Left:
Human posture. Right: Bird posture.

blue in Fig. 5 becoming red and dark blue in Fig. 6) into two parts in order to
endow them with one rotating DoF about yaw axis (e.g. Fig. 4).

For biped case, on one hand we have birds which need a structure made out of
opposed double pendulum and on the other hand, human being which is made
out of one or more inverted pendulum.

To cope with human frame, it is first necessary to erect the robot. Since we
have a pelvis and a long torso, we have chosen to stand the robot on the rear
legs. In this position, we can easily make parallel between HexaQuaBip frame
and human model. In fact, according to our review (see section 4) only one DoF
has to be added to the torso (about yaw axis while structure erected). That new
kinematics of HexaQuaBip frame is shown in Fig. 7 and summarized in Table 3
and 2.

On the other hand, for birds case it appears judicious to use the middle legs
in order to balance HexaQuaBip’s body such as birds do. In this configuration,
body’s DoFs themselves are not really useful since bird’s body does not flex
greatly. However, having those DoFs gives a good opportunity to manage robot
weight in order to optimize its center of mass control and recreate the opposed
pendulum configuration of birds (see Fig. 7).
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6 Hardware Implementation

HexaQuaBip hardware implementation is far from being trivial. In fact, its great
number of degrees of freedom allows the robot to move in whatever terrain but
the same complexity make tough the mecanical design. However in HQB concept,
it is essential to have a real robot in order to put the robot is true situation that
are often hard to model such as mud, snow, etc.

For the hardware implementation we plan, as preliminary study, to use actu-
ators with variable stiffness of the main body and hip joint that swing the legs
will be obtained by serial elastic actuators with active/passive compliance [22]
for multi degrees of freedom joint. In fact, this actuators offers an useful damping
foot strikes. Another advantage of those actuators is their small size that can di-
rectly be included into the core of a part itself such as pelvis. For HexaQuaBip,
it is also needed to have a good range of rotation to change from quadruped
(torso horizontal) to human configuration (torso vertical). On the joint between
the 1st and 2nd segment will be implemented, by the mean of electric motor a
cabled solution. This solution allows us to put the actuator along the segment
and so to have a mass spread along the whole 1st segment (and not down in
joint). This solution can also endow a passive compliance by putting a spring
with a stiffness [23] adaptive to reconfiguration of the robot.

7 Conclusion

In this paper, we reviewed various most important kinematics of hexapodal,
quadrupedal and bipedal animals. Then, we merged them to obtain a polymor-
phic reconfigurable robot expected to display a greater locomotor versatility.

As regards perspective of this work, a next step of our project will be to study
deeper technological implementation of the obtained reconfigurable kinematics
using currently available hardware such as serial elastic actuators. A comple-
mentary task would be to design reconfigurable feet, from unguligrade hooves
to plantigrade soles, due to their huge importance in locomotion. At mid- and
long-term, bio-inspired control strategies will be proposed to achieve gait adap-
tations to morphology reconfigurations and morphology optimization for each
fixed gait.
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Abstract. A distributed simulation environment is introduced in this paper that
allows to simulate robot swarms as well as modular robots. This simulator is
in use within the European projects ’SYMBRION’ and ’REPLICATOR’. The
project’s main goal is to build robots that can aggregate to multi-robot organisms.
These robots will be able to act individually, as a swarm or within an organism.
The simulator needs to be able to simulate all of these behaviors. As the number
of robots can be large, both in the swarm as well as in the organism, the simulator
needs to be distributed on several computers. As the demand varies between the
different behaviors –swarm and organism behavior– the behavior of the simulator
needs to vary as well, e.g. for a swarm, a dynamic simulation is not necessary,
whereas for an organism, a fast dynamic simulation is obligatory. We are there-
fore developing the Symbricator3D simulation environment, that will fulfill all
the described requirements.

1 Introduction

The SYMBRION1 and REPLICATOR2 project’s main goal is to develop robots that
are cabable of building a swarm as well as building large organisms for investigat-
ing and developing novel principles of evolution and adaptation for symbiotic organ-
isms [1,2,3]. Each robot is fully autonomous and can act in the environment either alone
or can be physically connected to other robots to build a larger organism to solve tasks
that it cannot solve alone. Such an organism will be provided with an internal bus sys-
tem for sharing computing power. Additionally, robots can share electrical power within
the organism. Combining evolutionary principles with swarm behaviors, the organism
will autonomously manage their own hardware and software organization to become
self-configuring, self-healing, self-optimizing and self-protecting. Combining the ad-
vantages of swarm robotics and the advantages from reconfigurable systems, adaptive,
evolvable and scalable robotic systems can be built, which are able to co-evolve and
cooperate with each other without human supervision in new and unpredictable envi-
ronmental situations.

As the Symbrion and Replicator robots are currently not available and experiments
with them will cost an extensive amount of time, an accurate and fast simulation is
required to evaluate novel bio-inspired algorithms. The simulator does not only need to

1 www.symbrion.eu
2 www.replicators.eu
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provide an accurate dynamic simulation, but also a detailed sensor and actuator model.
The algorithms and programs that are later meant to run on the robot platform also
need to run in the simulator without major changes in the source code. Last but not
least, as the high demands to the simulator cannot be achieved by a single computer,
a distributed simulation is mandatory. We are developing therefore the Symbricator3D
simulation environment to comply with all the high demands given in these projects.

The paper is organized in the following way. We will first give a short background
overview where we will describe the underlying framework and why we choose that
particular framework. Then we will introduce the design implementation of Symbrica-
tor3D and describe the different modules of the simulator. At the end we give a short
evaluation followed by conclusion.

2 Background and Motivation

A simulation environment for modular robots, such as those we are building in the
SYMBRION and REPLICATOR projects need to cover several tasks. Those are in
particular:

Single Robot Control. Each single robot needs to be seen as an entity and needs to be
simulated separately to help developing swarm algorithms. The single robot can be
simulated dynamically, but does not need to be simulated that way. A 2D-simulator
is often sufficient enough.

Organism Motion. When the robots are connected together, they build an organism.
This organism also needs to be simulated. As the organism often accomplishes
movements in the 3D-space, a 3D-simulator, that either simulates the movements
kinematically or dynamically is essential.

Evolving Organisms Structures. Like natural evolution, different organism configura-
tions will compete each other in every generation. The best configurations will be
used for the next generation to form slightly different organisms. Over time the
population improves, and eventually a satisfactory organism will be evolved that
can be used on the real robot. The simulator needs to provide functions to support
organism evolution.

Developing and Evaluating Control Algorithms. Like organism structures, organism
control algorithms will also be evolved and the simulator needs therefore provide
functionality for evolutionary control algorithms.

According to these different tasks the simulator needs to fulfill, a lot of requirements
are arising. The simulator needs to be able to simulate large robot swarms as well as
complex organisms containing lots of degrees of freedom. Different dynamic and non-
dynamic simulators within the simulation engine are therefore necessary and switch-
ing between them during runtime is mandatory. Additionally, sensors and actuators of
each robot need to be simulated as accurate as possible. Detailed sensor and actuator
models are therefore important. The algorithms and programs that are later meant to
run on the robot platform also need to run in the simulator without major changes in
the source code. Different environmental features, either artificial like electrical sock-
ets or switches or natural like temperature or humidity need to be implemented in the
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simulator to support different scenarios. As sixteen partners with more than 50 people
are involved in both projects who are using and developing the simulation, a modular
design of the simulator is mandatory, so that for each experiment a different configu-
ration can be used. This modular design will also help to distribute the simulation over
different computers in a network. Such a distributed simulation is also strongly required,
as the requirements to the whole simulator are too high to be executed on a single
computer.

These high demands are only covered to some extend by current open source robot
platform simulators, such as the very popular Player/Stage project [4], which together
with the Gazebo project offers a platform for dynamics simulation and also supports
controller distribution over a network. A fully distributed simulation as it is described
in [5] however is not supported. The ability to use and switch between different dy-
namic and non-dynamic simulators at runtime need also be implemented as the user
currently need to decide before starting the simulation whether he wants to run a fast
2D simulation (Stage) or a 3D dynamic simulation (Gazebo).

We decided therefore to build a new simulator that builds on the Delta-3D game
engine3 which is also appropriate for a wide variety of modeling and simulation appli-
cations. It offers among others support to different dynamics engines such as Open Dy-
namics Engine(ODE) and Nvidia PhysX as well as an physics abstraction layer (PAL)
to include other dynamics engines. Additionally a variety of network libraries are sup-
ported such as the High Level Architecture [6], a state-of-the-art distributed simulation
standard. With its modular design Delta-3D also eases the development and the main-
tenance of the simulator.

The Symbricator3D simulation environment is built upon the ”Delta-3D” game en-
gine, which is a well-supported and a fully-funded open source project [7]. It is also
appropriate for a wide variety of modeling and simulation applications. It supports a
wide range of driver libraries such as the Open Dynamics Engine (ODE) and Nvidia
PhysX for dynamic simulation, Open Scene Graph (OSG) for the graphic display and
the High Level Architecture (HLA) for distributed simulation [5]. Its modular architec-
ture allows full access to these underlying libraries so that we have full flexibility in
developing software without being restricted to the API of Delta-3D, which also offers
a tool which facilitates in easy creation of three dimensional maps such as a ”maze”,
which can be loaded into the simulation environment during the runtime. With this tool
we have the possibility of loading different scenarios during runtime, test different con-
trollers and evaluate their behavior very easily.

One of the major concerns in the simulation is the dynamics engine. As organisms
consisting of lots of robots need to be simulated, stability is a crucial criteria. On
the other hand – as the projects are declared as open source, open science and open
hardware – a commercial solution such as the ”Havok” engine4 is not desirable. Addi-
tionally, a platform independent dynamic engine is preferable, however not obligatory.
Delta-3D supports the Open Dynamics Engine(ODE) by default. ODE does however
not offer the stability such as the Nvidia PhysX engine, which is also supported by
Delta-3D, but currently runs only under Windows platforms. A third option will be the

3 www.delta3d.org
4 www.havok.com/content/view/17/30
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Impulse-Based-Dynamic-Simulation (IBDS) [8], which is a very promising and a sta-
ble dynamics engine that can also be included in the simulation environment. Another
mandatory requirement for the dynamic simulation – to ensure stability and simulation
rate – is sourcing the computation of the dynamics out to the graphics processing unit
(GPU). Currently, we are using ODE for the dynamics simulation. It has been how-
ever shown that the ODE is not suitable for our needs and therefore we will switch
to another dynamics engine. For that reason, we have preselected the two previously
mentioned dynamics engines (IBDS and PhysX). Whereas Nvidia PhysX engine is also
supported by Delta-3D and a GPU implementation for Nvidia Graphic cards already ex-
ists, the IBDS uses a new, impulse-based approach to simulate dynamics and promises
to be more stable and faster. A shader-based implementation for running the IBDS on
the GPU is currently under development.

Another very important point is the distributed simulation of the organisms. Besides
the dynamic simulation, the simulation of the controller by their own will require a lot
of computational power, as each robot will have high computational capability – each
robot will be equipped with at least one Cortex5 microcontroller and one Blackfin6

microprocessor. Additionally, for each robot all the sensors and actuators need to be
simulated accurately. A distributed simulation on different computer systems is there-
fore essential. The High Level Architecture(HLA) standard is not only supported by
Delta-3D, but also offers the possibility for different kinds of simulations to interact
with eachother. For example, the dynamic simulation can run separately on a highly
GPU-powered computer, whereas the controller simulations can run on another com-
puter, while the arena simulation for evaluating bio-inspired algorithms runs separately.
Each of these simulations will use the HLA standard to communicate with each other
via a runtime interface (RTI). The RTI is the interface between all those simulations.
We use the common, open-source and platform-independent runtime interface CERTI.
With this distributed simulation standard we are not only able to run the simulation
distributed, but also the parallel development of the Symbricator3D simulation will be
assuaged.

3 Implementation

The Symbricator3D simulation environment is programmed in C++ and consists of
three main classes: robot actors, robot controllers and simulation components. All these
classes are managed by the Delta-3D GameManager, which is responsible for the man-
agement and the interaction between all the elements in the scene. The robot actor class
represents the geometrical and physical properties of the robot, whereas the robot con-
troller class represents the software that is running on the robot. We are about to create
the interface in a way that without or at least with minimal changes in the source code
the controller written for the simulation can be transferred to the robot. Controller can
run integrated in the simulation, remotely via a TCP/IP connection or on a microcon-
troller, e.g. on the Cortex controller connected via a RS-232 interface to the simulator.

5 www.arm.com/products/CPUs/ARMCortex-M3.html
6 www.analog.com/en/embedded-processing-dsp/blackn/products/
index.html
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Fig. 1. Structure of the Symbricator3D. The GameManager controls every element in the simu-
lation. Robot Actors (Robot) represent the physical and geometrical properties of the robot and
are controlled by controllers. Simulation components are global components for diverse tasks,
such as for simulating environmental variables, for evaluating a population or for controlling the
simulation.

One robot actor can have several robot controller, but a robot controller can only control
one robot actor. The robot actor together with its controllers build the complete robot
model in the simulation. The third class, the simulation components are for the control
of the simulation, e.g. for evaluating the fitness of all robots or for starting a new popu-
lation or for giving the user the possibility to interact with the simulation, for example
via a graphical user interface. Figure 1 shows the setup of the simulator.

3.1 The Robot Class

The robot actors in Symbricator3D consists of four different elements: bodies, actua-
tors, connectors and sensors. Figure 2 shows the configuration of the robot model in the
simulation based on the first prototype.

Bodies describe the geometrical and physical properties of parts of the robot such as
the collision shape and the mass. A body is a single unit, there are no parts inside a body
that are movable. Actuators are those components that connect two bodies together and
that can put a force between these two bodies that they move relatively to each other.
Actuators are realized by using joints provided by the dynamics engine. Connector
modules for connecting two robots together and sensors modules for perceiving the en-
vironment are attached to a body. Elements are stored in so called container classes,
which collect all robot elements of the same type. For each type of element there exists
a different container class, and there exists therefore a body container, a sensor con-
tainer, etc. As the simulator can access the robot elements during runtime without prior
knowledge of the robot’s assembly, creating a robot this way is very flexible, and not
only Symbricator robots can be created and simulated, but also other robots in the field
of modular and swarm robotics.

During the initialization phase the elements are created and put together according
to the given robot design. This way, not only different robots can be created in the



Symbricator3D – A Distributed Simulation Environment for Modular Robots 1271

Sensor

Connector
Main Hinge

Screw Drive

Fig. 2. Current robot design in Simulation compared with the first prototype

simulation, but also tools that robots can attach too. Tools are objects which are not fully
autonomous robots, but give the organism additional sensors such as a high resolution
camera or additional actuators, such as wheels to make the organism move faster in flat
terrain, or other abilities such as a charging unit which enables the organism to recharge
its robots at a common power socket.

Sensor Simulation. Currently there are several sensors implemented in the Symbri-
cator3D simulation environment. These sensors are divided in two different classes:
internal and external sensors. Internal sensors describe properties of the robot, such as
the position of the actuator or the position and orientation of the robot in a global co-
ordinate system. These values can be retrieved from the dynamics simulation or from
Delta-3D.

External sensors are those sensors that measure the environment. Currently we have
two different classes of external sensors. The first type are the camera-based sensors.
These sensors use the camera images from OpenSceneGraph(OSG) to retrieve the sen-
sor data. OSG images do not only provide RGB values in the images, but also the depth
component or the luminance for example. Using the OSG images different sensors can
be implemented, such as cameras, light sensors, distance sensors, or infrared sensors.
The second type of sensor would first need a model which describes the behavior of the
environmental properties it describes. This can be the temperature, humidity or gases.
These environmental properties are simulated in a separate component in the simulation
and the sensors retrieve the data accordingly to their position and orientation.

A very important point in sensor simulation is the development of an accurate sensor
model, which should include simulation of several types of deviations, such as noise,
drift and sampling rate. We currently focus on improving the sensor model by taking
into account these deviations so that the sensor models in simulation represent the sen-
sors on the robot as realistic as possible.

Actuator Simulation. Currently two different robot designs [3] are implemented. One
design uses a chain drive and enables the robot to move over small obstacles, while
the other one uses a nearly holonomic screw drive that enables the robot to be more
flexible in building organisms. Each of these designs includes a main hinge, which is
responsible for organism movements.

The main hinge is a joint that can be simulated by using the appropriate joint model
of the dynamics engine; the chain and the screw drive are actuators, that can only be
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simulated by introducing several helper wheels, that are connected to the main body
by a joint and controlled synchronously. The chain drive consists of two chains that
move around the robot. As a detailed model of the chains would consume too much
computing power the chain drive will be simulated by eight helper wheels. They are
connected by a hinge joint to the main body. Figure 3 shows the modeling of the chain
drive and the screw drive. The four right wheels (”R”) represent the right chain and the
four left wheels (”L”) the left chain. They are controlled exactly like the chain which
they represent.

Chain Drive Robot Screw Drive Robot
(Bottom View)

Back Side

L

L

L

L

R

R

R

A B

CD

Front Side

Rotational direction of the
helper wheels for moving
the robot forward

Fig. 3. Simulation model of chain and screw drive. The chain drive is simulated by four
right wheels(”R”) and four left wheels (”L”). The screw drive is simulated by four wheels
(”A”,”B”,”C”,”D”).

Simulating the screw drive in detail would be even more complicated as the collision
model for the screw itself consists of a lot of polygons and collision detection would
cost enormous computational power. The screw drive will be approximated therefore
by four helper wheels, which are depicted in Figure 3. The screw drive allows four
translatory movements (right, left, forward and backward) and four rotatory movements
(right/left rotation) around the left axis or right axis. The different movements and how
they can be accomplished on real robots and in simulation are listed in List 1. A com-
bined movement of rotation and translation will be accomplished by superposition. The
proportion of translatory movement and rotatory movement are therefor calculated and
the four wheels will be controlled according to theses mixture of movements.

Like sensors, actuators are also required to be simulated according to noise and drift.
Additionally, actuators have constrains such as maximum velocity and force, minimum
and maximum joint angles. In the course of the sensor improvement, we are also cur-
rently improving the actuator models according to these deviations.

Connectors. Connectors are the physical and graphical representation of the coupling
device of the Symbrion and Replicator robots in the simulation, with which the robots
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Table 1. Movement possibilities of the screw drive, how they can be accomplished and how they
will be simulated

Type of Movement Front Screw Back Screw A B C D

Translation:

Forward +1 +1 +1 +1 +1 +1
Backward -1 -1 -1 -1 -1 -1
Right +1 -1 +1 -1 +1 -1
Left -1 +1 -1 +1 -1 +1

Rotation:

Right around Front Screw 0 -1 +1 -1 0 0
Left around Front Screw 0 +1 -1 +1 0 0
Right around Back Screw -1 0 0 0 -1 +1
Left around Back Screw +1 0 0 0 +1 -1

can connect to eachother and once connected share energy and computational power. If
a robot wants to connect with another robot, Symbricator3D checks if there is a robot
close enough, has the right orientation and is ready for connection. If all three conditions
are fulfilled the two robots will be connected automatically.

Besides the physical connection of two robots, the connectors, like the coupling de-
vices on the real robot, also provide communication inside the organism. Two kinds of
communication are available within the organism, local communication between two
connected robots and organism communication.

Communication. The Symbrion and Replicator robots will be equipped with a variety
of communication devices. They will have infrared sensors with which they can not
only detect obstacles, but also can communicate with robots in their neighborhood.
Additionally, they will be equipped with a ZigBee module for global communication.
Within the organism they will have the ability to exchange information with all the
other robots in the organism via an internal bus system, or they can send messages to
those robots that are directly connected to them. Besides the infrared communication,
which we are currently implementing together with the sensor improvement, all other
communication types are already provided by Symbricator3D.

A communication message in the simulation consists of a string. The string can rep-
resent anything, from a single integer number to a whole program segment that needs to
be interchanged with another controller. Symbricator3D checks which robot controller
can get the message according to communication type and accessibility, and then sends
the message automatically to the right controllers. For example, if a robot sends an in-
frared message, only the robots (and those controllers) within the range of the IR emitter
will receive the message.

3.2 The Controller

Whereas the robot class is the physical and geometrical representation of the robot,
the controller is the software representation. It is designed to be run in the simulation
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as well as on the micro controller without changes in the source code. This will be
achieved through FreeRTOS7, which is a portable open source mini Real Time Kernel.
The SymbricatorOS [1], the operating system running on the Symbrion and Replicator
robots which is built on FreeRTOS will also run in the simulation so that every pro-
gram designed for the SymbricatorOS will run on every microcontroller as well as in
the simulation. The controller are not required to run only within the simulation, but
can also run on the microcontroller which can be connected to the simulation via a
serial interface or a TCP/IP interface. This way we can test controllers throughfully
if they fit into the micro controller constraints. A third option is not to exchange the
whole program code, between simulation and real robot, but a behavior plan, in which
actions accordingly to the sensor input are described. Therefor we use the MDL2ε, a
motion description language[9], that has already been implemented on different plat-
forms and tested successfully for different robot architectures. The MDL2ε parser has
been integrated into the simulation environment and can now be used further, e.g. for
bio-inspired experiments such as offline learning or evolution algorithms.

3.3 Simulation Components and Distributed Simulation

Simulation components are responsible for contolling and observing the simulation and
its elements. They can be used for logging robot behaviors, evaluating controllers, re-
setting the simulation or even simulating environmental variables or other phenom-
ena. Controllers and simulation components inherit the Delta-3D GMComponent class
which has been implemented thread-safe and which can also be run distributed on other
computer platforms. For distributed simulation we use the High Level Architecture
standard which allows to combine several simulations into one simulation. Each simu-
lation, in HLA terms called federate interacts with other federates through a Runtime
Infrastructure (RTI). The RTI is the connection between each simulation. We propose
the following structure for a distributed simulation of modular robots. A highly GPU
powered computer runs the dynamic simulation of the scene including all the physi-
cal robot models. If robots or other objects do not need to be simulated dynamically,
a kinematic or a fast 2D agent simulator takes the task. Several processors simulate
sensor and controller behavior and additionally some environmental simulations can be
used to simulate phenomena such as temperature or humidity dispersion and diffusion.
Each federate can be run distributed. The RTI makes sure that the information which
is needed by other federates will be provided in time and synchronizes the federates
regularly.

4 Results and Future Prospects

The recent version of Symbricator3D is a fully functional application that models the
Replicator and Symbrion robots accurately using Open Dynamics Engine for dynamics
simulation, and Open Scene Graph for the graphical display. The underlying framework
is the game and simulation engine ”Delta-3D”, which also supports the HLA standard

7 www.freertos.org
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for providing distributed simulation. The dynamics engine works properly and is stable
for small to medium sized organisms. The models representing the Symbricator and
Replicator robots are the CAD designs of these robots, and therefor are identical to the
appearance of the actual robots. Symbricator3D provides, beside the keyboard control, a
graphical user interface to control the simulation as well as the single robots. The robots
can be controlled manually or by controllers which can be run within the simulation or
externally.

As the simulator is accurate and stable enough, genetic algorithms can already evolve
miscellaneous behaviors for different organism configurations, which is an important
step for the development of new bio-inspired algorithms, a major goal of the SYM-
BRION and REPLICATOR projects. First behaviors for single robots have been evolved
[1] as well as for organism with few robot modules [10]. Furthermore, different larger
organisms consisting of up to 30 joints have been implemented and simulated in Sym-
bricator3D. In Figure 4 the gait of two organisms, a caterpillar and a wheel are depicted.
The gait of the caterpillar is a wave function based on the movements of its biological
counterpart, while the movement of the wheel is based on moving the center point of
gravity of the organism by a coordinate movement of the hinges of each robot. Simulat-
ing larger organisms however becomes instable and inaccurate as the Open Dynamics
Engine, our current dynamics simulation, has been turned out not to be suitable for
dynamic simulation of closed-loop kinematic chains with many degrees of freedom.
Therefore, we plan to change the dynamic simulation to either the Nvidia PhysX en-
gine, which supports hardware acceleration on the GPU, or the impulse based dynamics
engine IBDS, whose algorithm for dynamics simulation is faster and much more stable
than standard methods [11].

If robots are decoupled from eachother, i.e. if they are in swarm mode, Symbricator3D
can simulate the dynamic behaviors of up to 100 robots in real time. As for single robot
simulation however the dynamics simulation is often not necessary we plan to implement
a 2D simulator which will simulate their behavior using less computational algorithms
which do not simulate the dynamics of the robots. This way much more robots can be
simulated. A first version of a 2D simulator is currently under development which can

(a) Movement of a Wheel-like Organism

(b) Movement of a Caterpillar Organism

Fig. 4. Organism Movements: (a) Wheel-like Movement: By bending the hinge of the bottom-left
robot in the organism, the upper robots move to the right and therefore the organism also moves
to the right, (b) Caterpillar Movement: Several robots are docked together in a row and move only
their hinges to generate a forward caterpillar-like motion.
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simulate up to 500 robots. Nethertheless, sometimes even swarm robots need to be sim-
ulated dynamically, e.g. in case of rough terrain or during the coupling sequence. As
in swarm mode the dynamic behaviors of the robots are independent of eachother, the
dynamics can be calculated in parallel. Hence, we expect a performance increase when
using dynamics engines with hardware acceleration support such as the Nvidia PhysX
engine which we will examine in the future.

5 Conclusion and Future Work

In this paper we introduced the Symbricator3D simulation environment, a new sim-
ulator for modular robots which covers all important aspects for simulating modular
robots. The mechanisms as well as the implementations of the particular elements of
the Symbrion and Replicator robots have been described. Additionally, to get a fast and
stable simulation, we have analyzed how to obtain a distributed simulation and decided
to use the High Level Architecture standard to distribute the simulation throughout a
network.

In the future we intend to evaluate several other dynamic simulations to get a faster
and more stable simulation and we plan to implement further the distribute simulation
concept. Our aim is a simulation capable of simulating an organism with up to 100
robots and swarms with up to 500 robots. To reach that goal, we intend to simulate
robots only dynamically when necessary and kinematically or with a 2D-simulator oth-
erwise, so that we are able to simulate much more complex organisms.
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Abstract. In this paper the problem of the autonomous navigation of a
cooperative robot formation is studied. Robots navigate in an unknown
environment, encumbered by obstacles which have a circular shape or
which can be modeled by polygons. Robots must move between an ini-
tial known position and a final known position. While going ahead robots
discover the obstacles which block their passage and must avoid the col-
lision and go to their final destination. This paper tackles two problems:

1. path planning, which is described as an optimal control problem
under constraints (robot physical limits, collision avoidance).

2. localization, in order to plan its trajectory, the robot has to know
its localization in the environment : a mono-landmark algorithm of
localization in 2D is proposed. This mono-landmark algorithm tracks
a landmark during the navigation and uses it to localize the robot
in an algebraic framework.

Keywords: Cooperative robot formation, decentralized intelligence, path
planning, localization mono landmark algorithm, obstacles avoidance,
nonholonomic mobile robots, deterministic global localization, mono-
camera localization.

1 Introduction

The applications of the multi-robot cooperation can be found in the military, civil
and spatial domains. It concerns missions which were automated historically,
either because they represent a danger or a certain difficulty for a human, or
because a machine is more adapted and more effective than humans. Cooperative
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robotics, strongly imbricated with service robotics, concerns a lot of applications
in which the researchers are particularly interested:

1. The carriage of loads and the collection of objects in dangerous zones for
humans.

2. The use of cooperative machines on construction sites could accelerate the
speed of the works and allow impracticable operations for the human.

3. The detection and the coordinated neutralization of land mines. The coop-
eration would allow to cover the widest zone without many more operators,
while reducing the duration of the operation.

4. The security/surveillance of properties: the surveillance and the detection of
intervention are tasks that robots can typically carry out. The cooperation
allows the surveillance of a larger perimeter.

In order to be able to navigate autonomously, the robot must know where it
is in the environment, what kind of obstacles are in this environment and how
it can avoid the collision with them to go to its final goal. Figure 1 presents
the general architecture of a mobile robot. The sensors of the robot are pro-
prioceptive (wheel encoders, gyroscopes, inertial navigation) or exteroceptive
(cameras, compass, GPS, laser range-finders). The measurements obtained from
its sensors, are processed in blocks “perception” and “localization” to ob-
tain information on the robot localization (position and orientation) and on the
environment in which it navigates. The information of blocks “perception”
and “localization” is sent to the block “strategy” which has to estimate the
situation in which the robot is, and, if necessary, to ask the information from
its neighbors to make a decision on the direction of the robot movement. This
decision can be, for example, the coordinates of an intermediate objective to
achieve (in the case where the robot is in a local minima position), or new con-
straints which the planned trajectory has to satisfy (for example switching to an
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Fig. 1. General architecture for a mobile robot autonomous navigation
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energy saving mode if the block “strategy” detects that the robot energy level
is low and that it is really necessary that the robot achieves its mission). The
block “strategy” can also only decide to change the value of the parameters of
certain constraints.

The block “path planning” calculates the optimal trajectory of the robot
which satisfies the cost function and the constraints, whereas the block “track-
ing” calculates the desired velocities of the robot (speeds to be applied to wheels)
to guarantee that the robot will track the optimal trajectory. The block “actu-
ators feedback” guarantees that the desired calculated speeds will be equal to
the speeds of the robot wheels. The block “communication” ensures informa-
tion exchanges between the blocks of the robot and with the other robots of the
formation.

This paper focuses on blocks “path planning” and “localization”. Section 2
presents the mobile robot modelisation used in this paper. Section 3 deals with the
main results of this research work. In section 3.1 the path planning algorithm will
be explained. This part is a synthesis of previous work. In section 3.2 the contri-
bution of this paper will be explained. It concerns the robot localization by using
a unique landmark. Originalities of this localization algorithm are:

– The use of only one landmark tracking during the navigation,
– No hypothesis on the nature of the signal is necessary,
– Implementation in real time is possible,
– No step of initialization is necessary.

A conclusion and some discussions on further works are done in section 4.

2 Mobile Robot Modelisation

Consider a multi-robot system composed of Na wheeled mobile robots. Each
mobile robot is of unicycle type, with two driving wheels mounted on the same
axis and independently controlled by two actuators (DC motors). The geometric
shape of each robot Ri belonging to a mobile robot formation is represented by
a 2-D circle of center Ci = (xi, yi) and of radius ρi. The i − th robot is fully
described by a three dimensional vector of generalized coordinates qi constituted
by the coordinates (xi, yi) of the midpoint between the two driving wheels and
by the orientation angle θi with respect to a fixed frame:

qi = [xi, yi, θi]T . (1)

Under the hypothesis of pure rolling and non slipping condition, the vehicle
satisfies the nonholonomic constraint:

[− sin θi cos θi 0
]
q̇i = 0

and the ideal kinematic equations are:

q̇i =

⎡

⎣
cos θi 0
sin θi 0

0 1

⎤

⎦ ui (2)

where ui = [vi wi]T and vi and wi are the linear and angular velocities.
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Robots have on-board sensors which enable them to detect surrounding ob-
stacles and vehicles within a range. This range is described by a circle centered
at Ci. The broadcasting range, di,com(> 0), is limited.

3 Main Results

3.1 Path Planning

In this paper, the problem of interest is the navigation of cooperative non-
holonomic mobile robots evolving in environments with obstacles. Cooperative
approaches for path planning can be broken down into centralized and decen-
tralized (distributed) methods. The centralized approach is usually based on
the resolution of an optimal control problem via game theoretical framework
[1], semi-definite programming [2] or non-linear programming [3]. However, its
computation time which scales exponentially with the number of vehicles, its
communication requirement and its lack of security make it prohibitive. This
is true even when the most advanced optimization solvers and much simplified
linear vehicle dynamics are used [4]. The main challenge is to formulate a sim-
ple decentralized strategy which results in a team behavior similar to what is
obtained with a centralized approach. Some decentralized algorithms are based
on a receding horizon approach [5], [6], [7], [8,9]. Other decentralized strategies,
which can be computationally fast, include rule-based approaches [10], proba-
bilistic approaches [11,12] and artificial potential fields [13,14,15]. However, most
of these techniques are successfully developed for oversimplified vehicle dynamics
without explicitly taking the constraints into account. In this paper a decentral-
ized path planning will be proposed which takes the robot kinematic model and
its physical limitations into account.

The goal of the robots is to navigate without collision in an unknown environ-
ment with obstacles. Only the initial and final positions of each robot are known.
The robots must maintain a communication between them in order to be able
to exchange information about their positions and intentions. It is possible to
express this goal as an optimization problem under constraints.

3.1.1 Planification Problem Formulation
Find the optimal control ui(t) and the optimal trajectory qi(t) of each robot which
minimize the cost function:

J =
∫ tf

t0

Li(qi, ui, t)dt (3)

where t0 and tf are the initial and the final times respectively, Li is the cost
function. For example it is possible to minimize the energy level so in this case
Li = u2. This control musst also satisfy the following constraints ∀t ∈ [t0, tf ]:

C1 the optimal trajectory and the optimal control are solutions of the Kinematic
model of robot Ri (2).
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C2 the control bounds:

|vi| ≤ vimax , |wi| ≤ wimax ,

where vimax and wimax are the maximal values of the linear and angular
velocities of robot Ri.

C3 the terminal conditions are respected:

qi(t0) = qi(0), qi(tf ) = qifinal
, ui(t0) = ui(0), ui(tf ) = uifinal

. (4)

C4 the collision avoidance with all detected obstacles Omi, which have a circular
shape and belong to the set Oi(τk) of all detected circular obstacles at time
τk:

∀Omi ∈ Oi(τk), d(Ri, Omi) =
√

(xi − xo
mi)2 + (yi − yo

mi)2 ≥ ρi + ro
mi,

where d(Ri, Omi) is the euclidian distance between robot Ri and obstacle
Omi, described by its center position (xo

mi, y
o
mi) and its radius ro

mi.
C5 the distance between the robot and the Np polygonal obstacles, where polyg-

onal obstacle POi is approximated by a succession of Ni segments Sij. This
distancemust obey the following condition:

d(R, POi) > ζ > 0, ∀i ∈ 1, ..., Np, (5)

where d(R, POi) is the distance between the robot and the visible part by the
robot sensors of obstacle POi,

d(R, POi) = min
j

d(R,Sij), j ∈ 1, ..., Ni. (6)

and d(R,Sij) is the distance between the robot and segment Sij:

d(R,Sij) = min
M∈Sij

d(R, M) (7)

C6 the collision avoidance with each other robot Rj belonging to the robot swarm:

∀j ∈ {1, . . . , Na}, i �= j, d(Ri, Rj) =
√

(xi − xj)2 + (yi − yj)2 ≥ ρi + ρj .

C7 the communication between robots belonging to the robot swarm:

∀j∈{1, . . . , Na}, i �= j, d(Ri, Rj)=
√

(xi − xj)2 + (yi − yj)2 ≥ min(di,com, dj,com),

where di,com and dj,com are the maximal broadcasting range of robots Ri and
Rj respectively.
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3.1.2 Calculation of an Optimal Trajectory
In order to solve the path planning problem, the flatness property of the system
[16] is used, which reduces the computation time. The optimal control problem
is transformed into a parameter optimization problem by using the B-spline
functions to describe the flat outputs of the robot. As robots do not know in
advance the environment in which they evolve, it is not possible to calculate the
trajectory for each robot. That is why the receding horizon planning was used.
The trajectory of each robot of the formation is calculated at each time interval
[τk, τk +Tc], where Tc is the update period. A real-time planning algorithm for a
single robot which moves in an environment with obstacles which have a circular
shape has been proposed in [17]. A generalization of this algorithm for obstacles
which can be included in a polygon has been developed in [18].
For the robot formation, a decentralized algorithm is proposed. It is updated
each τk, and it is divided into two steps:

1. Step 1. Each robot Ri computes its trajectory by only taking the obsta-
cles into account. Constraints C6 and C7 are not included in this first step.
This trajectory is called intuitive trajectory. It is evaluated over the ob-
stacles detection horizon Td. At the same time, robot Ri analyzes, by using
its sensors, the potential inter-robots collision as well as problem of los of
communication, in order to know which are the robots with which it has to
exchange its trajectory.

2. Step 2. The robots which can be in collision or lose the communication with
the other robots of the formation adjust their intuitive trajectories by taking
constraints C6 and C7 into account. This new trajectory is called planned
trajectory and it is the trajectory that the robot must track at time interval
[τk + Tc, τk + 2Tc[. This trajectory is evaluated over planning horizon Tp.

The details about the algorithm calculation and implementation can be found
in [19].

3.1.3 Experimental Results for the Autonomous Navigation

Robot description. The proposed decentralized motion planning algorithm has
been implemented on three mobile Pekee robots manufactured by Wany Robotics.
The robot radius is ρ = 0.25m. An Intel 486 micro-processor running at 75MHz
operating under Linux real time hosts the integral sliding mode tracking con-
troller written in C. Pekee is equipped with 15 infra-red telemeters sensors, two
encoders, a WiFi wireless cartridge and a miniature color vision camera C-Cam8.
The maximal broadcasting range is dcom = 2m. The vision camera is fixed in
the robot coordinate system (xc, yc, zc) = (0, 0, 0.25). The maximum linear and
angular speeds are respectively equal to vmax = 0.35m/s and wmax = 0.8rad/s.

Algorithm implementation. The initial and final states and controls for the
first robot are: q1(t0) = (0.5m, 0m, 0deg), v1(t0) = 0m/s, w1(t0) = 0rad/s
q1(tf ) = (9m, 0m, 90deg), v1(tf ) = 0m/s, w1(tf ) = 0rad/s. The second robot
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Fig. 2. Resulting trajectories of the three robots

has the following initial and final states and controls: q2(t0) = (0m, 1m, 0deg),
v2(t0) = 0m/s, w2(t0) = 0rad/s q2(tf ) = (8m, 0m, 90deg), v2(tf ) = 0m/s,
w2(tf ) = 0rad/s. The third robot has the following initial and final states
and controls: q3(t0) = (−0.3m,−1m, 0deg), v3(t0) = 0m/s, w3(t0) = 0rad/s
q3(tf ) = (7m, 0m, 0deg), v3(tf ) = 0m/s, w3(tf ) = 0rad/s. In this application,
only the infra-red sensors are used for the perception of the environment. The val-
ues for the update period, the planning horizon and the obstacles detection hori-
zon are chosen as follow: Tc = 0.5s, Tp = 2s and Td = 2.5s. The task is to drive
these robots from the initial position to the final known position while avoiding
collisions and maintaining the communication constraints. Due to the existence
of obstacles, the robots must pass through narrow ways and constraint each other
in the team. The robot trajectories are depicted in Figure 2. The videos of the ex-
periment can be visualized on the web site http://oban.isen.fr/~sst_lille/
under the heading Recherche.

3.2 Localization

3.2.1 Introduction
Localization is one of the fundamental axes of research in mobile robotics because
it is not possible to speak about autonomy for a robot without speaking about
localization. So the question “where am I?” [20] must be resolved. A localiza-
tion via proprioceptive sensors (wheel encoders, gyroscopes, inertial navigation)
is possible (call relative localization) but presents problems of long-term drift
[21]. An absolute localization via the exteroceptive (cameras, compass, GPS,
laser range-finders) allows to avoid this drift. In this part The new algorithm is
proposed within the framework of the absolute landmark localization.
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There are two types of landmarks, active and passive. Passive landmarks could
be natural (their existence is independent of the robot localization) or artificial.
Active landmarks need great emission power and may be not discrete enough in
an environment where electromagnetic noise is annoying.

Two types of methods are possible for the localization by landmarks, the first
one is deterministic and the second one is probabilistic. Deterministic methods
are generally based on the triangulation method, which needs, at least, three
landmarks at each localization time. Some probabilistic methods could be found
in [22]. However, probabilistic methods use an hypothesis on the nature of the
noise which affects the signal.

In the deterministic framework it is necessary to have at least three land-
marks in order to localize the robot, which could be a problem, for example,
in some very structural environments were landmarks are not distinguishable.
This paper presents a new method under the algebraic framework rooted from
ALIEN project with only one landmark, which is tracking during the navigation.
In opposition with the statistical method, this method proposed herein does not
use information on the signal nature, in particular on the noise which affects it.
Furthermore no initialization step is necessary. So, with the use of the observ-
ability property of the angular measurements, this paper presents a new method
of localization.

In the following, the principle of the localization method is presented, then the
paper deals with the chosen method of numerical differentiation in a noisy envi-
ronment. Then a resolution in the two dimensional case is done and a synthesis
under a theorem formis given. The novelty of this part is in the principle and
in the resolution of the two dimensional case. The chosen method of integration
comes from [23] and is adapted to the localization problem.

3.2.2 Principle
Let be a state model system described by the following equation:

{
q̇i = F (qi, ui)
z = H(qi)

(8)

with qi the state vector, ui the command vector and z the measurement vec-
tor. The proposed method of localisation consists in finding the vector function
K(z, ż, z̈, ..., z(n)) such as:

qi = K(z, ż, z̈, ..., z(n)) (9)

This is possible if the system is observable for the vector of measurement z (see
[24] and [25] for complements on the observability of non linear systems). Finding
the formal expression of K allows to prove the observability of the system, indeed
the criterion of Fliess ([26]) expresses that any variable of an observable system
satisfies an algebraic equation linking the output, the input and a finite number
of their derivatives. With the knowledge of a formal expression of K and an
estimation of the successive derivative of z, it is then possible to calculate an
estimation of state qi for any time t.
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Fig. 3. Robot and landmark notation for the localisation

The calculation of an estimation of state qi is then obtained in two steps:

1. The calculation of an estimator of the successive derivatives of z (see 3.2.3),
2. The calculation of the expression of the vectorial function K (see 3.2.4).

In the following, this method is described for the kinematics model of the robot
(see equation (2)). The robot measures the angle between itself and a landmark,
so the measurement model is (see figure 3):

z = H(qi) = α = arctan
(

yr

xr

)
− θi + ξα (10)

where xr and yr are the relative position between the landmark and the robot
such as : xr = xA − xi, yr = yA − yi with (xA, yA) the landmark coordinate and
ξα an additive noise.

3.2.3 Numerical Differentiation in a Noisy Environment
This algebraic setting for numerical differentiation of noisy signals was intro-
duced in [27] and analysed in [28,23] (see also [29] for interesting discussions and
comparisons). The reader may find additional theoretical foundations in [30,31].
Let us note z(t) = σ(t) + ξ(t), with σ(t) the signal without noise that must be
diffentiated at the nth order and ξ(t) an additive noise measurement.

By considering the analytical expression of the signal σ(t), it is possible to
study, without loss of generality, the convergent Taylor series at t = 0

σ(t) =
∑

i≥0

σi(0)
ti

i!
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The truncated Taylor series for N ≥ n is:

σN (t) =
N∑

i=0

σi(0)
ti

i!

which satisfies the differential equation
dN+1

dtN+1
σN (t) = 0. In the Laplace domain

this equation can be written:

sN+1Γ̂N (s) = sNσ(0) + sN−1σ̇(0) + ... + sN−nσ(n)(0) + ... + σ(N)(0)

where Γ̂ (s) is the Laplace transform of σ(t). A series of algebraic manipulations
allows then to obtain an expression of σ(n)(0), for every n ∈ [0, N ], by annihiling
successively each of the terms sN−iσ(i)(0), i ∈ [0, N ], i �= n.

The general expression of the derivative can be declined in continuous version
(no error of digital estimate due to the chosen method of integration) and in
discrete version (for more details see [23] and [32]). This article presents here
both results. The continuous version of the nth derivative is:

σ(n)(T t; κ; μ; N) =
∫ 1

0

g(τ, κ, μ, N)zT (t − τ)dτ (11)

The nth derivative via the discrete approach is obtained as the output of the
finite impulse response filter:

σ(n)(lTs; κ; μ; N) ≈
M∑

m=0

Wmgm(κ, μ, N)zl−m (12)

Where zm = z(mTs), Ts is the sampling period, M is the number of coefficients
of the filter, T = MTs is the first moment of estimation andcm = Wmgm, m =
0, ..., M − 1 is its impulse response. The signal for which we wan to estimate the
derivative, is noisy and sampled : it is the input of the filter. The coefficients
Wm correspond to a method of integration of a signal between 0 and 1. The
trapezoidal method gives the following coefficients:

W0 = WM =
Ts

2
Wm = Ts, m = 1, ..., M − 1

(13)

The coefficients gm are such as gm = g(mTs/T ), m = 0, ..., M , with τ = MTs

T
where

g(τ) =
q∑

l=0

λlhκ+q−l,μ+l(τ), (κ; μ) ∈ N, q = N − n (14)

with

hκ,μ(τ) =
(−1)nγκ,μ,n

T n
rect(τ)

dn

dτn
ωκ,μ(τ) (15)
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with

rect(τ) =
{

1 if τ ∈ [0; 1]
0 ortherwise (16)

ωκ,μ(t) = tκ+n(1 − t)μ+n (17)

and

γκ,μ,n =
(μ + κ + 2n + 1)!
(μ + n)!(κ + n)!

(18)

By noting q = N − n and p = n + κ

λl = (−1)q−l

(
p + q − l

p

)(
p + q + 1

l

)
, l = 0, ..., q (19)

– N allows to complexify the model which tends to reduce the delay of esti-
mation but increases the influence of the measurement noise,

– M is the number of coefficients of the filter. Increasing M is going to reduce
the noise of measurement, but increases the noise of modeling error. If N = n
then M ∈ [60; 80], otherwise M ∈ [80; 110],

– Ts is the sampling period of the signal which, in most cases, cannot be chosen,
– κ corresponds to the number of differentiation in the operational domain

generally fixed to 0,
– μ corresponds to the number of integration in the operational domain gen-

erally fixed to 0 or 1 which allows to reduce the delay of estimation.

3.2.4 Resolution in the Two Dimensional Case

Theorem 1. For a non-holonomic robot which has the model described by equa-
tion (2) and under the assumption that the model of measurement is defined by
equation (10), and that the following data are measured or known:

– (xA, yA, zA), the coordinate of the landmark,
– vi, the linear speed of the robot (possibly noisy),
– ωi, the angular speed of the robot (possibly noisy),
– θi, its orientation (measured with a compass for example, possibly noisy),
– α, angle of the robot with regard to the landmark,

the position of the robot could be calculated by using the following equation :

[
xr

yr

]
=

[
xA − xi

yA − yi

]
=

⎡

⎢⎢
⎣

ui sin (α) cos (α + θi)
(α̇ + ω̇i)

ui sin (α) sin (α + θi)
(α̇ + ω̇i)

⎤

⎥⎥
⎦ (20)

where ui, ωi, θi and α are filtered by using a zero order differentiator described by
equations (12)–(19) (with n = 0 and N = 0) and α̇ is calculated by using a first
order differentiator (with n = 1 and N = 1), M = 80, Ts = 1

25sec, κ = μ = 0.

The proof is omitted due to the paper limitation.
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3.2.5 Simulation Results
The simulations has been implemented on Matlab. The starting points is [0; 0]
and the simulation lasts 40sec. The linear velocity is 0.5m/s and the angular
velocity is 0rad/s, so θi = 0 during the navigation process. α is calculated with
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an additive noise. In the first case it is a Gaussian noise and in the second
case it is an uniform noise. The landmark is situated in [9; 5]. The frequency
is 25frames/sec so Ts = 1/25sec. Figure 4 shows the true trajectory of the
robot and the estimate trajectory in the gaussian case and in the uniform case.
Figure 5 shows the estimation error in both cases. Simulation results show that
the method is not sensitive of the noise and gives good results on the robot
localization.

4 Conclusion

In this paper a descentralized motion planner for a cooperative robot formation
has been presented. The trajectory of each robot was planned by taking into
account the maximal linear and angular velocities of the robot and its kinematic
model. The planner guarantees a collision free trajectory. Moreover, by using a
descending horizon, and the constrained feasible sequential quadratic optimiza-
tion algorithm this planner can be implemented in real time. Three nonholonomic
robots are used for the experiments. The experimental results show the effec-
tiveness of this approach. In order to plan its trajectory the robot needs to know
where it is in its environment. A new localization algorithm has been proposed
by using a unique landmark. The robot position (x, y) is obtained by using only
information about the angle between the robot and the landmark and the robot
orientation. The robot also needs information about its angular and linear veloc-
ities. The algorithm requires no statistical hypothesis on the measurement noise.
The simulation results show that the algorithm is not influenced by the nature
of the measurement noise.
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